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ABSTRACT

If a single line of sight (LOS) intercepts multiple dust clouds with different spectral energy distributions and magnetic field orientations,
then the frequency scaling of each of the Stokes Q and U parameters of the thermal dust emission may be different, a phenomenon we
refer to as LOS frequency decorrelation. We present first evidence for LOS frequency decorrelation in Planck data using independent
measurements of neutral-hydrogen (HI) emission to probe the 3D structure of the magnetized interstellar medium (ISM). We use HI-
based measurements of the number of clouds per LOS and the magnetic field orientation in each cloud to select two sets of sightlines:
(i) a target sample of pixels that are likely to exhibit LOS frequency decorrelation and (ii) a control sample of pixels that lack complex
LOS structure. We test the null hypothesis that LOS frequency decorrelation is not detectable in Planck 353 and 217 GHz polarization
data at high Galactic latitudes. We reject the null hypothesis at high significance based on data that show that the combined effect of
polarization angle variation with frequency and depolarization are detected in the target sample. This detection is robust against the
choice of cosmic microwave background (CMB) map and map-making pipeline. The observed change in polarization angle due to LOS
frequency decorrelation is detectable above the Planck noise level. The probability that the detected effect is due to noise alone ranges
from 5× 10−2 to 4× 10−7, depending on the CMB subtraction algorithm and treatment of residual systematic errors; correcting for
residual systematic errors consistently increases the significance of the effect. Within the target sample, the LOS decorrelation effect
is stronger for sightlines with more misaligned magnetic fields, as expected. With our sample, we estimate that an intrinsic variation
of ∼15% in the ratio of 353 to 217 GHz polarized emission between clouds is sufficient to reproduce the measured effect. Our finding
underlines the importance of ongoing studies to map the three-dimensional structure of the magnetized and dusty ISM that could
ultimately help component separation methods to account for frequency decorrelation effects in CMB polarization studies.
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1. Introduction

Cosmic microwave background (CMB) polarization experiments
have reached sufficient sensitivity to demonstrate that, even in
the most diffuse regions of the sky, cosmological signals of
interest lie below the polarized emission from Galactic fore-

grounds (BICEP2 Collaboration & Keck Array Collaboration
2018; Planck Collaboration IV 2020). In particular, the B-mode
signature from primordial gravitational waves (Kamionkowski
& Kovetz 2016), quantified by the tensor-to-scalar ratio r, is
now constrained to be at least approximately ten times fainter
than B-mode emission from Galactic dust at 150 GHz, even in
the diffuse BICEP/Keck region (BICEP2 Collaboration & Keck

Array Collaboration 2018). Next-generation experiments like the
Simons Observatory (Ade et al. 2019), CMB-S4 (Abazajian et al.
2016), and LiteBIRD (Suzuki et al. 2018) seek constraints on r
that improve on current upper limits by an order of magnitude
or more and will therefore require foreground mitigation at the
level of one percent or better.

⋆ Spitzer Fellow.
⋆⋆ Hubble Fellow.

One of the most challenging aspect of modeling dust fore-
grounds is that the spectral energy distribution (SED) of dust
emission is not uniform across the sky. Variations in dust tem-
perature and opacity law are now well attested across the Galaxy

(e.g., Finkbeiner et al. 1999; Planck Collaboration XI 2014;
Meisner & Finkbeiner 2015; Planck Collaboration IV 2020;
Irfan et al. 2019), with evidence for correlations with gas veloc-
ity (Planck Collaboration XXIV 2011; Planck Collaboration
XI 2014), strength of the ambient radiation field (Planck
Collaboration XXIX 2016; Fanciullo et al. 2015), and location
in the Galactic disk (Schlafly et al. 2016).

Such variations greatly restrict the ability to use maps of
dust emission at one frequency to constrain dust emission at
another frequency; that is, two maps at different frequencies
differ by more than just an overall multiplicative factor (fre-

quency decorrelation). The three-dimensional (3D) structure of
the interstellar medium (ISM) adds to the complexity of this
problem (Tassis & Pavlidou 2015). If a single line of sight (LOS)

intercepts multiple dust clouds with different SEDs and mag-
netic field orientations, then the frequency scaling of each of the
Stokes Q and U parameters may be different even in a single
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pixel (LOS frequency decorrelation). Frequency decorrelation
has already been identified as a critical uncertainty in current
r constraints and will be even more important at higher sensitiv-
ities (BICEP2 Collaboration & Keck Array Collaboration 2018;
CMB-S4 Collaboration 2020).

Frequency decorrelation is often quantified at the power
spectrum level through the ratio RBB

ℓ
of the BB cross-spectrum

of two frequencies at some multipole ℓ to the geometric mean
of their auto-spectra (Planck Collaboration L 2017). Computing
RBB
ℓ

over large areas of the Planck polarization maps at 353 and
217 GHz, the channels with the greatest sensitivity to polarized
dust emission, has yielded limits of only RBB

ℓ
& 0.98 (Sheehy &

Slosar 2018; Planck Collaboration XI 2020). While this limit
suggests frequency decorrelation may not be a limiting concern
if r & 0.01, Planck Collaboration XI (2020) caution that the
level of decorrelation may be variable across the sky with some
limited sky regions potentially having much greater values.

Line-of-sight frequency decorrelation can have a partic-
ularly pernicious effect on parametric component-separation
methods working at the map level, especially if the SEDs of
Stokes Q and U are not modeled with independent param-
eters (Poh & Dodelson 2017; Ghosh et al. 2017; Puglisi
et al. 2017; Hensley & Bull 2018; Martínez-Solaeche et al.
2018; CMB-S4 Collaboration 2020). New techniques employ-
ing moment decomposition (Chluba et al. 2017) have shown
promise for mitigating LOS averaging of dust SEDs in polariza-
tion at the expense of additional parameters (Mangilli et al. 2019;
Remazeilles et al. 2020). Distortions of the SED from effects
like LOS frequency decorrelation are also important for power-
spectrum-based modeling of foregrounds. In particular, Mangilli
et al. (2019) showed that ignoring effects like LOS frequency
decorrelation can bias r determinations at consequential levels
for next-generation experiments even if a frequency decorrela-
tion parameter is used when fitting an ensemble of power spectra.

In this work, we focus on LOS frequency decorrelation,
adopting a different approach, based on the fact that regions of
the sky where the effect is expected to be important can be astro-
physically identified using ancillary ISM data. Specifically, we
use HI emission data to identify sightlines that are potentially
most susceptible to this effect. We combine information on the
discrete number of HI clouds on each sightline (Panopoulou &
Lenz 2020) with an estimate of the magnetic field orientation in
each cloud inferred from the morphology of linear HI structures
(Clark & Hensley 2019). This entirely HI-based sample selection
is “agnostic” to the Planck dust polarization data. We then com-
pare the difference in polarization angles at 353 and 217 GHz
along sightlines with and without an expected LOS frequency
decorrelation effect, finding that the HI data indeed identify
sightlines with more significant electric vector position angle
(EVPA) rotation. This is the first detection of LOS frequency
decorrelation with Planck data and illustrates the power of ancil-
lary data such as HI and stellar polarizations in identifying
regions of the sky where the effect is most pronounced.

This paper is organized as follows. In Sect. 2 we briefly
review the phenomenology of frequency decorrelation of polar-
ization. In Sect. 3 we describe the data sets that are used in the
analysis. Section 4 presents the sample selection, the statistical
tools that are used, and our handling of biases and systematic
errors. Section 5 presents our results. We discuss the robustness
of our findings, and present further supporting observational evi-
dence in Sect. 6. An estimate of the required SED variation to
reproduce the observed magnitude of LOS frequency decorrela-
tion is presented in Sect. 7. We discuss our findings in Sect. 8
and conclude in Sect. 9.

This paper demonstrates that the effect of LOS frequency
decorrelation exists at the pixel level and can be measured in
the high-frequency polarization data from Planck. It does not
address whether the amplitude of the effect is large enough at
the sky-map level to affect any particular experimental search
for primordial B-modes.

2. Phenomenology of LOS frequency decorrelation

We seek to detect LOS frequency decorrelation between Planck
polarization data at 353 and 217 GHz, frequencies dominated
by Galactic thermal dust emission and the CMB. Given that the
polarized intensity of the CMB and of thermal dust emission fea-
ture different SEDs and that they are uncorrelated, their relative
contribution to the observed polarization signal depends on the
frequency. A change with frequency of the polarization position
angle is therefore expected even if the polarization pattern of
emission from dust remains constant across frequencies. Addi-
tionally, statistical and systematic errors induce scatter in polar-
ization position angles at each frequency. Therefore, a measured
difference in polarization direction (EVPA) between frequencies
cannot be immediately attributed to a LOS frequency decorrela-
tion induced by multiple dust polarized-emission components.
Similarly, when the EVPA difference between frequencies is
computed for a large statistical sample of different LOSs, EVPA
differences form a distribution with a finite spread. The three
sources of EVPA differences mentioned above (noise, relative
contributions of the CMB and the dust, and SED difference
between dust components) each contribute to the width of the
EVPA difference distribution. We wish to detect a signal that
can be directly attributed to frequency decorrelation of the dust
polarized emission, in turn originating in the 3D structure of
interstellar clouds and their magnetic field. We therefore have to
construct a sample of LOSs where dust decorrelation is expected
to be significant, and then test whether the EVPA differences
between frequencies are larger for that sample than for LOSs
where we expect that dust decorrelation is subdominant to effects
from the CMB and noise.

The LOS frequency decorrelation of dust polarized emission
is more likely to be observed for a given LOS if the following
three conditions are met (Tassis & Pavlidou 2015): (i) at least
two clouds are present along the LOS and both have a measur-
able emission contribution; (ii) the mean plane-of-sky magnetic
field orientations of the clouds differ by an angle &60◦; and (iii)
the SEDs of the clouds are different. The first two conditions
imply an emission with polarized intensity weaker than the sum
of polarized intensities from individual clouds (LOS depolar-
ization), and a modified polarization angle as compared to the
emission from the dominant cloud. The third condition causes
the polarization angle to be frequency dependent and is met if
the dust clouds have different temperature and/or different polar-
ization spectral index, for example if the dust grain properties
differ between clouds.

In this work we rely on the fact that HI column density cor-
relates well with dust in the diffuse ISM (e.g. Boulanger et al.
1996; Planck Collaboration XI 2014; Lenz et al. 2017) and use
recent HI datasets to infer whether or not the aforementioned
conditions are met.

3. Data sets

In order to identify LOSs where the LOS frequency decorrela-
tion effect is most likely to be significant, we use two types of
information that can be extracted from HI observations. The first

A16, page 2 of 16



V. Pelgrims et al.: LOS frequency decorrelation of dust polarization in Planck

is the number of clouds along the LOS, obtained via a decom-
position of HI spectra by Panopoulou & Lenz (2020). We use
publicly available1 results from this analysis to find sky pixels
for which multiple clouds contribute to the dust emission sig-
nal in intensity. The second is the plane-of-sky magnetic field
orientation as a function of velocity, estimated via the mor-
phology of HI emission by Clark & Hensley (2019). We use
publicly available2 results from this analysis to further constrain
our pixel selection to LOSs that contain clouds with significantly
misaligned magnetic fields, that is, the magnetic fields of the
clouds form an angle with an absolute value of between 60◦

and 90◦. These HI datasets allow us to define samples of sky
pixels with which to study the submillimeter polarized emission
as measured by Planck. We concentrate on the high-frequency
Planck data, at 217 and 353 GHz, where thermal dust emission is
known to dominate the measured polarization signal. In this sec-
tion we describe the datasets that we use and the post-processing
that we apply.

3.1. HI velocity components along the line of sight

If multiple components of dust lie along the LOS, and have dif-
ferent bulk kinematic properties, then the emission spectrum
of the HI line will show multiple peaks at different velocities
with respect to the observer. This property of HI emission was
used by Panopoulou & Lenz (2020) to measure the number of
clouds along the LOS. The authors developed a method to iden-
tify the number of peaks in HI spectra and applied it to data
from the HI4PI survey (HI4PI Collaboration 2016) over the high-
Galactic-latitude sky. The analyzed area covers the parts of the
sky where HI column density is well correlated with far-infrared
dust emission, as defined by Lenz et al. (2017).

Panopoulou & Lenz (2020) decomposed each HI spectrum
into a set of Gaussian components. The Gaussian parameters
were grouped within HEALPix pixels of Nside = 128 (termed
‘superpixels’), in order to construct a probability distribution
function (PDF) of the centroid velocity of the components. The
PDFs were smoothed at a velocity resolution of 5 km s−1. Within
each superpixel, clouds were identified as kinematically distinct
peaks in the PDF of Gaussian centroid velocity. The Gaussian
components belonging to each peak were used to construct a
velocity spectrum for each cloud. The published data products
include: (a) the column density of each cloud, NHI, and (b) the
first and second moments of the spectrum of each cloud (v0, σ0,
respectively).

In sightlines with multiple components, not all components
will contribute equally to the column density (and similarly to
the total dust intensity). Panopoulou & Lenz (2020) introduced a
measure of the number of clouds per LOS that takes into account
the column densities of clouds, defined as:

Nc =

∑

i

(N i
HI)/N

max
HI , (1)

where N i
HI

is the column density of the ith cloud in the superpixel
and Nmax

HI
is the column density of the cloud with the highest

NHI in the superpixel. If the column density of a single cloud
dominates the total column density of a superpixel, thenNc ∼ 1.
If there are two clouds with equal column density, then Nc = 2.

In this paper we use Nc, a map of which is shown in Fig. 1
(top), to distinguish between sightlines whose dust emission is
dominated by a single component and those where multiple

1 https://doi.org/10.7910/DVN/8DA5LH
2 https://doi.org/10.7910/DVN/P41KDE

Ncc

1 4.621 4.62

∆(θIVC , θLVC)( IVC, LVC)

0 90[ ]0 [◦] 90

Sky positions

0 4

Fig. 1. Orthographic projections in Galactic coordinates. Longitude
zero is marked by the vertical thick lines. The Galactic poles are at the
center of each disk. Galactic longitude increases counter-clockwise in
the northern hemisphere (left) and clockwise in the southern one (right).
We show the maps of the effective number of clouds Nc (top) and the
map of ∆(θIVC, θLVC) used in ‘Implementation 1’ (second row). We also
show the map of sky positions of pixel samples from ‘Implementation 1’
and ‘Implementation 2’ (bottom). White pixels are both in target1
and target2 samples. Green pixels are target2 pixels not found in
target1 and purple pixels are target1 pixels not found in target2.
Red pixels belong to the control sample. Black pixels are those that
belong to all, but neither to control nor to target1 or target2.

components might be contributing to the signal. Panopoulou &
Lenz (2020) showed that Nc is anticorrelated with the degree
of linear polarization at 353 GHz, suggesting that LOSs where
multiple components contribute to the polarization signal exhibit
larger LOS depolarization than the rest of the sky. However, a
simple selection on Nc alone does not imply a high ratio of
column densities between clouds; a value of Nc = 1.5 can be
achieved by two clouds or by an arbitrary number of clouds, the
former case being in general more likely to induce measurable
LOS frequency decorrelation. Thus in one variation of our pixel
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selection we consider a different metric (see Sect. 4) involving
the ratio of dominant cloud column densities, F21, defined as
follows: for pixels with at least two clouds (Nc > 1),

F21 =Nmax2
HI /Nmax

HI , (2)

where Nmax
HI

is the column density of the cloud with the highest

NHI, and Nmax2
HI

is that of the cloud with second-highest NHI. We
use the cloud column densities provided by Panopoulou & Lenz
(2020).

3.2. Orientation of HI structures

The morphology of HI emission encodes properties of the ambi-
ent magnetic field in two measurable ways. First, high-resolution
HI channel maps reveal thin, linear structures that are well
aligned with the magnetic field as traced by starlight polarization
(Clark et al. 2014) and polarized dust emission (Clark et al. 2015;
Martin et al. 2015). These magnetically aligned HI structures
are associated with anisotropic cold HI gas (McClure-Griffiths
et al. 2006; Clark et al. 2019; Peek & Clark 2019; Kalberla &
Haud 2020; Murray et al. 2020). Second, the degree of align-
ment of linear HI structures as a function of LOS velocity traces
LOS magnetic field tangling, and therefore the observed dust
polarization fraction (Clark 2018).

These insights were synthesized into a formalism by Clark
& Hensley (2019) that defines 3D maps of the Stokes parameters
of linear polarization. These maps are based purely on the mor-
phology of HI emission. The distribution of linear HI emission
as a function of orientation on the sky is quantified by the Rolling
Hough Transform (RHT; Clark et al. 2014). The RHT is applied
to discrete HI velocity channels in an HI data cube to calculate
maps of R(v, θ), the linear intensity as a function of LOS velocity
v, and orientation θ. Here, R(v, θ) is normalized such that it can
be treated analogously to a PDF for the orientation of HI in each
pixel. The HI-based Stokes parameters are then defined as:

QHI(v)= IHI(v)
∑

θ

R(v, θ) cos(2θ)dθ, (3)

UHI(v)= IHI(v)
∑

θ

R(v, θ) sin(2θ)dθ, (4)

where IHI(v) is the HI intensity as a function of LOS veloc-
ity. Integrating QHI(v) and UHI(v) over the velocity dimension
yields HI-based Stokes QHI and UHI maps that reproduce the
Planck 353 GHz Q and U maps with remarkable fidelity. Clark
& Hensley (2019) also demonstrate consistency with a tomo-
graphic determination of the magnetic field orientation along
one LOS based on measurements of optical starlight polarization
and Gaia stellar distances (Panopoulou et al. 2019).

We therefore use the Clark & Hensley (2019) maps as a
probe of the local magnetic field orientation as a function of
LOS velocity. We use their HI4PI-based maps, which use a
non-uniform LOS velocity bin size and cover the full sky at
the HI4PI angular resolution of 16.2′ (see Clark & Hensley
2019 for map details). To match the resolution and pixeliza-
tion of the Nc map, we apply a Gaussian filter to degrade the
Clark & Hensley maps to a uniform 30′ resolution, and use
the healpy function ud_grade to bin the smoothed maps to
Nside = 128. We can use these 3D maps to measure the HI-based
polarization angle in a specified velocity range by summing
QHI(v) and UHI(v) over the desired velocity bins and computing
θHI = 1/2 arctan(−UHI, QHI), where arctan is the four-quadrant
inverse tangent function here and throughout this paper. In this
paper we use θ to denote the position angle of HI structures and
ψ for polarization position angles.

3.3. Polarization data from the Planck satellite

In this work we employ two full-sky sets of submillimeter polar-
ization data, both obtained by the Planck satellite. First we
utilize the third data release of the Planck collaboration (PR3).
We use the 217 GHz single-frequency maps and the 353 GHz
single-frequency maps from the polarization-sensitive bolome-
ters only, as recommended in Planck Collaboration III (2020)
and Planck Collaboration XII (2020), which we downloaded
from the Planck Legacy Archive3 (PLA).

Second, we use a more recent set of high-frequency polariza-
tion maps obtained from Planck data but processed through the
upgraded map-making algorithm SRoll2, which corrects data
for known residual systematic errors in Legacy maps down to
the detector noise level (Delouis et al. 2019). We use the full-
dataset Polarization Sensitive Bolometers SRoll2 polarization
maps at frequency 353 and 217 GHz available at their web-
site4. We note that most of the analysis presented in this paper
was completed before the Npipemaps became available (Planck
Collaboration Int. LVII 2020). Analyzing this new set of maps
would require the implementation of a different analysis pipeline
than the one developed and used in this work because per-pixel
block-diagonal covariance matrices are not available. However,
we note that preliminary studies using Npipe maps yield results
that are consistent with those obtained in this paper. As for the
case with SRoll2 maps, the detection of LOS frequency decor-
relation is more significant with Npipe maps than that obtained
using PR3 maps.

We apply the same post-processing to both sets of polariza-
tion maps. We smooth the I, Q, and U maps to a resolution of
30′ in order to increase the signal-to-noise ratio. We smooth
the per-pixel block-diagonal polarization covariance matrices
following the analytical prescription in Appendix A of Planck
Collaboration XIX (2015). This formalism neglects correlations
between neighboring pixels, but takes into account the off-
diagonal covariance between the Q and U Stokes parameters.
These terms can be substantial at high Galactic latitudes.

When necessary, we propagate the observational uncer-
tainties in our analysis by making use of Monte Carlo (MC)
realizations of correlated noise using a Cholesky decomposi-
tion of the smoothed per-pixel block-diagonal covariance matrix
(see e.g. Appendix A of Planck Collaboration XIX 2015 or
Appendix B of Skalidis & Pelgrims 2019). To assess the obser-
vational uncertainty on a measurement, we repeat our analysis
on those simulated Stokes parameters and study the resulting
per-pixel distribution. We validated this approach by compar-
ing the uncertainties obtained for the polarized intensity and the
polarization position angle to analytical estimates.

3.4. Maps of CMB polarization

We make use of the CMB polarization maps obtained from
the application to the PR3 data set of the four component-
separation algorithms (commander, nilc, sevem, and smica
Planck Collaboration XII 2014; Planck Collaboration IX. 2016;
Planck Collaboration IV 2020, and references therein).

We downloaded the CMB maps from the PLA and smoothed
them so that they all have an effective resolution corresponding
to a Gaussian beam with a full width at half maximum (FWHM)
of 30′, just as we do with the single-frequency maps used in this
work.

3 http://pla.esac.esa.int
4 http://sroll20.ias.u-psud.fr/sroll20_data.html
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4. Analysis framework

4.1. Sample selection

In order to determine statistically if LOS frequency decorre-
lation is present and measurable in the Planck high-frequency
polarization data, we construct astrophysically selected samples
of pixels on the sky based only on HI data. We distinguish
between our samples using the labels all (all the pixels in the
high Galactic latitude LOS cloud decomposition of Panopoulou
& Lenz 2020); control (pixels that should not exhibit LOS
frequency decorrelation); and target (pixels that are likely
to exhibit large LOS frequency decorrelation). According to
Tassis & Pavlidou (2015), the degree of LOS decorrelation
between two frequencies depends on (a) how the ratio of polar-
ized intensities contributed by distinct components along a LOS
changes between frequencies; and (b) the degree of magnetic
field misalignment between these contributing components. The
first factor above depends nontrivially on both the temperature
difference between components, and on the amount of emit-
ting dust (column density) in each. Our physical understanding
of these dependencies motivates our definition of control and
target samples from HI data:

– control: if the dust emission is strongly dominated by a
single component (cloud), no LOS frequency decorrelation
is expected, regardless of the other criteria above. For this
reason, we construct our control sample using HI data
to select pixels where a single component dominates the
HI emission (proxy for the emitting dust).

– target: for LOS frequency decorrelation to be significant,
there must be (a) more than one contributing component, and
(b) significant misalignment (&60◦) between the orientations
of plane-of-sky magnetic field that permeate the compo-
nents. Both criteria are required for a pixel to be included
in the target sample. We do not attempt to use the HI data
to make predictions about the shape of the dust SED.

The nature of the control sample allows a simple selection
criterion: requiring that pixels contain a single cloud along
the LOS. We therefore select those pixels that have a column-
density-weighted number of clouds (see Sect. 3) equal to unity
(Nc = 1). However, for the target sample, there are different
ways in which these selection criteria can be implemented in
practice. For this reason, we performed the analysis using two
distinct implementations of the sample selection, so as to ensure
that our particular choices do not qualitatively affect our results.
Our selection criteria are described below and are summarized
in Table 1 and Fig. 2.

Implementation 1. The first criterion for constructing the
target sample in this implementation (hereafter target1)
selects pixels for which Nc ≥ 1.5.

This ensures that there is a significant contribution to the
dust emission signal in intensity that is not from the dominant
component. The same will hold for polarized intensity, with the
exception of special cases where the magnetic field in one of the
clouds lies mainly along the LOS (which would result in very
little, if any, polarized emission from the specific cloud). While
we cannot control for the unknown 3D geometry of the magnetic
field in each cloud, this unknown simply adds noise to the LOS
frequency decorrelation signal we are seeking; our selection of a
statistically large sample of pixels likely contains all possible rel-
ative orientations between the 3D magnetic field of clouds along
the same LOS.

In addition to the requirement that Nc ≥ 1.5, target1
pixels must also satisfy a misalignment condition. To impose

Table 1. Criteria to define the samples in Implementation 1 and
Implementation 2.

Implementation 1 Implementation 2

control Nc = 1 Nc = 1
target Nc ≥ 1.5 F21 ≥ 1/3

∆(θIVC, θLVC) ≥ 60◦ ∆(θ1, θ2) ≥ 60◦

such a condition, we first post-process the Clark & Hensley
(2019) HI-based Stokes parameter data (provided in pre-defined
discrete velocity bins) to obtain orientation information on a per-
cloud basis. We make use of the commonly used distinction
of high-latitude HI clouds with respect to their velocity: low-
velocity clouds (LVCs) are found in the range −12 km s−1 ≤ v0 ≤

10 km s−1 while intermediate-velocity clouds (IVCs) are found
in the range −70 km s−1 ≤ v0 ≤ −12 km s−1 or 10 km s−1 ≤ v0 ≤

70 km s−1 (where v0 is the cloud centroid velocity and the veloc-
ity ranges are defined as in Panopoulou & Lenz 2020). These
two classes of clouds are found to show systematic differences in
their dust properties, with IVCs, for example, having higher dust
temperatures than LVCs on average (e.g., Planck Collaboration
XXIV 2011; Planck Collaboration XI 2014; Panopoulou & Lenz
2020). Pixels in which the HI orientation changes significantly
between the LVC and IVC ranges likely satisfy all necessary con-
ditions for the LOS frequency decorrelation effect: varying dust
SED and magnetic field orientation along the LOS (in addition
to the requirement of Nc ≥ 1.5).

For each pixel we therefore compute the orientation of two
‘effective’ clouds: an LVC and an IVC. For this, we sum the
HI Stokes parameters within the LVC and IVC velocity ranges
separately, and then calculate a single HI orientation within the
LVC range, θLVC, and within the IVC range, θIVC. For a pixel
to be included in the target1 sample, the misalignment crite-
rion requires that the angles θLVC and θIVC differ by at least 60◦.
The (unsigned) angle difference between two angles expressed
in radians is computed as

∆(ξ1, ξ2)= π/2 − |π/2 − |ξ1 − ξ2||, (5)

where ξ1,2 are position angles (either θ’s or ψ’s) defined in the
range [0, π) and where the consecutive absolute values take into
account the π degeneracy of orientations.

Implementation 2. We modify the criteria for construct-
ing the target sample in order to test for the robustness of our
results against sample selection. First, we identify pixels with at
least two significant HI components by requiring (a) thatNc > 1
and (b) the ratio of column densities of the two main HI compo-
nents, F21, is high (see Eq. (2)). Specifically, candidate pixels for
the target sample in this implementation (hereafter target2)
are selected so that the column density of the second most promi-
nent component is at least one-third of the dominant component,
i.e., F21 ≥ 1/3. By using F21 instead of a higher threshold in the
value of Nc (as was done in Implementation 1) we ensure that
the dust emission signal (in intensity at least) arises mainly from
two clouds of comparable NHI, rather than a larger number of
low-NHI clouds (as discussed in Sect. 3).

We also modify the construction of the per-cloud HI orienta-
tion compared to Implementation 1. For each cloud, we consider
the velocity range within v0 ±σ0, where v0 is the cloud cen-
troid velocity and σ0 is the second moment of its spectrum. We
sum the HI Stokes parameters of the Clark & Hensley maps
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Fig. 2. Cartoon illustration of the pixel selection described in Sect. 4.1. Left panel: HI intensity spectrum of a representative pixel from our
control group. The control sample targets sightlines defined by a single HI cloud, parameterized byNc = 1. Right panel: HI intensity spectrum
of a representative pixel that is included in both target1 and target2. Pixels in the target samples are selected to have multiple HI clouds along
the LOS, as parameterized by eitherNc ≥ 1.5 (target1) or F21 ≥ 1/3 (target2). HI orientations are determined for two clouds along each target
LOS by summing the Clark & Hensley (2019) HI-based Stokes parameters over the indicated velocity ranges, and we require that the angles in
these clouds differ by at least 60◦. Cloud orientations in the target1 sample are determined from predefined IVC and LVC velocity ranges. Cloud
orientations in the target2 sample are determined from the 1σ velocity range around the two most prominent HI clouds identified in Panopoulou
& Lenz (2020).

within this velocity range creating maps of per-cloud Stokes
parameters, Qcloud

HI
and Ucloud

HI
. For each pixel, we use these

per-cloud Stokes parameters to calculate the HI orientation of
the highest-NHI cloud, θ1, and that of the second-highest-NHI

cloud, θ2. The target2 sample is constructed by requiring pix-
els to have ∆(θ1, θ2) ≥ 60◦, in addition to the aforementioned
column-density-based criteria. This cloud-based definition of the
misalignment condition avoids relying on the predefined velocity
ranges for the LVC and IVC components.

Statistical properties of the samples. The samples
contain Nall = 83374, Ncontrol = 7328, Ntarget1 = 5059, and
Ntarget2 = 5755 high-latitude pixels on a HEALPix map (Górski
et al. 2005) of Nside = 128. The pixels in target1 (target2)
represent about 6.1% (6.9%) of the high-latitude sky defined by
the Nc data and about 2.6% (2.9%) of the full sky. target1
and target2 have 2383 pixels in common. This overlap is
to be expected, because despite the different specific criteria,
both Implementations 1 and 2 are motivated by the same
astrophysical requirements.

In Fig. 1 we show polar projections of the Nc map (top), the
difference of position angle between the IVC and LVC effective
clouds (second row), and the sky position of the pixels of our
control, target1, and target2 samples (bottom). We note
that there is a significant difference between the locations of
target and control pixels: the former are preferentially found
in the northern hemisphere (in both implementations), while the
latter are mostly found in the southern hemisphere. This uneven

distribution is inherited from the spatial distribution of Nc. As
noted in Panopoulou & Lenz (2020), Nc is spatially correlated
with the column density of IVCs. The presence of these clouds
primarily in the northern hemisphere was previously noted in
earlier studies of Galactic HI surveys (e.g., Danly 1989; Kuntz
& Danly 1996), and is tied to their astrophysical origin (e.g.,
Shapiro & Field 1976; Bregman 1980; Wesselius & Fejes 1973;
Heiles 1984; Verschuur 1993).

4.2. Statistical methodology

We select pixels from the Planck 353 and 217 GHz polarization
maps for each of our three samples, and compute the signed-
difference between the EVPAs according to

∆s(ψ353, ψ217)=
1

2
arctan(sin

[

2 (ψ353 − ψ217)
]

,

cos
[

2 (ψ353 − ψ217)
]

),

(6)

where the EVPA at both frequencies is determined from the
Stokes Qν and Uν according to ψν = 1/2 arctan(−Uν, Qν) and
has a value in the range [0◦, 180◦). ∆s(ψ353, ψ217) is defined
in the range [−90◦, 90◦]. The subscript s in ∆s is used to
denote the signed difference of EVPA from Eq. (5), the
unsigned position angle difference (the two are related through
∆(ξ1, ξ2)= |∆s(ξ1, ξ2)|).

We choose to use the signed angle difference rather than the
unsigned version because an ensemble of signed angle differ-
ences is centered on and symmetric about zero in the absence
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of systematic offsets. For an ensemble of N 2-circular quantities
{ξ1,2,...,N}, the circular mean and the circular standard deviation
are defined as
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For a sample of pixels, the distribution of ∆s(ψ353, ψ217) is
expected to have a circular mean close to zero and a finite cir-
cular standard deviation. The latter encodes a decorrelation of
EVPAs between frequencies due to (i) uncorrelated noise at dif-
ferent frequencies; (ii) the relative contribution of dust and CMB
at the two frequencies; and (iii) LOS frequency decorrelation due
to the polarized intensity contribution from distinct misaligned
dust clouds with SEDs varying between frequencies (the effect
we are seeking to detect).

Because the target samples are selected to have a higher
likelihood of large LOS frequency decorrelation, we predict a
larger circular standard deviation for the target sample than
for the control sample. Therefore, we adopt the spread of the
distribution of polarization angle differences as our test statistic:

D ≡ S ({∆s(ψ353, ψ217)}), (9)

where a detection of LOS frequency decorrelation would corre-
spond to a larger D for the target sample than for control.
Any inference of the presence of LOS frequency decorrela-
tion has to account for the other sources of increased scatter in
the distribution of ∆s(ψ353, ψ217), i.e., residual systematic errors,
CMB polarization, sampling uncertainties, and data noise, and
must consider the possibility that these properties differ between
target and control.

We address the first two effects (residual systematic errors
and CMB polarization) by repeating our analysis on maps
that are derived from the same raw Planck data but processed
differently. One plausible concern is that spatially correlated
systematic errors in PR3 maps affect target and control dif-
ferently, resulting in a false-positive detection of LOS frequency
decorrelation. To exclude this possibility, we repeat our analy-
sis using the improved version of Planck HFI polarization maps
obtained from the SRoll2 map-making algorithm, which bet-
ter corrects for known residual systematic errors down to the
detector noise level (Delouis et al. 2019). The difference between
the ∆s(ψ353, ψ217) distributions computed from the PR3 and
SRoll2 maps particularized to our samples is shown in Fig. 3.
We find that this difference distribution is offset from zero for
the target samples, indicating that the region of sky contain-
ing the target pixels differed systematically between the PR3
and SRoll2 maps; a conclusion also reached from inspection of
Fig. 7 of Delouis et al. (2019).

A second plausible concern is that the contribution of the
CMB to the polarized intensity changes between 353 GHz
(where it is largely negligible) and 217 GHz (where it might
be considerable, especially for pixels with low 217 GHz polar-
ized intensity). This would result in measurable decorrelation of
the total emission between 353 and 217 GHz in pixels of low
217 GHz polarized intensity. This is an especially worrisome
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Fig. 3. Normalized histogram of the difference between PR3
and SRoll2 maps of the EVPA difference between 353 and 217
GHz (∆s(∆s(ψ353, ψ217)PR3,∆s(ψ353, ψ217)SRoll2)) for sky pixels of all,
control, and target1. For most pixels, the results agree within
∼±5◦; however, pixels of target1 exhibit larger differences between
map versions, centered at 2.3◦. This suggests that the sky area covered
by our target1 sample received more correction from the systematic
cleaning. A similar picture is obtained considering target2 instead of
target1.
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Fig. 4. Histograms of debiased polarized intensity P̂ at 217 GHz (left)
and 353 GHz (right) (Plaszczynski et al. 2014) of all (black), control
(blue) and target1 (orange). (Dark) Gray shaded areas mark (68)
95 percent of the CMB contribution to the polarized intensity as inferred
by smica for a FWHM beam of 30′ and for theNc footprint. The CMB
contribution is negligible at 353 GHz but not at 217 GHz, especially
for pixels of low P̂217. Histograms correspond to PR3 polarization maps
with no CMB subtraction.

possibility because target pixels are selected for their mis-
aligned LOS magnetic field structure, and are therefore expected
to have systematically lower dust polarized intensity in both
frequencies. This is indeed the case, as demonstrated by his-
tograms of the polarized intensities at 353 and 217 GHz in Fig. 4.
To exclude the possibility of detecting CMB-induced frequency
decorrelation and incorrectly attributing it to frequency decor-
relation induced by misaligned magnetic fields in distinct dust
components, we perform our analysis on maps from which the
CMB contribution has been subtracted. To control against dif-
ferences between component-separation algorithms, we repeat
the analysis on maps obtained using four different algorithms:
commander, nilc, sevem, and smica (Planck Collaboration XII
2014; Planck Collaboration IX. 2016; Planck Collaboration IV
2020).
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The two remaining effects (sampling uncertainties and data
noise) are statistical, and we deal with them through the formu-
lation and statistical testing of two null hypotheses, discussed
below. Both null hypotheses express the same physical conclu-
sion: no LOS frequency decorrelation is detectable in Planck
data. Rejection of these null hypotheses, consistent across dif-
ferent maps and implementations of the target sample, will
constitute evidence for the presence of frequency decorrelation
induced by multiple dust components permeated by misaligned
magnetic fields along selected LOSs.

We quantify the per-pixel multi-frequency data noise by
propagating the observational uncertainties on the individual
Stokes parameters at the two frequencies to the measurement of
the EVPA difference (∆s(ψ

i
353
, ψi

217
)). For pixel i we therefore

define the multi-frequency data noise as

σi
∆s
≡ S ({∆s(ψ

i
353, ψ

i
217)}), (10)

where the ensemble {∆s(ψ
i
353
, ψi

217
)} is obtained through the

computation of EVPA difference on 10 000 MC simulations of
noise-correlated Stokes parameters at each frequency. Therefore,
in computing Eq. (10), the sum in Eq. (8) is over realizations,
rather than over sample pixels as Eq. (9).

4.3. Null hypotheses

Null Hypothesis I. “Dtarget − Dcontrol ≤ 0.” The selec-
tion of the target and control samples is astrophysical and
“gnagnostic” to other sources of frequency decorrelation. Once
the CMB is subtracted, residual systematic errors are corrected,
and sample size is accounted for, any significant difference in
D between the two samples should therefore have an astrophys-
ical explanation. There are two astrophysical reasons why D
would differ in these samples. First, LOS frequency decorrela-
tion (the effect we are looking for) induces an EVPA change
between 217 and 353 GHz in target. This directly increases
D in target compared to control. Second, LOS frequency
decorrelation results in depolarization in target pixels. This
increasesD indirectly in target compared to control, because
a lower polarization fraction leads to a lower polarized inten-
sity and thus a higher level of noise (e.g., see Fig. 5). This
difference is also attributable to the effect we are looking for.
The fact that target pixels are more depolarized than control
pixels reflects the anti-correlation between Nc and p353 already
found in Panopoulou & Lenz (2020). The dissimilarity of p353

in the two samples is shown in the left panel of Fig. 6. The
misalignment criterion used to select target pixels means that
these LOSs experience more LOS depolarization. The polarized
intensity and multi-frequency polarization angle uncertainty are
anti-correlated (Fig. 5). Thus, the preferentially depolarized
target pixels have systematically higher σi

∆s
(Fig. 6). We con-

firmed that there is no systematic difference in the distribution
of total intensity between the target and control samples at
either frequency.

Therefore, we conclude that, once we have accounted for
sample size, any deviation of Dtarget − Dcontrol from zero that
persists across all PR3/SRoll2 CMB-subtracted maps should be
astrophysical in origin; if the direction of such a deviation is
Dtarget − Dcontrol > 0, this would constitute evidence for LOS
frequency decorrelation. In practice, we calculate and report: the
best-guess value Dtarget − Dcontrol; its uncertainty, calculated
from the individual uncertainties in Dtarget and Dcontrol; the
p-value of the null hypothesis, Dtarget − Dcontrol ≤ 0. If we
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Fig. 5. Two-dimensional normalized histograms of the uncertainties in
EVPA differences (σi

∆s
) and debiased polarized intensity at 353 GHz

(P̂353) for the control sample (top) and the target1 sample (bottom)
using PR3 maps with no CMB subtraction. Both histograms are nor-
malized and bounded to the same color scale. The two quantities
are correlated: target1 has noisier EVPA differences than control,
because of the lower polarized intensities in its pixels.

were to find the p-value to be improbably low, this would reject
the null Hypothesis I and constitute evidence for LOS frequency
decorrelation (from a combination of depolarization and direct
EVPA change) caused by misaligned magnetic fields in distinct
dust components.

Null Hypothesis II. “The observed target sample is a
coincidental high-noise draw from the same parent sample as
control.” The physical consequence of this hypothesis is that
any excess of Dtarget over Dcontrol is entirely due to target

being smaller and noisier5 than control (see Figs. 5 and 6);
any direct EVPA change between 217 and 353 GHz because of
LOS magnetic-field misalignment is below the noise level of
Planck data. To test this hypothesis, we generate draws from
control that are as small and as noisy as target, and we com-
pare them with the observed target using the D test statistic.
Clearly, these “target-like” Monte-Carlo-generated draws do
not include any EVPA change between 353 and 217 GHz due to

5 That is, having pixels featuring larger uncertainties in ∆S (ψi
353
, ψi

217
).
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Fig. 6. Histograms of polarization fraction at 353 GHz (left) and per-
pixel inter-frequency uncertainty (σi

∆s
, Eq. (10)) (right), for all (black),

control (blue), and target1 (orange). Histograms correspond to PR3
polarization maps with no CMB subtraction. The target1 sample is
distinctly less polarized (left) and noisier (right) than all and control.
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Fig. 7. Effectiveness of weighted resampling in producing
target-like MC draws from control with noise properties
matched to target: means and standard deviations per bin of nor-
malized histograms of σi

∆s
for target1-like MC samples (blue),

overplotted on the distribution of those uncertainties for the observed
target1 sample (orange). The shaded blue area marks the plus and
minus one standard deviation around the mean calculated in each bin
from 10000 target1-like MC draws obtained through weighted
bootstrap resampling of control. This corresponds to sampling
uncertainties. The continuous blue line marks the mean in each bin.
Very similar results are obtained for the target2 sample and for all
combinations of sets of polarization maps and CMB estimates.

LOS-frequency decorrelation, because all control pixels fea-
ture only a single cloud along that LOS. To match the noise
properties of target, we weight the probability of choosing

a specific pixel j by its value of σ
j

∆s
, according to the dis-

tribution of {σi
∆s
} in target (see Fig. 7). We then construct

the distribution of D in these simulated target-like LOS-
decorrelation–free draws, hereafter referred to as target-like
MC, and calculate and report the one-sided p-value of drawing
the observed Dtarget from that distribution (i.e., the probability
that D ≥ Dtarget in that distribution). If the observed Dtarget
is improbably high compared to typical values in target-like
MC (i.e., if the p-value is improbably low), this means that we
can reject null Hypothesis II and constitutes evidence for EVPA
change due to LOS-induced frequency decorrelation in excess of
any increased noise in highly depolarized pixels.
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Fig. 8. Normalized histograms of ∆s(ψ353, ψ217) for the all, control,
and target1 samples in black, blue, and orange, respectively. CMB
has been subtracted from the PR3 maps using smica. The shaded area
results from the propagation of observational uncertainties in Qν and
Uν down to the computation of ∆s(ψ353, ψ217). The shaded areas mark
the plus and minus one standard deviation around the means obtained
in each bin of width 2◦ through the MC simulations. Continuous lines
show the means of the three samples.

5. Detection of LOS frequency decorrelation

Figure 8 shows the normalized distributions of ∆s(ψ353, ψ217),
the signed difference of EVPAs between 353 and 217 GHz fre-
quency bands, for the all, control, and target1 samples in
CMB-subtracted PR3 polarization maps. The distributions for
control and all are similar, while the distribution for target1
differs noticeably from the other two by being much less peaked
around zero and much more spread out.

To test Null Hypothesis I, we calculate D, the spread of the
distribution of EVPA differences, for target and control, for
both implementations of target, both sets of Planck polariza-
tion maps, and all CMB estimates from the four component-
separation algorithms. We also calculate uncertainties of D
through unweighted bootstrapping for each of these cases. The
left panel of Fig. 9 shows Dcontrol and Dtarget1, with their
respective uncertainties, for the PR3 map, from which the smica
CMB estimate has been subtracted. It is obvious that Dtarget1
is very significantly larger than Dcontrol, and so we expect to
be able to reject Null Hypothesis I at very high significance,
providing clear evidence for the presence of LOS frequency
decorrelation in Planck data. As the distributions of theDcontrol
and Dtarget obtained from the bootstrapped samples are very
nearly Gaussian, the mean of their difference will be the dif-
ference of their means, and the uncertainty of their difference
can be obtained from their individual uncertainties added in
quadrature. These values are given in Table 2, together with the
one-sided p-value of Null Hypothesis I (“Dtarget − Dcontrol ≤
0”). Indeed, Null Hypothesis I is very strongly rejected for both
sets of maps (PR3 vs SRoll2), all CMB subtraction algorithms,
and both target implementations.

We have therefore established that target has statistically
greater polarization angle differences between frequencies than
control, and that this is not an effect of increased CMB con-
tribution in target pixels, nor an artifact of the CMB estimate
produced by any specific component-separation algorithm, nor
an artifact of spatially correlated residual systematic errors.
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Fig. 9. Left: rejecting Null Hypothesis I. Summary statistics of D values obtained through 10 000 bootstrap resampling of control (cyan) and
target1 (orange) samples. The means and one standard deviation are reprensented by the thick vertical lines and shaded area, respectively. Right:
rejecting Null Hypothesis II. The blue histogram shows the distribution ofD values obtained through 10 000 resampling of control with weights
that guarantee the same level of EVPA difference uncertainties in the resampled samples as in target1. The shaded blue distribution is a Gaussian
fit to the histogram. The vertical orange arrow indicates the D value computed for the observed full target1 sample. The examples shown in
both panels make use of the PR3 polarization maps from which we have subtracted the smica CMB estimate. Results are consistent with all other
implementations as shown in Tables 2 and 3.

Table 2. Testing Null Hypothesis I.

CMB Removal Implementation 1 Implementation 2

PR3 SRoll2 PR3 SRoll2

diff. p-value diff. p-value diff. p-value diff. p-value

None 0.22± 0.02 7× 10−34 0.28± 0.02 2× 10−48 0.19± 0.017 4× 10−29 0.25± 0.018 6× 10−44

commander 0.20± 0.02 7× 10−34 0.24± 0.02 4× 10−48 0.17± 0.015 1× 10−28 0.21± 0.016 1× 10−40

nilc 0.20± 0.02 2× 10−35 0.26± 0.02 2× 10−54 0.18± 0.015 4× 10−32 0.23± 0.016 6× 10−49

sevem 0.19± 0.02 3× 10−33 0.24± 0.02 7× 10−46 0.17± 0.015 2× 10−29 0.21± 0.016 1× 10−40

smica 0.20± 0.02 4× 10−36 0.25± 0.02 3× 10−49 0.18± 0.015 9× 10−32 0.22± 0.016 5× 10−45

Notes. Probability distribution of the difference of D values computed for control and target, with their uncertainties, computed from the
sampling uncertainties in Dtarget and Dcontrol, in turn obtained through unweighted bootstrapping. The one-sided p-value gives the probability
that Dtarget ≤ Dcontrol. Results are given for both the PR3 and SRoll2 polarization maps; for removal of the CMB polarization as estimated
from the different Legacy component-separation methods, as well as for no CMB removal; and for our two implementations of the target pixel
selection, presented in Sect. 4.1.

We now proceed to test whether this excess decorrelation is
also significant beyond what would be justified by the increased
noise level of target compared to control (i.e., test whether
Null Hypothesis II is also rejected). For each case consid-
ered, we generated 10 000 target-like MC draws through
noise-weighted subsampling from control, as described in the
previous section; we calculated the D test-statistic for each; we
constructed the distribution of D; and we computed the one-
sided p-value that describes the probability that theD measured
for target could be measured for a random pixel sample that
is as small as target, as noisy as target, but completely free
of LOS decorrelation according to the best current knowledge of
the 3D magnetized ISM.

One example of this process is visually represented in the
right panel of Fig. 9 for the case of Implementation I of
target and PR3 maps from which the smica CMB estimate
has been subtracted. It is clear that the observed target is
highly decorrelated, even compared to comparably high-noise
draws from control. Summary statistics for theD distributions
and p-values obtained from all samples in both our implemen-
tations are reported in Table 3, while a visual representation of
these results for all combinations of maps and CMB-subtraction

algorithms and for Implementation I of target is shown in
Fig. 10. For comparison, both in Table 3 and in Fig. 10, we also
provide the results of our analysis on maps without any sub-
traction of the CMB contribution. Indeed, the p-value of Null
Hypothesis II is low for both sets of maps (PR3 vs SRoll2), both
implementations of target, and all CMB estimate subtractions,
with p-values ranging from 4× 10−3 to 5× 10−2 for PR3 maps,
and from 4× 10−7 to 4× 10−3 for SRoll2 maps.

Null Hypothesis II is systematically rejected at a higher
significance for SRoll2 maps than for PR3 maps, if all other
features of the analysis remain the same. The most straightfor-
ward way to interpret this trend is that residual systematic errors
in PR3 maps act as an additional source of noise; the SRoll2
corrections for these systematic errors reduces the noise, and the
LOS frequency decorrelation stands out more. Additionally, the
significance of the effect is always higher when the CMB has not
been subtracted, confirming that the CMB indeed makes a dis-
tinct contribution to the difference between 353 and 217 GHz
EVPAs, and that difference is more pronounced in the pixels
with lower polarization intensity of target.

The robustness of the low p-value of Null Hypothesis II
across maps, CMB-subtraction algorithms, and target
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Table 3. Testing Null Hypothesis II.

CMB Removal Implementation 1 Implementation 2

PR3 SRoll2 PR3 SRoll2

None
Dtarget-like MC 1.161± 0.014 1.182± 0.015 1.152± 0.013 1.174± 0.013
Dtarget 1.224 1.283 1.195 1.253

p-value 5× 10−6 4× 10−12 6× 10−4 4× 10−9

commander

Dtarget-like MC 1.036± 0.013 1.069± 0.013 1.019± 0.012 1.047± 0.012
Dtarget 1.067 1.113 1.040 1.084

p-value 7× 10−3 4× 10−4 4× 10−2 10−3

nilc

Dtarget-like MC 1.031± 0.013 1.063± 0.013 1.014± 0.012 1.043± 0.012
Dtarget 1.071 1.128 1.047 1.100

p-value 10−3 4× 10−7 3× 10−3 2× 10−6

sevem

Dtarget-like MC 1.024± 0.013 1.056± 0.013 1.010± 0.012 1.037± 0.012
Dtarget 1.052 1.095 1.029 1.069

p-value 2× 10−2 2× 10−3 5× 10−2 4× 10−3

smica

Dtarget-like MC 1.052± 0.013 1.084± 0.014 1.034± 0.012 1.037± 0.012
Dtarget 1.084 1.129 1.059 1.106

p-value 7× 10−3 5× 10−4 2× 10−2 4× 10−4

Notes. Summary statistics of the D values computed for weighted subsamples of control with the level of EVPA difference uncertainties
(σi
∆s

) matching those of target and of size equal to the size of target (referred to as target-like MC), compared to the observed D value of

target. The probability thatDtarget arises as a random realization of a σi
∆s

-matched control subsample of equal size to the size of target is also
quantified in terms of a p-value for each case studied. The information is presented both for PR3 and SRoll2 polarization maps and when removing
the CMB polarization as estimated from the different Legacy component-separation methods. Results are shown for both implementations of the
target pixel selection presented in Sect. 4.1. We also provide the results for the case of no CMB removal.

D D

Fig. 10. Summary statistics of D distributions for target1-like simulations obtained from control while subtracting different CMB estimates
from the PR3 polarization maps (left) and SRoll2 polarization maps (right) compared to the D value of target1. This illustrates part of the
information given in Table 3.

selections gives us confidence that the effect is real, and that
LOS frequency decorrelation due to multiple dust components
is present in Planck data and detectable above the noise level –
as long as one knows where in the sky to look for it.

6. Validation

In this section we discuss additional validation tests, both statis-
tical and physical, to increase our confidence that we have in fact
detected LOS-induced frequency decorrelation in Planck data.

6.1. Sky distribution of target and control pixels

Pixels of target and control samples cover largely disjoint
parts of the sky (see Sect. 4.1). It is therefore conceivable

that their difference in observed D might stem from differ-
ent local properties, and most notably different instrumental
noise or systematic properties of the data. In principle, our test
of Hypothesis II, where the observed Dtarget is compared to
that of noise-matched subsamples of control, should take into
account the difference in noise properties; and the comparison
between PR3 and SRoll2 maps is performed exactly to evalu-

ate the impact of the residual systematic errors. Nevertheless,
we performed two additional tests to verify that some additional,

hidden, spatial correlation bias is not generating a false-positive
detection of LOS frequency decorrelation.

First, we repeated our analysis inside two sky patches that
contain intermixed target1 and control pixels, and are suffi-

ciently small so that instrumental systematic errors should not
vary considerably within each patch. These sky patches were
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Fig. 11. Map showing the location of sky pixels belonging to the
target1 (white) and control (orange) samples. Black pixels are those
in all but neither in target1 nor control. The gray area are pixels
where Nc has not be determined (see Panopoulou & Lenz 2020). The
locations of the northern and southern sky patches studied in order to
investigate the effect of target and control sampling different sky
regions are shown with the green and magenta circles, respectively.
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Fig. 12. Normalized histograms of σi
∆s

as measured on PR3 maps in
the northern (left) and southern (right) sky patches for the different
subsamples of target1 (in orange), control (in blue), and all (in
black).

defined as regions with an angular radius of 15◦, centered on
(l, b)= (70◦, 50◦) in the north, and (l, b)= (−110◦, −50◦) in the
south. These regions were visually identified and are indicated
by green and magenta outlines, respectively, in Fig. 11. These
patches as a whole contain 3352 (north) and 3353 (south) pix-
els. Of those, in the northern (southern) patch, 202 (162) are
target1 pixels, and 214 (461) are control pixels. The noise
properties within each patch are overall consistent between sam-
ples (Fig. 12), unlike the full target and control samples
(Fig. 6). We find that for all combinations of maps, CMB
subtraction algorithms, and target sample implementations,
Dtarget is larger than Dcontrol. The sample sizes are now
too small for Null Hypothesis II to be rejected through the
weighted-resampling analysis discussed in Sect. 4.3; we have
however verified through subsampling of the full target1 and
control samples, that the behavior of both the distribution of
Dtarget-like MC and the observed Dtarget in these sky patches
is consistent with what we would expect given the local noise
properties and the decrease in sample size.

Second, having observed that noise properties differ sys-
tematically between northern and southern hemispheres, we
repeated our analysis in the northern hemisphere alone. We
chose the northern hemisphere because it contains more target
pixels: LOSs intersecting multiple, misaligned clouds are evi-
dently more common in the northern Galactic sky. We find that,
despite the modest decrease in sample size for target, in this

case the significance with which Null Hypothesis II is rejected
increases (p-value decreases), because in general pixels in the
north are less noisy.

6.2. Projected Rayleigh statistic

In order to strengthen our analysis and confirm that our results
do not depend critically on our choice of D as our test statistic,
we repeated our analysis using the projected Rayleigh statistic
(PRS) to quantify the degree of alignment of EVPA between fre-
quencies. The PRS (Zx) is computed as (e.g., Jow et al. 2018):

Zx =
1

N

N
∑

i= 1

cos (2ξi), (11)

where ξi is defined in the range [−π/2, π/2], so that Zx takes
values between −1 and 1. Computing the PRS for a sample
of signed difference angles ∆s(ψ353, ψ217) defined in Eq. (6),
we can quantify the level of alignment of EVPA between 353
and 217 GHz. We expect Zx to be smaller for samples with sta-
tistically larger EVPA differences. We reproduced the analysis
presented in Sect. 4 using the PRS in place of the circular
standard statistic (S ) in order to quantify the degree of align-
ment/misalignment in our samples and quantitatively compare
them. We found that the significance with which our hypotheses
are rejected in each case are generally consistent, with no strong
dependence on the choice of test statistic.

6.3. D versus ∆(θLVC, θIVC)

According to the simplest two-cloud model (Tassis & Pavlidou
2015), if the EVPA differences between frequencies are due to
SED differences and magnetic field misalignment between the
dust clouds, then for an ensemble of sky pixels we expect to see
(i) a decrease of degree of polarization and (ii) an increase of
LOS frequency decorrelation (which we quantify using D) as
∆(θLVC, θIVC) increases.

To test this simple scenario, we consider all LOSs showing a
sufficient degree of complexity in terms of number of clouds,
namely Nc > 1.5. We bin the sky pixels according to their
∆(θLVC, θIVC) values as measured from HI orientation data in the
scheme of Implementation I. Then, for each bin, we examine the
distribution of p353 and compute the D statistic. As expected,
for increasing ∆(θLVC, θIVC), we observe a small but systematic
decrease in the degree of polarization and a clear rise of D val-
ues. The latter is shown in Fig. 13 for the PR3 polarization maps
from which the smica CMB was subtracted. We obtain simi-
lar conclusions when we use other combinations of polarization
maps and removed CMB estimates, as well as when we con-
sider the HI orientation as in Implementation II of the selection
of target pixels (i.e., at the peak of the two dominant clouds)
rather than the scheme used in Implementation I.

In the simple two-cloud model of Tassis & Pavlidou (2015),
LOS decorrelation is expected to be more pronounced towards
LOSs where the magnetic fields of the clouds form an angle of
60◦ or more. As noted by these authors, smaller differences in
angle can also result in LOS decorrelation, but at a lower level.
LOS decorrelation is therefore not expected to abruptly appear at
some large misalignment angle, but should qualitatively match
the observed smooth trend in Fig. 13. A more quantitative com-
parison of this observation with analytic models should take
into account a number of factors. First, in general, LOSs might
be composed of more than two dust clouds that contribute to
the polarized signal. Second, changes in the spectral index of

A16, page 12 of 16

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/202040218&pdf_id=0
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/202040218&pdf_id=0


V. Pelgrims et al.: LOS frequency decorrelation of dust polarization in Planck
D

∆(θLVC , θIVC) [◦]

Fig. 13. Increase of the spread of EVPA differences between 353 and
217 GHz as a function of offset angle between HI structures from inte-
gration in LVC and IVC ranges (‘Implementation 1’). All sky pixels
with Nc > 1.5 are binned according to their ∆(θIVC, θLVC) values and the
D statistic is computed for each subsample with observational uncer-
tainties propagated. The error bars in each bin represent the 1σ value of
D from a bootstrap resampling of the data 103 times per bin.

the dust SED (and not simply the dust temperature, as assumed
in the Tassis & Pavlidou 2015 model) can alter the frequency
dependence of the dust emission EVPA for a given misalignment
angle. Finally, the difference between HI filament orientation
and the plane-of-the-sky (POS) magnetic field orientation shows
an intrinsic astrophysical scatter, which should also be taken
into account as an extra source of uncertainty. Such detailed
comparisons with models will require further work beyond that
presented in this paper.

We note that in our analysis we have not optimized our cutoff
in ∆(θLVC, θIVC) for the selection of our target pixels; rather,
we adopted 60◦ based on our a priori physical expectations.
Had we decreased the cutoff to ∆(θLVC, θIVC) ≥ 45◦, the size of
the target sample, and hence the significance with which we
detected LOS frequency decorrelation, would have increased, as
subsequent analysis confirms.

6.4. A case study using starlight polarization

In this study we use HI morphology as an indirect probe of the
direction of magnetic fields in individual clouds. Starlight polar-
ization, induced by the same dust grains that produce polarized
emission, is a more direct probe of the dust polarization position
angle. Currently available starlight polarization measurements
are sparse, but large-scale starlight polarization surveys like
PASIPHAE (Tassis et al. 2018) are planned for the near future.
Nevertheless, data do exist in a small sky patch that we can
use for a proof-of-principle analysis using starlight polarization
instead of HI data.

Panopoulou et al. (2019) used starlight polarization data from
the RoboPol polarimeter (Ramaprakash et al. 2019) to study a
sky region where several Galactic dust components are present
along the LOS. Based on these stellar polarization data the
authors inferred the number of dust clouds and the POS ori-
entation of the magnetic field permeating those for two nearby
observing beams of 16′ radius. The latter two were pre-selected
based on HI data to likely harbor two dust clouds (two-cloud
LOS) and one dust cloud (one-cloud LOS).

The authors demonstrated that the two clouds exhibit sig-
nificant differences in terms of column density and polarization
properties, and that their mean POS magnetic field orientations
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Fig. 14. Tomography region of Panopoulou et al. (2019). Top panel:
map of EVPA differences computed from 353 and 217 GHz polariza-
tion maps from Planck. The two-cloud and one-cloud sight lines are
marked respectively by orange and blue crosses northeast and south-
west of the map center. The circles have 16′ radius and mark the beams
within which starlight polarization data have been taken and stud-
ied by Panopoulou et al. (2019). Bottom panel: histograms of EVPA
differences computed through 10 000 MC simulations to propagate
observational uncertainties on (Qν, Uν). The two-cloud LOS histogram
is shown in orange, the one-cloud LOS in blue. The vertical lines with
corresponding colors show the EVPA differences from the data.

differ by about 60◦. In principle, the different SEDs in those sig-
nificantly misaligned clouds could lead to a measurable effect
of LOS frequency decorrelation in Planck data towards the two-
cloud LOS. However, if the effect is weak it could be hidden in
the noise, as suggested in Sect. 6.3 of Panopoulou et al. (2019)
based on a set of polarization maps from the second Planck data
release.

Here, we investigate further the polarization data for those
particular LOSs. We retrieve the polarized emission at 217 and
353 GHz measured by Planck towards the sky region of interest
(see Sect. 3) smoothed to a 16′ FWHM beam, and we com-
pute the signed difference of EVPA in each pixel (see Eq. (6)
in Sect. 4). We thus obtain the EVPA-difference map presented
in Fig. 14 (top) where we highlight the two LOSs studied in
Panopoulou et al. (2019). Interestingly, the two-cloud region at
the center, which is known to feature a complex magnetized ISM
structure with at least two dust components (Panopoulou et al.
2019, Clark & Hensley 2019), displays a higher EVPA difference
than the nearby one-cloud region.

We quantify the level of uncertainty of the EVPA differ-
ence induced by the observational uncertainties on the Stokes
Qν and Uν (ν= {217, 353}) through MC simulations (see Sect. 3
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Table 4. EVPA frequency differences in degrees for the two-cloud and
one-cloud LOSs from PR3 frequency maps and with subtraction of
commander and smica CMB estimates.

CMB Removal 1-cloud LOS 2-cloud LOS

None 3.30± 2.54 [◦] 7.98± 3.10 [◦]
commander 2.91± 2.47 [◦] 6.44± 3.27 [◦]
smica 3.06± 2.48 [◦] 7.33± 3.24 [◦]

Notes. The means and 1σ intervals are computed through 10 000 MC
simulations to propagate the observational uncertainties. 68% of the
draws fall within the quoted uncertainty about the mean.

for details). For each MC draw, we compute the EVPA dif-
ference and build the histograms shown in the right panel of
Fig. 14. Even when accounting for Planck noise, the two-cloud
LOS deviates significantly from zero EVPA difference in the
two frequencies, suggesting a LOS frequency decorrelation of
the polarization data. In contrast, the distribution corresponding
to the one-cloud LOS is compatible with zero EVPA differ-
ence in the two frequencies (no LOS frequency decorrelation).
Although less significant, the offset from zero of the EVPA
difference for the two-cloud LOS survives the subtraction of
the CMB estimates. This is reported in Table 4. This tentative
result demonstrates how starlight polarization data can be used
to identify sky pixels that experience LOS-induced frequency
decorrelation.

7. Estimation of required SED variation

Frequency decorrelation of dust emission is ultimately the result
of spatial variations of the dust SED. The detection of rotation
of the dust polarization angle between frequencies is evidence
for variation of the dust SED along the LOS. We can therefore
use the observed magnitude of this effect to estimate the intrinsic
variability of the dust SED.

Let us divide the LOS into N clouds such that the ith cloud
has column density N i

HI
. Then the observed Stokes parameters of

the polarized dust emission at a frequency ν are given by (e.g.,
Hensley et al. 2019):

Qν =

∑

i

mpN i
HIδ

i
DG f iκi

νBν
(

T i
d

)

cos2 γi cos (2ψi) , (12)

Uν =

∑

i

mpN i
HIδ

i
DG f iκi

νBν
(

T i
d

)

cos2 γi sin (2ψi) , (13)

where f i, δi
DG

, κi
ν, T i

d
, γi, and ψi are the alignment fraction,

dust-to-gas mass ratio, polarized opacity at frequency ν, dust
temperature, angle between the magnetic field and the plane of
the sky, and polarization angle of the ith cloud, respectively, and
mp is the proton mass. When there are multiple clouds along
the LOS, Eqs. (12) and (13) make clear that the ratio Uν/Qν,
and thus the polarization angle ψν, is generally not constant with
frequency.

For a single cloud, the ratios of Qν and Uν at 217 and
353 GHz are given by

(

Q217

Q353

)

i

=

(

U217

U353

)

i

=

B217

(

T i
d

)

κi
217

B353

(

T i
d

)

κi
353

. (14)

If dust everywhere had the same temperature and same opac-
ity law, then this ratio would be constant across the sky and ψν
would be constant with frequency. As this is inconsistent with

what is observed, let us assume that this quantity has a mean
value α and that cloud-to-cloud variations are described by a
parameter ρ with a mean of zero, that is,
(

Q217

Q353

)

i

=

(

U217

U353

)

i

≡ α (1 + ρi) . (15)

A modified blackbody with Td = 19.6 K and β= 1.55, typi-
cal parameters for high-latitude dust (Planck Collaboration XI
2020), has α= 0.21, though our analysis is not sensitive to the
value of α. Here, σρ quantifies the intrinsic variation in the
dust SED between 217 and 353 GHz, regardless of whether
those variations arise from temperature, composition, or other
effects. Modeling ρ as Gaussian distributed with a mean of zero
and variance σ2

ρ, we seek the value of σρ that can account for
the enhanced dispersion of polarization angles on multi-cloud
sightlines (Fig. 8).

To estimate the effect of σρ on the dispersion in polariza-
tion angles, we use the HI maps to constrain both the LOS
distribution of clouds and their relative orientations. To simplify
the analysis we consider the data from our Implementation 2
(Sect. 4). For each sightline we thus consider only the two dom-
inant clouds (in HI column density) as identified by Panopoulou
& Lenz (2020) and create maps of per-cloud Stokes parameter
by integrating the HI-based Q and U maps of Clark & Hensley
(2019) in the velocity range within v0 ±σ0, where v0 is the cloud
centroid velocity and σ0 is the second moment of its spectrum
(see Sect. 3). We then estimate ψ353 on each sightline as:

ψ̂353 =
1

2
arctan













U1
HI

cos2 γ1 + U2
HI

cos2 γ2

Q1
HI

cos2 γ1 + Q2
HI

cos2 γ2













, (16)

where QHI and UHI are given by Eqs. (3) and (4), respectively,
and the superscripts denote integration over clouds 1 and 2. The
angles between the magnetic field and the plane of the sky γ1 and
γ2 are unknown, and so we draw sin γ uniformly from the inter-
val [−1, 1] for each; γ= 0 when the magnetic field is in the plane
of the sky. This equation does not explicitly model variations in
the 353 GHz dust emissivity per H atom, although marginaliz-
ing over different values of γ1 and γ2 achieves a similar effect
numerically. Rather, as we are interested only in the variability
of the polarized dust SED between 353 and 217 GHz, we model
such effects through the ρ1 and ρ2 parameters when computing
the 217 GHz polarization angle only.

Using Eq. (15), ψ217 on each sightline can be modeled as

ψ̂217 =
1

2
arctan













U1
HI

(1 + ρ1) cos2 γ1 + U2
HI

(1 + ρ2) cos2 γ2

Q1
HI

(1 + ρ1) cos2 γ1 + Q2
HI

(1 + ρ2) cos2 γ2













.

(17)

On each sightline, ρ1 and ρ2 are drawn from a Gaussian distri-
bution of mean zero and variance σ2

ρ. For each sightline we can

then compute ∆s

(

ψ̂353, ψ̂217

)

(Eq. (6)) and finally the dispersion

D (Eq. (9)) over all target2 sightlines as a function of σρ.
If the difference in dispersion between the target and

control samples is attributed entirely to varying dust SEDs,
then we can estimate

DLOS ≃

√

D
(

target
)2
−D (control)2

= 0.23+0.05
−0.06 (18)

from the resampling analysis presented in Sect. 4 and Table 3.
This range is indicated by the horizontal band in Fig. 15.

The ± 1σ range of D over 1000 simulations for each value
of σρ is presented in Fig. 15. We see that σρ = 0.15 matches the
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Fig. 15. Dispersion DLOS (Eq. (18)) resulting solely from variations
in the dust SEDs between two clouds along the LOS in the target2
sample. We quantify the level of SED variation by the parameter σρ

(Eq. (15)), finding thatσρ = 0.15 can account for the excess dispersion in
the target sample. Thus, we estimate that the ratio of 353 to 217 GHz
polarized intensity is varying at roughly the 15% level from cloud to
cloud. The blue shaded regions indicate the observed range of D esti-
mated in Sect. 4 and the ±1σ confidence interval from 1000 realizations
of γ1, γ2, ρ1, and ρ2 in each pixel. The red shaded region is the resultant
constraint on σρ.

observed enhancement in dispersion between the target and
control samples. This is consistent with the dust SEDs varying
in the ratio of 217 to 353 GHz polarized intensity at the level of
15% from cloud to cloud over the region analyzed. As we model
contributions from only the two most dominant clouds on each
sightline, we may be slightly overestimating the true dispersion.

8. Discussion

In this paper we report the detection of the effect of LOS-induced
frequency decorrelation – the combined effect of varying dust
SEDs and magnetic field orientations along the LOS – in Planck
polarization data. This detection was made possible by the use
of HI datasets, which allowed us to construct our target and
control samples a priori in an astrophysically motivated way.
The consistency of the results between our two implementations
and between the different sets of polarization maps and CMB
estimates reinforces our confidence in the robustness of our find-
ing. Our analysis additionally shows that the significance of the
effect becomes higher when we use maps cleaned of residual
systematic errors that were present in Planck PR3 polarization
maps.

We emphasize that we have not in any way optimized our
analysis choices to maximize the significance with which the
effect is detected. Rather, whenever a choice had to be made,
we made it based on astrophysical arguments. There are sev-
eral examples where different choices in our analysis would
have increased the significance of the detection of the effect
(decreased the p-value of Null Hypotheses I and II). These
include:

(a) Definition of target: defining target as the union of
target1 and target2 increases the significance.

(b) Cutoff in HI orientation misalignment: changing the mis-
alignment requirement for inclusion in target from ≥ 60◦ to
≥ 45◦ increases the significance.

(c) Localization: restricting our analysis to the northern
hemisphere increases the significance.
This work finds evidence for LOS frequency decorrelation, and
does not directly address the question of decorrelation in the dust

power spectra. Our findings show that frequency decorrelation
of the dust polarization signal is not an effect that is uniform
throughout the sky, because the change in polarization pattern
is more severe for sightlines that pass through more convoluted
magnetized ISM, and where those particular sightlines are dis-
tributed unevenly on the sky (see the bottom map in Fig. 1).
This may have implications in power-spectrum-based estimates;
which future work will investigate.

From a CMB perspective, it would be interesting to esti-
mate the level of LOS-induced frequency decorrelation using
cross-power spectra (as in, e.g., Planck Collaboration XXX
2016; Planck Collaboration XI 2020) on maps that have been
corrected for residual systematic errors (Delouis et al. 2019;
Planck Collaboration Int. LVII 2020) and in sky regions that are
dominated by pixels comprising our target samples. Such an
analysis is beyond the scope of this paper.

Our Implementation I of the target pixel selection focused
on the distinction between LVCs and IVCs based on the physi-
cal expectation that IVCs might feature different dust SEDs than
LVCs due to differences in temperature and/or dust grain prop-
erties (Planck Collaboration XXIV 2011; Planck Collaboration
XI 2014). Our Implementation II imposed no such constraint on
the velocities of the identified distinct peaks in HI emission. This
enables us to use target2 to a posteriori test whether IVC–LVC
cloud pairs exhibit a stronger LOS frequency decorrelation effect
than LVC–LVC pairs.

Concentrating on the two dominant clouds (the ones cor-
responding to the two highest-HI-column-density components),
we split pixels in target2 in two groups: pixels where
both dominant clouds have a velocity centroid in the LVC
range (513 pixels), and pixels dominated by LVC-IVC pairs
(5242 pixels), with LVC and IVC ranges defined as in Sect. 4.1.
We infer the relative strength of LOS frequency decorrelation in
the two groups through a uniform, unweighted resampling anal-
ysis of each subset of pixels, with NBoot = 500. The D values
obtained for PR3 polarization maps and smica CMB subtraction
are DIVC−LVC = 1.05± 0.04 and DLVC−LVC = 1.13± 0.05. The D
statistic is thus found to be higher for LVC–LVC pairs than for
IVC–LVC pairs, although the two values are consistent within
sampling uncertainties. The same trend is observed for all com-
binations of polarization maps and subtracted CMB estimate. As
a result, it appears that the LOS frequency decorrelation induced
by dust clouds does not only involve LOSs passing through IVCs,
and, on the contrary, significantly misaligned LVCs may be a
substantial source of LOS frequency decorrelation.

Observables that can provide insight into the 3D structure
of the magnetized ISM will play a critical role in any effort
to improve CMB dust polarization foreground modeling and
subtraction accounting for LOS frequency decorrelation. Such
observables include HI data (as used in this paper) and starlight
polarization. Starlight polarization originates in dichroic absorp-
tion by the same dust grains that produce polarized emission, and
thus traces the same physical processes of grain alignment with
the magnetic field, but for the LOS between observer and star.
Large-scale starlight polarization surveys like PASIPHAE (Tassis
et al. 2018) will therefore soon provide an independent, direct
probe of dust grain orientations in individual clouds.

9. Conclusions

It is certain that the SEDs of the dust clouds vary to some extent
between different parts of the Galaxy. It is equally certain that
there are in general multiple dust clouds along a large frac-
tion of LOSs, and that the magnetic field of the Galaxy is not
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uniform and may vary along the LOS. Consequently, decorre-
lation between polarized dust emission at different frequencies,
both in the plane of the sky and along the LOS, must be present
to some extent. The relevant question is whether the magni-
tude of this frequency decorrelation effect is high enough to be
detected by an instrument of given specifications.

In this work, we pursue a new approach that specifically
targets LOS frequency decorrelation. Physically, we expect that
LOS frequency decorrelation does not occur at a uniform level
throughout the sky, but rather should be more severe where
the orientations of the magnetic field permeating different dust
clouds superposed along the LOS are strongly misaligned.
Therefore, we used HI velocity and orientation data to select
pixels that are most likely to exhibit significant LOS frequency
decorrelation induced by multiple dust SED components. Each
of these target sightlines has an HI emission structure consistent
with multiple LOS clouds with misaligned magnetic fields. We
compare these to a control sample of sightlines that contain a sin-
gle HI cloud. The use of HI allows us to distinguish these two sets
of pixels using data that are entirely independent of polarization
measurements. The pixels that maximize the likelihood of show-
ing a LOS frequency decorrelation signal are highly unevenly
distributed on the sky.

We quantify LOS decorrelation using the dispersion of inter-
frequency EVPA differences. We find that this dispersion is
larger for our target sample than for the control sample in Planck
data. We detect the LOS frequency decorrelation effect at a level
above the Planck noise (see Fig. 9). We confirm that our finding
is robust to inhomogeneous data noise level, residual system-
atic errors, CMB contamination, and the specifics of sky pixel
selection. We find that trends in polarization data closely follow
the phenomenology expected from the simplest modeling of the
effect (Fig. 13). Additionally, relying on a model-independent
approach, we estimate that an intrinsic variability of the dust
SED of ∼15% can lead to the observed magnitude of the effect
that we measured from polarization maps at 353 and 217 GHz
(see Fig. 15). Finally, we demonstrate that LOS superposition of
both LVC–LVC and LVC–IVC pairs of clouds contributes to the
signal detection.

In this paper we present the first detection of LOS frequency
decorrelation in the Planck data. This detection was made possi-
ble thanks to the use of ancillary datasets, HI emission data and
starlight polarization data, which allow us to identify sky regions
that are potentially most susceptible to this effect.
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