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F O R U M

Evoking Affordances in Virtual Environments via
Sensory-Stimuli Substitution

Abstract

Artifacts in an environment afford to their observers utility

and function directly through specific object characteristics

(e.g., mediums, surfaces, substances). Virtual environments

(VEs) similarly seek to afford specific utility to their users,

whether it is for training, education, or entertainment, thus

it seems natural to consider basing VE designs on affor-

dances. Such affordance-based design should yield significant

benefits by providing designs that behave in more under-

standable and intuitive manners. These designs should be

easier to learn, adapt better to user tasks, and frustrate us-

ers less by allowing use of the same skills acquired via real-

world interactions. In order to realize affordance-based VE

designs, the types of appropriate affordances and means of

realizing these affordances must be identified. Currently,

however, affordances lack a theoretical and operational ba-

sis for such application. The present paper suggests func-

tions that affordances should support and provides a con-

ceptual model for realizing affordances based on sensory-

stimuli-substitution schemes.

1 Introduction

A core human-performance issue in VEs is deter-

mining how to design the objects to be represented in

the virtual environment. If designed effectively, VEs

should allow users to readily perceive what can and

should be done in the virtual world. This suggests that a

productive area of research is the extension and applica-

tion of theories of human perception to the design of

VEs (Pratt, Zyda, & Kelleher, 1995; Barnard & May,

1999). The issue for VE designers is inverted, however,

from that addressed by traditional psychological theo-

ries. Instead of understanding how humans perceive

what naturally occurs in the real world, VE designers

need to understand how their designs support and ex-

ploit natural perception within the virtual world they

represent. More specifically, the issue is how users per-

ceive the objects, properties, and behaviors selected by

VE designers for inclusion in the virtual world; it is

through the effective (or ineffectual) design of these

artifacts that designers communicate with their users

(Anders, 1999). Beyond physical artifacts, designers

must also consider semantic, cultural, and logical rela-

tions in their designs. All these factors can drive and

constrain how an artifact is perceived (Norman, 1988).

The theory of direct perception asserts that humans

can (and do) directly perceive the possible actions in an

environment, or conversely what the environment af-

fords to the human (Gordon, 1989). Yet how VE de-

signs might evoke specific affordances, and thus how the

theory of affordances should influence VE design, is not

a straightforward matter. Many researchers feel the pur-

suit would be fruitful (Norman, 1988; Vicente & Ras-

mussen, 1992; Eberts, 1994; Pejtersen & Rasmussen,

1997; St. Amant, 1999; Lintern, 2000 ). However,

Biocca (2001) noted that the bulk of affordance-related

research in human-computer interface design has not

actually applied or developed the theory of direct per-

ception, but instead has interpreted affordances as a

metaphor weakly linked to Gibson’s (1979) original

premises. There is a limited amount of research that

meets Biocca’s implicit test. One example is St. Amant,
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which focused on the straightforward “real” affordances

presented by the WIMP (window-icon-menu-pointing

device) interface; for example, the direct perception af-

forded by the mouse’s “click.” This approach is dissatis-

fying for the design of immersive virtual environments

because the issue in such interfaces is not the percep-

tions evoked by interface metaphors, but the percep-

tions evoked by represented objects in the virtual envi-

ronment, and the design objective of making those

evoked perceptions similar to the real world the virtual

environment is intended to emulate.

A second example is ecological interface design (EID),

a theoretical framework for interface design (Vicente &

Rasmussen, 1992). It is based on two seminal concepts

from cognitive engineering research, the abstraction

hierarchy (AH) and the skills, rules, knowledge (SRK)

framework. The AH is a multilevel knowledge-represen-

tation framework that can be used to develop physical

and functional work-domain models, as well as the map-

pings between them. It is used in EID to identify the

information content and structure of the interface. The

SRK framework defines three qualitatively different ways

in which people can process information. At the skill-

based level, behavior is governed by a dynamic world

model that allows people to engage in fluid perceptual-

motor control; at the rule-based level, behavior is gov-

erned by rules that directly map perceptual cues in the

environment to appropriate actions, without any medi-

ating processing; finally, at the knowledge-based level,

behavior is governed by a symbolic mental model that

allows people to engage in analytical problem solving.

The SRK framework is used in EID to identify how in-

formation should be displayed in an interface. The idea

is to take advantage of operators’ powerful pattern rec-

ognition and psychomotor abilities, allowing people to

deploy everyday skills that have been honed through

evolution. Thus, EID recommends that information be

presented in such a way as to promote skill- and rule-

based behavior, allowing operators to deal with task de-

mands in a relatively efficient and reliable manner.

Knowledge-based behavior is also supported by embed-

ding an AH representation of the work domain in the

interface. This provides operators with an external visu-

alization of system structure and dynamics, which offers

support during novel situations requiring adaptive prob-

lem solving (Vicente, 1999). This approach is somewhat

dissatisfying for the design of immersive virtual environ-

ments because it depends on a domain model of the

work to be performed, whereas the design objectives for

some immersive environments do not include an a priori

definition of specific work to be performed (“freeplay”

environments). Also, the SRK framework leverages the

user’s cognitive abilities such as pattern recognition, but

it does not extend as well to tasks that depend on a

range of sensory modalities, such as walking. Nor is it as

helpful in environments lacking sensory modalities, such

as is the case in present virtual environments, as it is in

more general environments.

The present work suggests a new approach to satisfy-

ing the design objective of evoking affordances in the

virtual environment corresponding to those of the real

world being modeled, by applying direct perception to

the design of immersive interfaces based on sensory-

stimuli-substitution schemes for sensory modalities that

are missing or absent in virtual environments.

Direct perception has a theoretical shortcoming for

perception in synthetic environments such as virtual

worlds. Direct perception specifically addresses percep-

tion in a natural environment (which is why the theory

is sometimes called ecological perception), and denies

that synthetic environments are intrinsically ecological

valid (Gibson, 1979). The ecological invalidity of syn-

thetic environments has been previously empirically

confirmed (e.g., Stappers, 1999).

Direct perception will operate on pictures and other

synthetic environments, but there is no assurance that

the perceptions will necessarily correspond to those

evoked by the real world that the synthetic environment

models, which is the design objective for many immer-

sive virtual environments. Direct perception also offers

no method for applying the theory to interactive system

design. Okamoto (1997) stated that affordance theory

does not seem to be practical because the theory is so

philosophical that designers have no idea how to apply

theoretical statements to the design of human inter-

faces. Eberts (1994) suggested that deciding which af-

fordance to associate with a design is an extremely dif-

ficult problem. The lack of a rigorous theoretical

Gross et al. 483



foundation for affordances means there is presently no

practical technique for discovering affordances (Fitzger-

ald & Goldstein, 1997). Bingham and Muchisky (1991)

argued that while some researchers have suggested that

affordances are revealed in the intrinsic properties of an

item, others have attempted to find an affordance in the

dynamic behavior of the item. Neither approach has

proven generally effective. Indeed, Gibson (1979)

claimed that affordances are facts about the animal-

environment system, facts that exist whether or not they

are perceived or detected, facts whose existence and im-

portance are entirely independent of the person’s

knowledge, perception, and so on. This contrasts with

Norman’s (1988) interpretation of the concept of affor-

dances to refer to a perceiver’s understanding of possi-

bilities for action.

It may be that affordances can be identified only

when bound to the context in which they are used. For

example, Gleaves (1998) identified affordances associ-

ated with textbooks and then translated them into de-

sign principles for hypermedia. The first of these affor-

dances was riffleability (i.e., the ability to leaf through

hastily), which led to the suggestion that hypermedia

designs should provide a visual index to content. The

second was comparability (i.e., comparison of noncon-

tiguous information), which led to the suggestion to

provide multiple views of content. Bookmarkability al-

lows for direct access to desired content. Annotatability

allows for the ability to readily make notations. High-

lightability allows for the ability to select and underscore

content. Excerptability allows for the extraction of con-

tent. Progress visibility allows for identification of ad-

vancement through content. Finally, closure provides

bounds on content, allowing users to build confidence

and offering a source of orientation within the content.

Taken together, the key functions provided by these

affordances are to allow users to:

● orient

● identify

● select

● access

● organize, and

● integrate.

Affordances for VEs should likely provide these same

functions. But how will designs enable the realization of

such affordances?

2 Realization of Affordances

Our synthesis of the affordance literature (Gross,

Stanney, & Cohn, 2001) has led to a new approach for

making the theory of direct perception an operational

technique for the design of virtual environments. This

approach is based on six assertions about how the vari-

ous factors involved in perception are integrated into a

percept via the realization of an affordance (see Table

1). These assertions lead to the premise that affordances

are realized through the integration of environmental

and state stimuli, which in turn interact with the experi-

ence gained through decision making, which in turn

affects an individual’s knowledge of internal state, action

capabilities, and body stature in an environment. This

premise is captured in the conceptual model presented

in Figure 1.

Designed environments, such as VEs, are not intrinsi-

cally ecologically valid, and so may not support the real-

ization of affordances as desired by their designers.

Since they do represent an environment of sorts, they

will support realization of some affordances, just not

necessarily those desired, especially not those of the re-

ality that the synthetic environment may be attempting

to represent. While researchers have discussed the prob-

Table 1. Affordance Realization Dependencies

Affordances depend on objects in the environment.

Affordances depend on the organism’s action

capabilities.

Affordances depend on physical characteristics of the

observer.

Affordances depend on the organism’s sources of

sensory stimuli.

Affordances depend on integration of multimodal

sensory stimuli.

Affordances arise as the organism learns to act within its

environment.
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lem of ecological invalidity in general terms (Kennedy,

1974; Gibson, 1979; Norman, 1988; Fitzgerald &

Goldstein, 1997), Figure 1 presents a context for de-

composing the causes of such invalidity and thus can

potentially guide VE designers in generating more eco-

logically valid designs.

The most basic source of affordance-realization fail-

ures is an inaccurate or insufficient sensory stimulus,

that is, below the modality’s response threshold (see

Figure 1). Rose, Jankowski, and Senior (1997) showed

that infants are capable of recognizing line drawings

missing much of their contour. Yet the infants failed to

discriminate between two extremely impoverished fig-

ures (more than 66% of their contours missing) because

they provided an inaccurate sensory stimulus. In terms

of Figure 1, this would be a failure of proximal stimuli

to activate the sensory system. Thus, to realize the per-

ception of affordances, stimuli must be above the appropri-

ate sensory-modality threshold. By sensory-modality

threshold, we mean the signal strength of stimuli that is

sufficient to activate a particular sensory modality, for

example, a sound loud enough to be perceived.

The assertion that stimuli must be above the appro-

priate sensory-modality threshold to enable the realiza-

tion of an affordance is somewhat surprising against the

context of Gibson’s (1979) theory of direct perception.

For example, “There is no threshold for information

comparable to a stimulus threshold” (p. 243). So, how

are we reconciling our first condition with Gibson’s?

First, Gibson is not arguing that stimulus thresholds do

not exist, simply that information is different than stim-

ulation. Our position is that stimulation is necessary but

not sufficient for information to arise within the organ-

ism—there are a number of additional factors necessary

for information to arise, which the following discussion

addresses.

Another source of realization failure especially perti-

nent to VEs is the absence or inaccuracy of required

multimodal sensory stimulation to realize an affordance.

Warren and Whang (1987) found in their study of pass-

ability that when approaching a doorway whose ratio of

width to shoulder width was less than 1:1.3, subjects

would rotate their body. This is an indication of the

kinesthetic and visual sense interacting with the action

of walking when perceiving the affordance of passability.

Wertheim (1994) argued that the vection created with

an optokinetic drum must involve extra retinal signals,

namely vestibular afferents. This argument led Wer-

theim to argue more generally that visual-vestibular in-

teraction is crucial for correct perception in ecologically

Figure 1. Realization and exploitation of affordances.
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valid environments. Oudejans, Michaels, Bakker, and

Dolne (1996) presented a study on the catchability of

fly balls, namely the ability of subjects to judge whether

they could catch balls thrown at various heights in the

sagittal plane, that is, thrown straight at the subject.

This study demonstrated that perceiving the affordance

of catchability depends on kinematics of the subject’s

body as well as the movement of the ball by showing

that the ratio of balls judged catchable to those actually

catchable varied with the dynamic information available

to the observer. Taken together, this research suggests

that correct realization of affordances may be perceived

cross-modally, in particular crossing between the visual

and other sensory systems. This poses a problem for VE

design because even though stimulation of propriocept-

ers and interceptors is required for realization of some

affordances, there exist few reliable and economical

means of providing these cues via artificial stimuli (Stu-

art, 1996). Indeed, instead of receiving artificial stimula-

tion correlated with the VE, users experience continual

and generally contradictory stimulation from the natural

environment. In terms of Figure 1, this would be a

breakdown of the interfaces between propriocepters and

interceptors and direct perception. Thus, to correctly

perceive multimodal affordances, propriocepters and in-

terceptors must be correctly activated or appropriate senso-

ry-substitution schemes must be identified. Indeed, we

believe that correlation of multimodal stimulation is a

key mechanism in how information arises within the

context of Gibson’s theory of direction perception.

Another source of realization failure may be inade-

quate perception of body stature in the environment.

Gibson (1979) suggested that environmental properties

have to be measured relative to the body, without speci-

fying how this relationship is defined. Warren (1984)

argued that this is a visual perception; however, he ac-

knowledges that what must be occurring is perception

of environmental properties relative to the observer’s

capabilities. He proposed that the critical (maximum)

and optimal values of an environmental property, rele-

vant to performing an action, are an invariant propor-

tion of some aspect of the actor’s body scale. He dem-

onstrated this by showing that the climbing affordance

on stairs is influenced by visual information about the

height of the step and internal-state information about

the length of the observer’s leg. Marik (1987) extended

Warren’s finding by demonstrating that the critical

boundaries for the affordances of sitting and stair climb-

ing are scaled with reference to the actor’s eye height.

Warren and Whang (1987) found that perception of the

passability affordance depends on both visual informa-

tion about aperture width and internal knowledge of

shoulder width. At shoulder widths to doorway ratios of

less than 1:1.3, the subjects perceived insufficient clear-

ance, and rotated their bodies to proceed through the

opening. These findings are significant for understand-

ing how affordances may be perceived in VEs, because

they indicate that information about body stature in the

environment is required if the user is to correctly realize

affordances. Since VE designs frequently do not provide

users with information about their own stature (Anders,

1999), this may impede the realization of affordances.

In terms of Figure 1, this would be a loss of the infor-

mation represented by “stature” in the environment

block.

Realization failures associated with designed environ-

ments such as VEs may also occur due to inadequate

perception of action capabilities in the environment (see

Figure 1, action-capabilities block). For example, VEs

often do not match the real world in terms of what can

be done. Indeed, providing different action capabilities

is one of the motivations for using virtual environments.

Although VEs can evoke an immersive experience, this

does not lead automatically to a natural interface. To

experience a natural interface, the user should be able to

perceive what can be done via the interface.

Since VEs represent a kind of reality and seek to im-

merse their users in that reality, users have a reasonable

expectation that the environment behaves like reality

or in easily understandable deviations from reality. St.

Amant (1999) argued that:

Users only rarely encounter problems in using specific

widgets, and remedies at the given level of abstraction

can only provide a limited benefit. Problems more

often arise at a conceptual level. What is it possible to

do in the interface? Why can’t a given operator be
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executed in the current state? How can one reach a

desired goal? (p. 342)

Virtual-environment interface designs define what

users are capable of doing (e.g., moving, orienting),

thereby defining the context for and level of realism of

affordances included in the environment. In the exam-

ple of the passability-affordance study (Warren &

Whang, 1987), it is not clear that a VE user would

know that body rotation is possible in any particular

interface, much less necessary or helpful to gain passage.

In the example of the catchability study (Oudejans et

al., 1996), it is possible that VE users may not know

how to maneuver so as to catch something if locomo-

tion is represented fundamentally different than in the

natural environment. As a result, in such environments,

due to a lack of cues (e.g., body stature, propriocepters,

interceptors) users may not be able to depend on their

experience-based expectations about manipulating their

natural environment to realize such affordances. In such

circumstances, it may be possible to support affordance

realization via sensory-substitution schemes.

3 Sensory Substitution via Affordance-

Based Designs

The potential breakdowns in the realization of

affordances in VEs can potentially be overcome by (a)

correlating sensory stimuli to the experience represented

in the virtual world, (b) determining that a particular

modality is irrelevant to the experience, or (c) substitut-

ing information via another modality for missing modal-

ities. The latter approach, sensory-substitution schemes,

may have the greatest potential as it is not limited by

technology (as is the first approach) and does not re-

quire diminishment of an experience (as does the sec-

ond approach). Sensory-substitution schemes could po-

tentially be used to replace missing stimuli required to

evoke the realization of affordances.

There is evidence that sensory-substitution schemes

can lead to correct perceptions, even though the current

state of multimodal modeling in VE design is rudimen-

tary (Popescu, Burdea, & Trefftz, 2002). First, consider

that all perception, not just complex reactions to an en-

vironment, is multimodal (Storms, 2002). Bregman

(1990) believes that the auditory and visual modalities

interact in order to specify the nature of certain events

within a perceiver’s environment. Eimer (2001) asserts

that cross-modal links exist in spatial attention between

vision, audition, and touch, and that the emerging evi-

dence is that cross-modal links in spatial attention affect

sensory-perception stages, but have less impact on later

postperceptual stages. The body of evidence in the liter-

ature clearly indicates that under certain conditions, au-

ditory-visual perceptual phenomena do exist (Storms).

The implication for the present work is that since sensory

modalities are complementary, they may be to some extent

redundant and therefore replaceable by stimuli in other

modalities.

Next, consider the evidence that there may be under-

lying neurological factors that determine perception

more than the specific sensory modalities involved. Spe-

cifically, if the brain is structured to favor perceptions

arising from multimodal stimuli, then correct perception

may depend on multimodal stimuli. Stein and Meredith

(1993) found neurological evidence for this position,

based primarily on their study of cats. They conclude:

The spatial register among the receptive fields of mul-

tisensory neurons and their temporal response proper-

ties provide a neural substrate for enhancing re-

sponses to stimuli that covary in space and time and

for degrading responses that are not spatially and

temporally related. (p. 172)

The implication to the present work is that since

brain structure may be favorable toward perception of

multimodal stimuli, then in environments such as VEs,

where specific sensory modalities are impoverished, cor-

rect perception may require stimuli that substitute for the

improvised modality.

Next, consider that there is evidence that stimulation

in one modality can complement or distract from stimu-

lation in other modalities. Curran, Schacter, and Galluc-

cio (1999) provided evidence for cross-modal priming,

specifically that verbal data primed the perception of

subsequent visual images. Henneman and Long (1954)

indicated that there has been very little experimental
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evidence comparing audition and vision as channels for

data presentation, and concluded that most auditory-

visual intersensory studies have focused on sensory

thresholds as opposed to suprathreshold levels that typ-

ify actual perceptual phenomena. Rode, Salkovskis, and

Jack (2001) showed that an audio distraction signifi-

cantly lowered perceived pain, as measured by subjective

report and improvement on a muscle-stamina task.

Spence and Driver (1997) argued that people can moni-

tor cross-modal stimuli as effectively as a single stimulus.

The implication for the present work is that the ability

for stimuli in some modalities to distract from stimuli

in other modalities suggests that cross-modal sensory-

substitution schemes can be an effective VE design ap-

proach, within yet-to-be-determined limits.

Finally, Shimojo and Shams (2001) noted that the

direction of cross-modal interactions was previously

thought to be determined by the relative appropriate-

ness of the modalities involved in a task. Emerging evi-

dence, however, is that the direction depends at least in

part on the structural (spatial versus temporal) nature of

the stimuli. They, along with other researchers, such as

Monder and Amirault (1998), have noted the strong

association between spatial perceptions and visual stim-

uli, and temporal perceptions and auditory stimuli. Shi-

mojo and Shams suggested that the brain may accept

stimuli in a modality other than the natural mode, if the

underlying spatial-temporal structure of the stimuli is

retained. This is similar to the argument in favor of

stimulus-response compatibility advanced in, for exam-

ple, Eberts (1994). In general, relationships between

stimuli and responses are compatible when they facili-

tate action. The example cited in Eberts is for a stovetop

design, in which the controls are laid out in the same

pattern as the stove burners. The implication for the

present work is that substitution schemes should match

stimuli to the spatial-temporal nature of the perception.

The foregoing discussion presents the general case

that substitution schemes may succeed; however, the

specific form of the substitution scheme has not been

considered. There are many different conceivable

sensory-substitution schemes; the literature provides

some guidance on which are likely to succeed. First,

consider that the only mechanism that a VE designer

has for communicating with its users is through the

properties of objects represented in the virtual world.

Therefore, the only possible sensory-substitution

schemes will be ones that exploit the exterocepter sen-

sory systems (i.e. vision, audition) and propriocepters

(i.e., cutaneous [or haptic], gustation, and olfaction).

The most obvious scheme would be to provide visual

cues to substitute for the missing sensory stimulation.

This is because: (a) visual stimuli in VEs are already

available and powerful, (b) the visual sensory system has

the broadest band input to the brain (Sharma, Pavlovic,

& Huang, 1998), and (c) the visual-dominance effect

often occurs (Storms, 2002).

The visual sense is generally considered the dominant

sense. Unless there are significant differences in the in-

tensities of information gathered via different modali-

ties, visual stimuli have been found to have a greater

influence on perception via other modalities, as com-

pared to the influence of other modalities on the visual

sense (Stein & Meredith, 1993). Wickens (1992) ex-

plained visual dominance by stating: “If visual stimuli

are appearing at the same frequency and providing in-

formation of the same general type or importance as

auditory or propriocepter stimuli, biases toward the vi-

sual source at the expense of the other two (auditory

and propriocepter) will be expected” (p. 108). Cohn,

DiZio, and Lackner (2000) presented an example of

how a visually pure environment can elicit a visual reflex

rather than a straightforward perception of the sensory

data. More specifically, they showed that visual informa-

tion about body motion alone is sufficient to elicit di-

rectionally appropriate Coriolis compensations. Sriniva-

san, Beauregard, and Brock (1996) demonstrated the

effect of visual dominance on haptic perception. In this

experiment, participants had to discriminate the stiffness

of two virtual springs when provided with independent

visual and haptic feedback about their stiffness. When

the visual stiffness stimuli conflicted with the haptic

stiffness stimuli, participants judged stiffness consistent

with the visual stimuli in preference to the haptic feed-

back. Ivanenko, Viaud-Delmon, Sigler, Israel, and

Berthoz (1998) showed that humans exposed to a VE

undergo adaptations at the sensory level, including ad-

aptations of the vestibulo-ocular reflex and angular dis-

488 PRESENCE: VOLUME 14, NUMBER 4



placement perception, and that these adaptations may

occur independently of one another. Prothero et al.

(1999) were able to normalize the ill effects associated

with missing vestibular cues through the provision of a

visual stimulus calibrated to the stationary stance of ob-

servers immersed in a virtual world. Taken together,

these studies provide evidence that visual stimuli can

evoke a reaction in other sensory systems. Thus, visual

stimuli alone may evoke a perception comparable to

that evoked by multimodal stimuli in the natural envi-

ronment.

Vision is not, however, the dominant sense in every

circumstance. Substitution schemes other than purely

visual stimuli should thus be considered. During signal

detection, which is temporal in nature and typically as-

sociated with sustained attention or vigilance, the audi-

tory channel proves dominant over the visual channel,

which is why warning signals are typically produced with

auditory devices (Storms, 2002). There is also evidence

that the intensity of visual images can be enhanced by

audio stimuli (Shimojo & Shams, 2001).

What about sensory-substitution schemes exploiting

propriocepters? There is very little research into provid-

ing sensory stimulation for gustation and olfaction, but

somewhat more for haptic stimulation. Proffitt and Kai-

ser (1995) provided an example of haptic dominance.

They asked participants to estimate the incline of a hill

while provided with audio, visual, and haptic stimuli,

and the most accurate estimates resulted from the haptic

interaction. In general, however, there is little evidence

encouraging approaches exploiting propriocepters

(Popescu et al., 2002). Therefore, initially, sensory-sub-

stitution schemes may be based on exterocepters, that

is, visual and auditory, instead of propriocepters stimuli.

Several authors have suggested that sensory substitu-

tions should map spatial information to visual substitu-

tion cues and temporal information to auditory cues

(Popescu et al., 2002; Shimojo & Shams, 2001). This

suggests that the structure of the information to be per-

ceived might indicate the best substitution scheme.

The success of a sensory-substitution scheme depends

on an understanding of how several factors are inte-

grated into a percept, including multimodal stimuli,

available effectors, experience, attention, consistency,

motivation, organization, attitude, and learning (see

Figure 1). If this integration process is well understood,

then designers can exploit that understanding in their

design of sensory-substitution schemes. The foregoing

discussion led to a number of design recommendations

for implementing sensory-substitution schemes for miss-

ing sensory modalities, which should evoke specific af-

fordances (see Table 2).

4 Conclusions

The utility of affordance-based design is that it

should allow users to readily perceive what can and

should be done in a virtual environment. Yet a given

virtual environment offers its users the affordances in-

tended by the designer only if the design enables their

realization. The present work argues that realization of

affordances requires sufficiency in a number of related

factors: sufficient sensory stimulation, including multi-

modal sensory simulation, sufficient perception on body

stature, and sufficient perception of action capabilities,

all of which are challenging to provide with present-day

VE technology. The work presented a conceptual model

for designing appropriate sensory-substitution schemes

within the constraints of existing VE technology that

can support the realization of specific affordances. This

Table 2. Design Recommendations for Sensory Substitutions

to Evoke Affordances

Condition Design Guideline

Where the affordance is

perceived in the

natural environment

with purely visual or

auditory stimuli

No substitutional stimuli

should be required

Where the affordance is

essentially a spatial

perception

Substitute for missing

sensory stimuli with

visual stimuli

Where the affordance is

essentially a temporal

perception

Substitute for missing

sensory stimuli with

auditory stimuli
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work was followed by an experimental program empiri-

cally validating the conceptual mode, and the guidelines

for substitution schemes as presented in Table 2. The

results of that experimental program are being prepared

for publication.
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