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## Synopsis

In this paper, we study boundary problems with dynamic boundary conditions, that is, with boundary operators containing time derivatives. The equations under consideration are transformed into abstract Cauchy problems $\dot{x}-C x=f$ and $x(0)=x_{0}$. Abstract theoretical results concerning the operators $C$ are obtained by the study of a naturally arising pseudodifferential operator. For existence and uniqueness theorems concerning solutions of parabolic and hyperbolic equations, we then apply the theory of semigroups in Banach spaces. Some examples of semilinear and quasilinear problems, to which our results apply, are given.

## 0. Introduction

In this paper, we study differential equations with boundary conditions containing time derivatives. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$ and outer unit normal vector field $v$, and let $\Delta$ be the Laplace operator with respect to the space variables. By dots we denote time derivatives and the given functions $f$ and $g$ may depend on space, time or the solutions. We look for existence and uniqueness results about equations of the following types:
(P1) $\dot{u}-\Delta u=f \quad$ in $\Omega \times \mathbb{R}_{+}$,

$$
\begin{aligned}
\dot{u}+\frac{\partial u}{\partial v} & =g & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
u(0) & =u_{0} & & \text { in } \bar{\Omega} . \\
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R}_{+},
\end{aligned}
$$

$$
\begin{align*}
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R}_{+},  \tag{P2}\\
\dot{u}+\frac{\partial u}{\partial v} & =g & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
u(0) & =u_{0} & & \text { on } \partial \Omega . \\
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R}_{+},  \tag{P3}\\
\ddot{u}+\frac{\partial u}{\partial v} & =g & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
u(0) & =u_{0} & & \text { on } \partial \Omega, \\
\dot{u}(0) & =u_{1} & & \text { on } \partial \Omega .
\end{align*}
$$

Problems of type (P1) are already mentioned in [9, appendix to par. 3]. We find them again in heat transfer problems in a solid in contact with a fluid [18]. In some recent publications, Sauer [22] and Grobbelaar-van Dalsen [14] treat heat
transfer problems with dynamic boundary conditions by means of their theory of "B-evolutions", which is applied to some semilinear and quasilinear problems in Hilbert spaces.

Problem (P3) sometimes occurs in connection wtih gravity waves ([17, Chapter 9]). Some cases are treated by Garipov [12] and Friedman and Shinbrot [11]. The latter authors also briefly discuss (P2).
Lions [19] and Diaz and Jimenez [10] use the theory of maximal monotone operators to solve some special nonlinear equations of types (P2) and (P3). Related problems with dynamic boundary conditions have been considered by Gröger (e.g. [13]) and Van Rensburg [26]; Rossouw [21] studied the physicomathematical origin of these conditions. Lewis, Marsden and Ratiu [27] and Okamoto [28] use the Hamiltonian structure of perfect fluid dynamics to investigate free boundary problems arising in this context (cf. also [29]).
In our approach to the solution of such problems, we use the theory of semigroups in Banach spaces. To give an idea of our methods, let us look at the formally easiest problem (P2). Observe that the operator of interest, here the Neumann operator, maps functions defined on the domain $\Omega$ to functions defined on its boundary $\partial \Omega$, and therefore it is not a candidate for a generator of a semigroup on any function space. To make semigroup theory applicable, our problem must first be transformed.

We now use the notation $A=-\Delta$ and $B_{0}=(u \mapsto u \mid \partial \Omega)$ and assume that the Dirichlet problem $-\Delta u(x)=f(x)$ in $\Omega, u(x)=g(x)$ on $\partial \Omega$ is uniquely solvable, that is, $\left(A, B_{0}\right) \in$ isom $(X, Y \times Z)$ for suitable function spaces $X, Y, Z$. Thus we can decompose the space of solutions $X$ into the direct sum

$$
\begin{aligned}
X & =\operatorname{ker} B_{0} \oplus \operatorname{ker} A \\
u & =\left(A, B_{0}\right)^{-1}(A u, 0)+\left(A, B_{0}\right)^{-1}\left(0, B_{0} u\right) \\
& =: w+R_{0} B_{0} u \\
& =: w+R_{0} z
\end{aligned}
$$

Setting $B:=\partial / \partial v,(\mathrm{P} 2)$ is equivalent to $A w=f$ in $\Omega \times \mathbb{R}_{+}, \dot{z}+B R_{0} z=g-B w=$ $g-B\left(A, B_{0}\right)^{-1}(f, 0)$ on $\partial \Omega \times \mathbb{R}_{+}$and $z(0)=z_{0}$ on $\partial \Omega$. By obvious identifications, we now rewrite the last two lines as an abstract nonlinear Cauchy problem $\dot{x}-C x=F(x), x(0)=x_{0}$, and so the natural question arises as to whether the operator $C:=-B R_{0}$ is the generator of a semigroup. This question has already been formulated in [19]. In the first part of this paper, we give a rather general and positive answer, in that we allow much more general operators than the Laplacian and the Neumann boundary operator.

The difficult part of the proof is the derivation of resolvent estimates. With this aim, we represent $B R_{0}$ for the case $\Omega$ being the halfspace $\mathbb{R}^{n-1} \times \mathbb{R}_{+}$as a pseudodifferential operator, that is, $B R_{0}=\mathscr{F}_{n-1}^{-1} \mathbb{B R}_{0}\left(\xi^{\prime}\right) \mathscr{F}_{n-1}$, where we denote the Fourier transform in $\mathbb{R}^{n-1}$ by $\mathscr{F}_{n-1}$. The symbol $\mathbb{B R}_{0}\left(\xi^{\prime}\right)$, a complex $N \times N$-matrix-valued map of $\mathbb{R}^{n}$, possesses certain homogeneity properties with respect to the variables $\xi^{\prime}$, which enables us to apply the Michlin-Hörmander multiplier theorem. Once we have established the desired estimate in the halfspace, we carry it over to the general situation by the well-known Korn trick which involves localisation and perturbation arguments.

We then transform the problems under consideration as indicated above, and apply some results from nonlinear functional analysis. There we profit from the precise knowledge of the domains of the operators involved. Since we can work in $L_{p}$-spaces, we can allow quite general nonlinearities. This paper contains a summary of the author's doctoral thesis, which we refer to for additional information about examples and details of proofs omitted or shortened here.

## 1. A priori estimates

### 1.1. Definitions and assumptions

Let $n, m, N \in \mathbb{N} \backslash\{0\}, n \geqq 2$, and let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with smooth boundary $\partial \Omega$. Given $a_{\alpha}: \Omega \rightarrow \mathscr{L}\left(\mathbb{C}^{N}\right), \alpha \in \mathbb{N}^{n},|\alpha| \leqq 2 m$, and $b_{\beta}^{j}: \partial \Omega \rightarrow \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)$, $\beta \in \mathbb{N}^{n}, \quad|\beta| \leqq c_{j}, \quad 0 \leqq c_{j} \leqq 2 m-1, \quad j=1, \ldots, m N$, we form the differential operators

$$
\begin{gathered}
\mathscr{A}(x, D):=\sum_{|\alpha| \leqq 2 m} a_{\alpha} D^{\alpha}, \\
\mathscr{B}^{j}(x, D):=\sum_{|\beta| \leqq c_{j}} b_{\beta}^{j} D^{\beta}, \\
\mathscr{B}(x, D):=\left(\mathscr{B}^{1}(x, D), \ldots, \mathscr{B}^{m N}(x, D)\right),
\end{gathered}
$$

where the boundary operators are always understood in the trace sense. We denote the principal parts by $\mathscr{A}_{H}(x, D)$ and $\mathscr{B}_{H}^{j}(x, D)$, respectively.

Throughout this paper, the system $(\mathscr{A}(x, D), \mathscr{B}(x, D))$ of operators is assumed to have the following properties (cf. [7]):
(A) $\mathscr{A}(x, D)$ is normally elliptic, that is $\sigma\left(\mathscr{A}_{H}(x, \xi)\right) \subset[$ re $z>0]:=$ $\{z \in \mathbb{C} \mid$ re $z>0\}$ for all $(x, \xi) \in \bar{\Omega} \times \mathbb{S}^{n-1}$. Here we denote by $\sigma\left(\mathscr{A}_{H}(x, \xi)\right)$ the set of eigenvalues of the complex $N \times N$-matrix $\mathscr{A}_{H}(x, \xi)$, where $\mathscr{A}_{H}(x, \xi)$ is the symbol of $\mathscr{A}_{H}(x, D)$.

Let $\mathscr{B}_{0}(D):=\left(1_{N}, i(\partial / \partial v) 1_{N}, \ldots,(i(\partial / \partial v))^{m-1} 1_{N}\right)$ be the Dirichlet operator, where $v$ is the outer unit normal vector field on $\partial \Omega$ and let $T(\partial \Omega)$ be the tangent bundle of $\partial \Omega$.
(B) $\mathscr{B}(x, D)$ satisfies the uniform strong complementing condition with respect to $\mathscr{A}(x, D)$, that is: For all $(x, \xi) \in T(\partial \Omega)$ and $\lambda, \mu \in[$ re $z \geqq 0]$ with $(\xi, \lambda) \neq(0,0)$ and $(\xi, \mu) \neq(0,0)$, the zero function is the only exponentially decaying solution of the system of ordinary differential equations

$$
\begin{aligned}
{\left[\lambda+\mathscr{A}_{H}\left(x, \xi-v(x) D_{t}\right)\right] u(t) } & =0, \quad t>0 \\
{\left[\mu \mathscr{B}_{0}+\mathscr{B}_{H}\left(x, \xi-v(x) D_{t}\right)\right] u(0) } & =0
\end{aligned}
$$

Additionally, the operator $\mathscr{B}_{0}$ is supposed to satisfy the normal complementing condition with respect to $\mathscr{A}$, that is, we have (B) for $\mathscr{B}_{0}$ with $\mu=0$.

Remarks 1.1. (i) (A) is implied by the uniform strong ellipticity, that is, $\operatorname{re}\left(\mathscr{A}_{H}(x, \xi) \eta \mid \eta\right) \geqq \alpha>0$ for all $(x, \xi) \in \Omega \times \mathbb{S}^{n-1}, \eta \in \mathbb{C}^{N},|\eta|=1$.
(ii) (A) implies the strong root condition: For all $(x, \xi) \in T(\partial \Omega), \lambda \in[\mathrm{re} z \geqq 0]$, $(\lambda, \xi) \neq(0,0)$ the polynomial $\left(z \mapsto \operatorname{det}\left(\lambda+\mathscr{A}_{H}(x, \xi-v(x) z)\right)\right.$ ) has exactly $m N$ roots in [im $z>0$ ].

Examples 1.2 . The assumptions are fulfilled in the case of a uniformly very strongly elliptic second order system (i.e. the differential operator satisfies the uniform Legendre condition) with mixed conormal and Dirichlet boundary conditions and for certain systems of separated divergence form (cf. [7]).

### 1.2. Representation of the pseudodifferential operator

In this section, we assume that the operators have constant coefficients and derivatives of highest order only, that is,

$$
\begin{aligned}
& \mathscr{A}(D):=\sum_{|\alpha|=2 m} a_{\alpha} D^{\alpha}, \quad a_{\alpha} \in \mathscr{L}\left(\mathbb{C}^{N}\right), \quad|\alpha|=2 m \\
& \mathscr{B}^{i}(D):=\sum_{|\beta|=c_{j}} b_{\beta}^{j} D^{\beta}, \quad b_{\beta}^{j} \in \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right), \quad|\beta|=c_{j}, \quad j=1, \ldots, m N
\end{aligned}
$$

Let $S_{\alpha}:=\{z \in \mathbb{C}| | \arg z \mid \leqq \alpha\} \cup\{0\}$ and $\mathbb{R}_{+}:=(0, \infty)$. We choose $\eta \in S_{\pi / 4 m}$ satisfying $\eta^{2 m}=\lambda$ and consider the problem

$$
\begin{align*}
(\lambda+\mathscr{A}(D)) u\left(x^{\prime}, t\right) & =0 & & \text { in } \mathbb{H}^{n}:=\mathbb{R}^{n-1} \times \mathbb{R}_{+},  \tag{1.1}\\
\mathscr{B}^{j}(D) u\left(x^{\prime}, 0\right) & =g^{j}\left(x^{\prime}\right) & & \text { on } \mathbb{R}^{n-1}, j=1, \ldots, m N, \tag{1.2}
\end{align*}
$$

where $g^{j} \in \mathscr{S}\left(\mathbb{R}^{n-1}, \mathbb{C}\right)$, the Schwartz space of rapidly decreasing functions. Applying the Fourier transform with respect to the variable $x^{\prime}$, and fixing $\xi^{\prime} \in \mathbb{R}^{n-1} \equiv \mathbb{R}^{n-1} \times\{0\} \subset \mathbb{R}^{n}$, we are led to the system of ordinary differential equations of order $2 m$

$$
\begin{align*}
\left(\lambda+\mathscr{A}\left(\xi^{\prime}+e_{n} D_{t}\right)\right) \hat{u}\left(\eta, \xi^{\prime}, t\right) & =0 & & \text { in } \mathbb{H}^{n}  \tag{1.3}\\
\mathscr{B}^{j}\left(\xi^{\prime}+e_{n} D_{t}\right) \hat{u}\left(\eta, \xi^{\prime}, 0\right) & =\hat{g}^{j}\left(\xi^{\prime}\right) & & \text { in } \mathbb{R}^{n-1}, j=1, \ldots, m N \tag{1.4}
\end{align*}
$$

where $e_{n}:=(0, \ldots, 1)$.
For each $z \in \mathbb{C}$ we define $\mathscr{A}\left(\xi^{\prime}+e_{n} z\right)=: \sum_{k=0}^{2 m} a_{2 m-k}\left(\xi^{\prime}\right) z^{k}$, where, obviously,

$$
\begin{equation*}
a_{2 m-k}\left(r \xi^{\prime}\right)=r^{2 m-k} a_{2 m-k}\left(\xi^{\prime}\right) \quad \forall\left(\xi^{\prime}, r\right) \in \mathbb{R}^{n-1} \times \mathbb{R}_{+} \tag{1.5}
\end{equation*}
$$

and because of (A) we have $a_{0}=\mathscr{A}\left(e_{n}\right) \in \mathscr{G L}\left(\mathbb{C}^{N}\right)$, the group of invertible complex $N \times N$-matrices. Moreover, we put $\mathscr{B}^{j}\left(\xi^{\prime}+e_{n} z\right)=: \sum_{l^{\prime}=0}^{c_{j}} b_{j, c_{j}-l}\left(\xi^{\prime}\right) z^{l}$, where

$$
\begin{equation*}
b_{j, c_{j}-l}\left(r \xi^{\prime}\right)=r^{c_{i}-l} b_{j, c_{j}-l}\left(\xi^{\prime}\right) \quad \forall\left(\xi^{\prime}, r\right) \in \mathbb{R}^{n-1} \times \mathbb{R}_{+}, \quad j=1, \ldots, m N \tag{1.6}
\end{equation*}
$$

The expressions

$$
\begin{aligned}
\tilde{a}_{j} & :=\tilde{a}_{j}\left(\xi^{\prime}\right):=-a_{0}^{-1} a_{j}\left(\xi^{\prime}\right), \quad j=1, \ldots, 2 m-1, \\
\tilde{a}_{2 m} & :=\tilde{a}_{2 m}\left(\eta, \xi^{\prime}\right):=-a_{0}^{-1}\left(\eta^{2 m}+a_{2 m}\left(\xi^{\prime}\right)\right),
\end{aligned}
$$

are then used to define the matrix-valued function

$$
\mathbb{A}:=\left[\begin{array}{cccccc}
0 & 1 & & & & \\
& 0 & 1 & & & \\
& & \ddots & \ddots & & \\
& & & \ddots & \ddots & \\
& & & & 0 & 1 \\
\tilde{a}_{2 m} & \tilde{a}_{2 m-1} & \cdots & \cdots & \cdots & \tilde{a}_{1}
\end{array}\right]: S_{\pi / 4 m} \times \mathbb{R}^{n-1} \rightarrow \mathscr{L}\left(\mathbb{C}^{2 m N}\right)
$$

For every $\xi^{\prime} \in \mathbb{R}^{n-1}$, let $\mathbb{B}\left(\xi^{\prime}\right) \in \mathscr{L}\left(\mathbb{C}^{2 m N}, \mathbb{C}^{m N}\right)$ be the matrix with rows

$$
\begin{aligned}
\mathbb{B}\left(\xi^{\prime}\right):= & {\left[b_{j, c_{j}}\left(\xi^{\prime}\right), b_{j, c_{j}-1}\left(\xi^{\prime}\right), \ldots, b_{j, 0}\left(\xi^{\prime}\right), 0, \ldots, 0\right] } \\
& \in \mathscr{L}\left(\mathbb{C}^{2 m N}, \mathbb{C}\right), \quad c_{i} \leqq c_{j} \quad \forall i \leqq j, \quad i, j=1, \ldots, m N
\end{aligned}
$$

Finally, we put

$$
\begin{aligned}
v & :=\left(v_{1}, \ldots, v_{2 m}\right)^{\top} \in \mathbb{C}^{2 m N}, \\
v_{k} & :=v_{k}\left(\eta, \xi^{\prime}, t\right):=D_{t}^{k-1} \hat{u}\left(\eta, \xi^{\prime}, t\right), \quad k=1, \ldots, 2 m, \quad\left(\xi^{\prime}, t\right) \in \mathbb{H}^{n}, \\
h & :=\hat{g}:=\left(\hat{g}_{1}, \ldots, \hat{g}_{m N}\right)^{\top} \in \mathscr{P}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right) .
\end{aligned}
$$

Then (1.3), (1.4) is equivalent to the first order system

$$
\begin{aligned}
D_{t} v\left(\eta, \xi^{\prime}, t\right) & =\mathbb{A}\left(\eta, \xi^{\prime}\right) v\left(\eta, \xi^{\prime}, t\right) \\
\mathbb{B}\left(\xi^{\prime}\right) v\left(\eta, \xi^{\prime}, 0\right) & =h\left(\xi^{\prime}\right), \quad\left(\xi^{\prime}, t\right) \in \mathbb{H}^{n} .
\end{aligned}
$$

Lemma 1.3.

$$
\operatorname{det}\left(\eta^{2 m}+\sum_{k=0}^{2 m} a_{2 m-k} \lambda^{k}\right)=\operatorname{det}\left(a_{0}\right) \operatorname{det}(\lambda-\mathbb{A})
$$

Proof. The claim follows by expansion with respect to the last $N$ rows of the determinant of $\lambda-A$ and elementary matrix manipulations [15].

As implied by the statement above, the roots of the polynomial $(z \mapsto \operatorname{det}(\lambda+$ $\left.\mathscr{A}\left(\xi^{\prime}+e_{n} z\right)\right)$ ) are exactly the eigenvalues of $\mathbb{A}\left(\eta, \xi^{\prime}\right)$. Hence, by the root condition (Remark $1.1\left(\right.$ ii)), $e^{i \mathbb{A}\left(\eta, \xi^{\prime}\right) t}$ is a linear hyperbolic flow [3], the stable (unstable) subspace of which we denote by $E_{+}\left(\eta, \xi^{\prime}\right)\left(E_{-}\left(\eta, \xi^{\prime}\right)\right.$ ).

Remarks 1.4. (i) $E_{+}\left(\eta, \xi^{\prime}\right)$ (respectively $E_{-}\left(\eta, \xi^{\prime}\right)$ ) is the direct sum of the algebraic eigenspaces belonging to the eigenvalues of $i \mathbb{A}$ with real part in the left (right) complex half plane [3, Theorem (13.4)].
(ii) As an obvious consequence of the root condition (Remark 1.1(ii)) we have

$$
\operatorname{dim} E_{+}\left(\eta, \xi^{\prime}\right)=\operatorname{dim} E_{-}\left(\eta, \xi^{\prime}\right)=m N, \quad \xi^{\prime} \in \mathbb{R}^{n-1}
$$

(iii) The operator $\mathscr{B}$ satisfies the normal complementing condition if and only if $\mathbb{B}\left(\xi^{\prime}\right) \in$ isom $\left(E_{+}\left(\eta, \xi^{\prime}\right), \mathbb{C}^{m N}\right)$. This follows easily from the fact that the solutions of (1.3) are given by the formula $\hat{u}\left(\eta, \xi^{\prime}, t\right)=p r_{1}\left(e^{i \mathbb{A}\left(\eta, \xi^{\prime}\right) t} v\left(\eta, \xi^{\prime}, 0\right)\right)$, where $p r_{1}(v):=v_{1}$ for $v=\left(v_{1}, \ldots, v_{2 m}\right) \in \mathbb{C}^{2 m N}$.

For the operator $\mathscr{B}_{0}(D)=\left(1_{N}, D_{t} 1_{N}, \ldots, D_{t}^{m-1} 1_{N}\right)$ we have $\mathbb{B}_{0}\left(\xi^{\prime}\right)=$ $\left[1_{m N}, 0\right] \in \mathscr{L}\left(\mathbb{C}^{2 m N}, \mathbb{C}^{m N}\right)$, for all $\xi^{\prime} \in \mathbb{R}^{n-1}$. Because of our assumption (B) and Remark 1.4(iii) we can define the operator $\mathbb{R}_{0}\left(\eta, \xi^{\prime}\right):=\left(\mathbb{B}_{0} \mid E_{+}\left(\eta, \xi^{\prime}\right)\right)^{-1} \in$ isom $\left(\mathbb{C}^{m N}, E_{+}\left(\eta, \xi^{\prime}\right)\right)$ and also the matrix-valued function $\mathbb{B}_{0}\left(\eta, \xi^{\prime}\right):=$ $\mathbb{B}\left(\xi^{\prime}\right) \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right)$.

The heart of this section is the following lemma.
Lemma 1.5. (i) $\mu+\mathbb{B R}\left(\eta, \xi^{\prime}\right) \in \mathscr{G} \mathscr{L}\left(\mathbb{C}^{m N}\right)$ for all $\mu \in[\operatorname{Re} \mu \geqq 0]$.
(ii) $\left[\mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right)\right]_{k, l+1} \in \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)$ is positively homogeneous of degree $c_{k}-l$ $k=1, \ldots, m N, l=0, \ldots, m-1$.

Proof. Assumption (B) and Remark 1.4(iii) imply (i). In the case of a single equation $(N=1)$, the proof of (ii) becomes much easier and, apart from simple
alterations, can be found in [25]. In the system case, we decompose the matrix $\mathbb{A}\left(\eta, \xi^{\prime}\right)$ in canonical Jordan form, which leads to a useful matrix representation of $\mathbb{R}_{0}\left(\eta, \xi^{\prime}\right)$. The homogeneity property (ii) then follows from (1.5) and (1.6). For details see Hintermann [15].

In the sequel, we always refer to the notations

$$
b:=\left(b_{1}, \ldots, b_{m N}\right):=(\overbrace{0, \ldots, 0,1, \ldots, 1, \ldots, m-1, \ldots, m-1)}^{N \text { times }}
$$

and

$$
c:=\left(c_{1}, \ldots, c_{m N}\right) \in \mathbb{N}^{m N}
$$

The vector $b$ (respectively $c$ ) gives the order of the operator $\mathscr{B}_{0}$ (respectively $\mathscr{B}$ ).
Remarks 1.6. (i) As the proof of Lemma $1.5(\mathrm{ii})$ shows, we always have $\left[\mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right)\right]_{i j}=0$ if $c_{i}-b_{j}>0,1 \leqq i, j \leqq m N$.
(ii) We may always assume $c \geqq b$. Indeed, if $c_{i}<b_{i}, i \in\{1, \ldots, m N\}$, then $c_{j} \leqq b_{i}$ for all $j \leqq i$ and so, by the construction of $\mathbb{B}\left(\xi^{\prime}\right)$, its rank is less than maximal and $\mathbb{B} \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right)$ is not invertible.

As a summary of this section, we have the following conclusions: for any $g$ in, say, the space of tempered distributions, the Dirichlet problem $(\lambda+\mathscr{A}(D)) u=0$ in $\mathbb{H}^{n}, \mathscr{B}_{0}(D) u(0)=g$ on $\mathbb{R}^{n-1}$ has a solution given by the formula $u:=\mathscr{R}_{0}(\lambda) g=$
 pseudodifferential operator, and its symbol is the matrix-valued function $\mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right)$, that is, $\mathscr{B} \mathscr{R}_{0}(\lambda) g=\mathscr{F}_{n-1}^{-1} \mathbb{B} \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right) \mathscr{F}_{n-1} g$.

### 1.3. A priori estimate I (constant coefficients, principal parts, halfspace)

We denote by $\mathscr{S}^{\prime}:=\mathscr{S}^{\prime}\left(\mathbb{R}^{n}, \mathbb{C}^{N}\right)$ the space of $\mathbb{C}^{N}$-valued tempered distributions on $\mathbb{R}^{n}$ and by $\mathscr{F}$ the Fourier transform in $\mathscr{S}^{\prime}$.

We put

$$
\begin{array}{rlrl}
\Lambda^{s}(\eta, \xi) & :=\left(|\eta|^{2}+|\xi|^{2}\right)^{s / 2} ; \quad \xi \in \mathbb{R}^{n}, \quad s \in \mathbb{R}, & \eta \in \mathbb{C}, \\
\Lambda^{\sigma}(\eta, \xi) & :=\operatorname{diag}\left[\Lambda^{\sigma_{1}}(\eta, \xi), \ldots, \Lambda^{\sigma_{r}}(\eta, \xi)\right] ; & \sigma \in \mathbb{R}^{r} \\
\mathscr{T}^{s} & :=\mathscr{F}^{-1} \Lambda^{s}(1, \xi) \mathscr{F} \in \mathscr{L}\left(\mathscr{P}^{\prime}\right) . & &
\end{array}
$$

For $1<p<\infty$ and $s \in \mathbb{R}$ we define the Bessel potential spaces by

$$
H_{p}^{s}:=H_{p}^{s}\left(\mathbb{R}^{n}\right):=\left(\left\{u \in \mathscr{S}^{\prime} \mid \mathscr{T}^{s} u \in L_{p}\left(\mathbb{R}^{n}, \mathbb{C}^{N}\right)\right\}, \quad\|\cdot\|_{s, p}\right), \quad\|u\|_{s, p}:=\left\|\mathscr{T}^{s} u\right\|_{p}
$$

and the Besov spaces by real interpolation, that is,

$$
B_{p q}^{s}:=B_{p q}^{s}\left(\mathbb{R}^{n}\right):= \begin{cases}\left(H_{p}^{k}, H_{p}^{k+1}\right)_{s-k, q} & k<s<k+1, \quad k \in \mathbb{Z} \\ \left(H_{p}^{k-1}, H_{p}^{k+1}\right)_{s / 2, q} & k=s \in \mathbb{Z}\end{cases}
$$

their norms we denote by $\|\cdot\|_{s, p q}$. For further information (interpolation, trace theorems) we refer to $[8,25]$.

For any $\sigma=\left(\sigma_{1}, \ldots, \sigma_{m N}\right)$ we define the "boundary spaces"

$$
\partial B_{p}^{\sigma}:=\partial B_{p}^{\sigma}\left(\mathbb{R}^{n-1}\right):=\prod_{j=1}^{m N} B_{p p}^{\sigma_{j}-1 / p}\left(\mathbb{R}^{n-1}, \mathbb{C}\right)
$$

and we denote their norm again by $\|.\|_{\sigma, p p}$, without causing confusion. It is not hard to see that $\mathbb{B} \mathbb{R}_{0}(\eta,.) \in C^{\infty}\left(\mathbb{R}^{n-1} \backslash\{0\}, \mathscr{L}\left(\mathbb{C}^{m N}, \mathbb{C}^{m N}\right)\right)$ for all $\eta \in S_{\pi / 4 m}$. Therefore, due to the compactness of $K:=\left\{\left(\eta, \xi^{\prime}\right) \in S_{\pi / 4 m} \times \mathbb{R}^{n-1} \mid \Lambda^{1}\left(\xi^{\prime}, \eta\right)=1\right\}$, the constant

$$
M:=\max _{|\alpha| \leq[n / 2]+1} \max _{\left(\eta, \xi^{\prime}\right) \in K}\left|\partial_{\xi^{\prime}}^{\alpha}, \mathbb{B} \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right)\right|
$$

is well defined. As a consequence of Lemma 1.5(ii) $\Lambda^{-c}\left(1, \xi^{\prime}\right) \mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right) \Lambda^{b}\left(1, \xi^{\prime}\right)$ is homogeneous of degree 0 and hence by the Michlin-Hörmander multiplier theorem (e.g. [16, 25]) we can establish the following two lemmas.

Lemma 1.7. For each $\eta \in S_{\pi / 4 m}, \Lambda^{-c}\left(1, \xi^{\prime}\right) \mathbb{B}_{0}\left(\eta, \xi^{\prime}\right) \Lambda^{b}\left(1, \xi^{\prime}\right)$ is a multiplier in $L_{p}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right), 1<p<\infty$, and

$$
\left\|\mathscr{F}_{n-1}^{-1} \Lambda^{-c}\left(1, \xi^{\prime}\right) \mathbb{B} \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right) \Lambda^{b}\left(1, \xi^{\prime}\right) \mathscr{F}_{n-1}\right\|_{\mathscr{L}\left(L_{p}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right)\right)} \leqq c(n, N, p, M, \lambda) .
$$

Lemma 1.8. Let $1<p<\infty$ and $\eta \in S_{\pi / 4 m}$. There exists a constant $\mu_{0}>0$ such that for all $\mu \in\left[\mathrm{re} \mu \geqq \mu_{0}\right], \Lambda^{-b}\left(1, \xi^{\prime}\right)\left(\mu+\mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right)\right)^{-1} \Lambda^{c}\left(1, \xi^{\prime}\right)$ is a multiplier in $L_{p}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right)$ and

$$
\left\|\mathscr{F}_{n-1}^{-1} \Lambda^{-b}\left(1, \xi^{\prime}\right)\left(\mu+\mathbb{B} \mathbb{R}_{0}\left(\eta, \xi^{\prime}\right)\right)^{-1} \Lambda^{c}\left(1, \xi^{\prime}\right) \mathscr{F}_{n-1}\right\|_{\mathscr{L}_{\left(L_{p}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right)\right)} \leqq c\left(\mu_{0}\right) .} .
$$

We can now formulate the main result of this section.
Theorem 1.9. Let $s \in \mathbb{R}, 1<p<\infty, \lambda \in S_{\pi / 2} \backslash\{0\}$. Then there exists a constant $\mu_{0}>0$ such that for each $\mu \in\left[\mathrm{re} \mu \geqq \mu_{0}\right]$ the following two assertions hold:
(i) $\mu+\mathscr{B} \mathscr{R}_{0}(\lambda) \in$ isom $\left(\partial B_{p}^{s-b}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right), \partial B_{p}^{s-c}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right)\right)$.
(ii) There exists a constant $c\left(\mu_{0}, M\right)$, such that

$$
\|g\|_{s-b, p p}+|\mu|\|g\|_{s-c, p p} \leqq c\left(\mu_{0}, M\right)\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}(\lambda)\right) g\right\|_{s-c, p p}
$$

for all $g \in \partial B_{p}^{s-b}\left(\mathbb{R}^{n-1}, \mathbb{C}^{m N}\right)$.
Proof. We choose an arbitrary $g \in \partial B_{p}^{s-c}$. The multiplier theorem and Lemma 1.8 yield

$$
\begin{aligned}
&\left\|\mathscr{F}_{n-1}^{-1}\left(\mu+\mathbb{B R}_{0}\left(\eta, \xi^{\prime}\right)\right)^{-1} \mathscr{F}_{n-1} g\right\|_{s-b, p p} \\
&=\left\|\mathscr{F}_{n-1}^{-1} \Lambda^{-b}\left(1, \xi^{\prime}\right)\left(\mu+\mathbb{B}_{0}\left(\eta, \xi^{\prime}\right)\right)^{-1} \Lambda^{c}\left(1, \xi^{\prime}\right) \Lambda^{-c}\left(1, \xi^{\prime}\right) \mathscr{F}_{n-1} g\right\|_{s, p p} \\
& \leqq c\left\|\mathscr{F}_{n-1}^{-1} \Lambda^{-c}\left(1, \xi^{\prime}\right) \mathscr{F}_{n-1} g\right\|_{s, p p} \\
&=c\left\|\mathscr{T}^{-c} g\right\|_{s, p p} \leqq c\|g\|_{s-c, p p} .
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \in \mathscr{L}\left(\partial B_{p}^{s-c}, \partial B_{p}^{s-b}\right) . \tag{1.7}
\end{equation*}
$$

Analogously, we find

$$
\begin{equation*}
\mu+\mathscr{B} \mathscr{R}_{0} \in \mathscr{L}\left(\partial B_{p}^{s-b}, \partial B_{p}^{s-c}\right), \tag{1.8}
\end{equation*}
$$

which proves (i).
Now let $g \in \partial B_{p}^{s-b}$ be arbitrary. (1.7) implies $\|g\|_{s-b, p p} \leqq c\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}\right) g\right\|_{s-c, p p}$. Since

$$
\begin{aligned}
\mathbb{B} \mathbb{R}_{0}\left(\mu+\mathbb{B} \mathbb{R}_{0}\right)^{-1} & =\left(-\mu+\mu+\mathbb{B} \mathbb{R}_{0}\right)\left(\mu+\mathbb{B} \mathbb{R}_{0}\right)^{-1} \\
& =-\mu\left(\mu+\mathbb{B} \mathbb{R}_{0}\right)^{-1}+1
\end{aligned}
$$

we have

$$
\left(\mu+\mathbb{B R}_{0}\right)^{-1}=\frac{1}{\mu}\left(1-\mathbb{B} \mathbb{R}_{0}\left(\mu+\mathbb{B} \mathbb{R}_{0}\right)^{-1}\right)
$$

and so we deduce from (1.7) and (1.8)

$$
\begin{aligned}
\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1} g\right\|_{s-c, p p} & =\left\|\frac{1}{\mu}\left(1-\mathscr{B} \mathscr{R}_{0}\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1}\right) g\right\|_{s-c, p p} \\
& \leqq \frac{1}{|\mu|}\|g\|_{s-c, p p}+\frac{1}{|\mu|} c\|g\|_{s-c, p p} \\
& \leqq \frac{c}{|\mu|}\|g\|_{s-c, p p} .
\end{aligned}
$$

Consequently, we see that

$$
\begin{aligned}
\|g\|_{s-c, p p} & =\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1}\left(\mu+\mathscr{B} \mathscr{R}_{0}\right) g\right\|_{s-c, p p} \\
& \leqq \frac{c}{|\mu|}\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}\right) g\right\|_{s-c, p p},
\end{aligned}
$$

which establishes our assertion.

### 1.4. A priori estimate II (variable coefficients, bounded domain, lower terms)

Our next goal is the extension of Theorem 1.9 to the general situation, that is, we wish to replace the halfspace $\mathbb{H}^{n}$ by a smooth bounded domain in $\mathbb{R}^{n}$. Additionally, we wish to remove the restriction that the operators should have constant coefficients and, finally, the operators should be allowed to have lower order terms. This is done in the usual way via partition of the unity subordinate to coordinate patches and perturbation arguments. For an example of a proof of this kind, see [25]. In our situation, difficulties arise from the fact that we must split up the pseudodifferential operator $\mathscr{B} \mathscr{R}_{0}$ into the Dirichlet problem solution operator $\mathscr{R}_{0}$ and the boundary operator $\mathscr{B}$ again. Now we need some restrictions on $s$, which come from the fact that the trace operator fails to be bounded on $H_{p}^{s}(\Omega)$, if $s \leqq 1 / p$.

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain of class $C^{\infty}$. For $s \in \mathbb{R}$ and $1<p<\infty$ we introduce the local Bessel potential and Besov spaces ( $H_{p}^{s}(\Omega),\|u\|_{s, p, \Omega}$ ) and ( $\left.B_{p p}^{s}(\partial \Omega),\|u\|_{s, p p, \partial \Omega}\right)$, respectively, by restrictions (e.g. [25]). The boundary spaces $\partial B_{p}^{\sigma}(\partial \Omega), \quad \sigma=\left(\sigma_{1}, \ldots, \sigma_{m N}\right)$ are defined by $\partial B_{p}^{\sigma}(\partial \Omega):=$ $\prod_{j=1}^{m N} B_{p p}^{\sigma_{j}-1 / p}(\partial \Omega, \mathbb{C})$. We impose the following assumptions: $s \geqq 2 m$ and $1<p<\infty$ are fixed,

$$
\begin{gathered}
\mathscr{A}(x, D) u(x):=\sum_{|\alpha| \leqq 2 m} a_{\alpha}(x) D^{\alpha} u(x), \\
a_{\alpha} \in C^{\sigma}\left(\bar{\Omega}, \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}^{N}\right)\right), \quad \sigma>s-2 m, \\
\mathscr{B}^{j}(x, D) u(x):=\sum_{|\beta| \leqq c_{j}} b_{\beta}^{j}(x) D^{\beta} u(x), \quad j=1, \ldots, m N, \\
b_{\beta}^{j} \in C^{\sigma}\left(\partial \Omega, \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)\right), \quad \sigma_{j}>s-c_{j}-\frac{1}{p}, \quad j=1, \ldots, m N .
\end{gathered}
$$

(A) $\mathscr{A}$ is normally elliptic;
(B) $\mathscr{B}$ satisfies the uniform strong and $\mathscr{B}_{0}$ the normal complementing condition with respect to $\mathscr{A}$.

In the sequel we will use the following theorem.
Theorem 1.10. There exist constants $\lambda_{0}>0$ and $c>0$ such that for all $\lambda \in\left[\mathrm{re} z \geqq \lambda_{0}\right]$ and $u \in H_{p}^{s}(\Omega)$ the following assertions are true:
(i) $(\lambda+\mathscr{A}(x, D), \mathscr{B}(x, D)) \in \operatorname{isom}\left(H_{p}^{s}(\Omega), H_{p}^{s-2 m}(\Omega) \times \partial B_{p}^{s-c}(\partial \Omega)\right)$;
(ii) $\|u\|_{s, p}+|\lambda|\|u\|_{s-2 m, p} \leqq c\left[\left(1+|\lambda|^{(s-2 m) / 2 m}\right)\|(\lambda+\mathscr{A}) u\|_{s-2 m, p}\right.$

$$
\left.+\sum_{k=1}^{m N}\left(1+|\lambda|^{\left(s-c_{k}-1 / p\right) / 2 m}\right)\left\|\mathscr{B}^{j} u\right\|_{s-c_{k}-1 / p, p p}\right] .
$$

The constants $\lambda_{0}$ and $c$ depend upon the quantities $\left\|a_{\alpha}\right\|_{C^{\sigma}},\left\|b_{\beta}^{j}\right\|_{C^{a},} m, n, N, p, \Omega$, but not on $\lambda$ and $u$.

Proof. This follows essentially from the $L_{p}$-estimates for elliptic systems (cf. [2] and Agmon's trick [1]; see also [4]).

Because of (B) and Theorem 1.10, we may assume that $\left(\mathscr{A}, \mathscr{B}_{0}\right) \in$ isom ( $H_{p}^{s}(\Omega), H_{p}^{s-2 m}(\Omega) \times \partial B_{p}^{s-b}(\partial \Omega)$ ), adding a positive multiple of the identity to $\mathscr{A}(x, D)$, if necessary. Similarly as above, the operator $\mathscr{R}_{0}$ is given by $\mathscr{R}_{0}(x):=\left(\mathscr{A}(x, D), \mathscr{B}_{0}\right)^{-1}(0, \cdot) \in \mathscr{L}\left(\partial B_{p}^{s-b}(\partial \Omega), H_{p}^{s}(\Omega)\right)$. Finally we need the following hypothesis (which is fulfilled in the case of example (1.2), [15])
(V) There exists a constant $\mu^{*}>0$ such that $\left(\mathscr{A}, \mu \mathscr{B}_{0}+\mathscr{B}\right) \in$ isom $\left(H_{p}^{s}(\Omega)\right.$, $\left.H_{p}^{s-2 m}(\Omega) \times \partial B_{p}^{s-c}(\partial \Omega)\right)$ for all $\mu \in\left[\mathrm{re} z \geqq \mu^{*}\right]$.

Theorem 1.11. There are constants $\mu_{0}, c>0$, such that for each $\mu \in\left[\mathrm{re} z \geqq \mu_{0}\right]$ the following assertions are true:
(i) $\mu+\mathscr{B} \mathscr{R}_{0} \in$ isom $\left(\partial B_{p}^{s-b}(\partial \Omega), \partial B_{p}^{s-c}(\partial \Omega)\right.$ ),
(ii) $\|g\|_{s-b, p p}+|\mu|\|g\|_{s-c, p p} \leqq c\left\|\left(\mu+\mathscr{B} \mathscr{R}_{0}\right) g\right\|_{s-c, p p}$ for all $g \in \partial B_{p}^{s-b}(\partial \Omega)$.

The constants $\mu_{0}$ and $c$ depend on the quantities $\left\|a_{\alpha}\right\|_{c^{\sigma}},\left\|b_{\beta}^{j}\right\|_{c^{q},}, m, n, N, p, \Omega$, but not on $\mu$ and $u$.

Proof. See introductory remarks to this section, and [15].
Corollary 1.12. The operator $-\mathscr{B} \mathscr{R}_{0}$ is the generator of an analytic semigroup on $\partial B_{p}^{s-c}(\partial \Omega)$.

Proof. Observe that the domain of the operator $\mathscr{B} \mathscr{R}_{0}$, namely the space $\partial B_{p}^{s-b}(\partial \Omega)$, is dense in $\partial B_{p}^{s-c}(\partial \Omega)$. In order to show the closedness of $\mathscr{B} \mathscr{R}_{0}$, consider a sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ in $\partial B_{p}^{s-b}(\partial \Omega)$, with $g_{n} \rightarrow g$ in $\partial B_{p}^{s-c}(\partial \Omega)$ and $f_{n}:=\mathscr{B} \mathscr{R}_{0} g_{n} \rightarrow f$ in $\partial B_{p}^{s-c}(\partial \Omega)$. Choose $\mu>\mu_{0}$ arbitrarily. Then we have ( $\mu+$ $\left.\mathscr{B} \mathscr{R}_{0}\right) g_{n} \rightarrow f+\mu g$ in $\partial B_{p}^{s-c}(\partial \Omega)$, hence $g_{n} \rightarrow\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1}(f+\mu g) \in \partial B_{p}^{s-b}(\partial \Omega)$. Finally we deduce $\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)^{-1}(f+\mu g)=g \in \partial B_{p}^{s-b}(\partial \Omega)$ and therefore $\mathscr{B} \mathscr{R}_{0} g=$ $f$. Now the claim follows from Theorem 1.11 and the characterisation of generators of analytic semigroups (e.g. [20]).

## 2. Dynamic boundary value problems

We now give some illustrations showing how the results of the first part can be applied to (generalisations of) the problems formulated in the introduction.

### 2.1. Problem (P1)

Theorem 2.1. The differential operators $\mathscr{A}(x, t, w, D)$ and $\mathscr{B}(x, t, w, D)$ are given by

$$
\mathscr{A}(x, t, w, D) u(x):=\sum_{|\alpha| \leqq 2 m} a_{\alpha}(x, t, w) D^{\alpha} u(x)
$$

$$
\mathscr{B}^{j}(x, t, w, D) u(x):=\sum_{|\beta| \leqq c_{j}} b_{\beta}^{j}(x, t, w) D^{\beta} u(x), \quad j=1, \ldots, m N, \quad c \leqq b+m
$$

where $w \in \mathbb{C}^{N}$ and $t \in[0, T]$ for some $T>0$. For every bounded set $W \subset \mathbb{C}^{N}$ the operators $\mathscr{A}, \mathscr{B}$ are supposed to satisfy the hypotheses $(\mathrm{A}),(\mathrm{B})$ and (V) uniformly with respect to $(t, w) \in[0, T] \times W$ and, in addition:
$\left(V^{\prime}\right)$ there exists $s_{0}>0$ such that $\mathscr{R}_{0}(t, w) \in \mathscr{L}\left(\partial B_{p}^{2 m-c}(\partial \Omega), H_{p}^{s_{0}}(\Omega)\right)$ for all $(t, w) \in[0, T] \times \mathbb{C}^{N}$.

We assume without loss of generality $\left(\mathscr{A}(t, w), \mathscr{B}_{0}\right) \in \operatorname{isom}\left(H_{p}^{2 m}(\Omega), L_{p}(\Omega) \times\right.$ $\left.\partial B_{p}^{2 m-b}(\partial \Omega)\right)$ for all $(t, w) \in[0, T] \times \mathbb{C}^{N}$. The coefficients are assumed to satisfy ( $B(.,$.$) stands for bounded mappings)$

$$
\begin{aligned}
& \left((t, w) \mapsto a_{\alpha}(., t, w)\right) \in B\left([0, T] \times W, C^{\sigma}\left(\bar{\Omega}, \mathscr{L}\left(\mathbb{C}^{N}\right)\right)\right),|\alpha| \leqq 2 m, \sigma>0 ; \\
& \left((t, w) \mapsto b_{j, \beta}(., t, w)\right) \in B\left([0, T] \times W, C^{\sigma_{j}}\left(\partial \Omega, \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)\right)\right),|\beta| \leqq c_{j}, \sigma_{j}>c_{j} ; \\
& \quad j=1, \ldots, m N ; \\
& \left(t \mapsto a_{\alpha}(., t, w)\right) \in C^{\rho}\left([0, T], C^{\sigma}\left(\bar{\Omega}, \mathscr{L}\left(\mathbb{C}^{N}\right)\right)\right),|\alpha| \leqq 2 m ; \\
& \left(t \mapsto b_{j, \beta}(., t, w)\right) \in C^{\rho}\left([0, T], C^{\sigma}\left(\partial \Omega, \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)\right)\right),|\beta| \leqq c_{j}, j=1, \ldots, m N ; \\
& \quad \rho>0,(\text { uniformly with respect to } w \in W) ; \\
& \left(w \mapsto a_{\alpha}(., t, w)\right) \in C^{1-}\left(W, C^{\sigma}\left(\bar{\Omega}, \mathscr{L}\left(\mathbb{C}^{N}\right)\right)\right),|\alpha| \leqq 2 m ; \\
& \left(w \mapsto b_{j, \beta}(., t, w)\right) \in C^{1-}\left(W, C^{\sigma}\left(\partial \Omega, \mathscr{L}\left(\mathbb{C}^{N}, \mathbb{C}\right)\right)\right),|\beta| \leqq c_{j}, j=1, \ldots, m N ; \\
& \quad(\text { uniformly with respect to } t \in[0, T]) .
\end{aligned}
$$

Let $1 \gg \varepsilon>0, p>n /(2 m-\varepsilon)$ and

$$
\begin{aligned}
& F \in C^{0,1-}\left([0, T] \times H^{2 m-\varepsilon}(\Omega), H_{p}^{\varepsilon}(\Omega)\right) \\
& G \in C^{0,1-}\left([0, T] \times \partial B_{p}^{2 m-b-\varepsilon}(\partial \Omega), \partial B_{p}^{2 m-c+\varepsilon}(\partial \Omega)\right)
\end{aligned}
$$

Then for each initial value $u_{0} \in H_{p}^{2 m}(\Omega)$, the quasilinear problem

$$
\left.\begin{array}{rlrl}
\dot{u}+\mathscr{A}(t, u) u & =F & & \text { in } \Omega \times \mathbb{R}_{+}  \tag{P1}\\
\left(\mathscr{B}_{0} u\right)^{-}+\mathscr{B}(t, u) u & =G & & \text { on } \partial \Omega \times \mathbb{R}_{+} \\
u(0) & =u_{0} & & \text { on } \bar{\Omega}
\end{array}\right\}
$$

has an unique maximal solution. The maximal interval of existence $J=J\left(u_{0}\right)$ is right open in $[0, T]$ and $u \in C\left(J, H_{p}^{2 m}(\Omega)\right) \cap C^{1}\left(J, L_{p}(\Omega)\right)$. If $u(t), t \in J$, is bounded in $H_{p}^{2 m-\varepsilon / 2}(\Omega)$ then $u$ is a global solution.

Proof. We verify the hypotheses (Q1) and (Q2) of Amann [5, Theorem 7.1]. As indicated in the introduction, we first decompose the space $H_{p}^{2 m}(\Omega)$. For any $(t, w) \in[0, T] \times W$ we define the operator $A(t, w):=\left.\mathscr{A}(t, w)\right|_{\text {ker } \mathscr{B}}: \operatorname{ker} \mathscr{B} \rightarrow$ $L_{p}(\Omega)$; our assumptions imply $A(t, w) \in \operatorname{isom}\left(H_{p, w_{0}}^{2 m}(\Omega), L_{p}(\Omega)\right)$, for all $(t, w) \in$ $[0, T] \times W$, where $H_{p, \mathscr{P}_{0}}^{2 m}(\Omega):=\left\{u \in H_{p}^{2 m}(\Omega) \mid \mathscr{B}_{0} u=0\right\}$. We now fix $(t, w) \in$ $[0, T] \times W$ and omit it in our notation.

The operator $P:=A^{-1} \mathscr{A} \in \mathscr{L}\left(H_{p}^{2 m}(\Omega), H_{p, \mathscr{A}_{0}}^{2 m}(\Omega)\right)$ clearly satisfies $P^{2}=P$, hence it is a continuous projection and so $H_{p}^{2 m}(\Omega)$ is the topological direct sum $H_{p}^{2 m}(\Omega)=\operatorname{im} P \oplus \operatorname{ker} P=\operatorname{ker} \mathscr{B}_{0} \oplus \operatorname{ker} \mathscr{A}$. We can write any $u \in H_{p}^{2 m}(\Omega)$ in an unique way as

$$
\begin{aligned}
u & =\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}\left(\mathscr{A}, \mathscr{B}_{0}\right) u \\
& =\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(\mathscr{A} u, 0)+\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}\left(0, \mathscr{B}_{0} u\right) \\
& =\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(\mathscr{A} u, 0)+\mathscr{R}_{0} \mathscr{B}_{0} u \in \operatorname{ker} \mathscr{B}_{0}+\operatorname{ker} \mathscr{A}
\end{aligned}
$$

and we first consider the system

$$
\left.\begin{array}{rlrl}
\dot{u}+\mathscr{A}(t, w)\left(u-\mathscr{R}_{0}(t, w) \mathscr{B}_{0} u\right) & =F(t, u) & & \text { in } \Omega \times \mathbb{R}_{+},  \tag{*}\\
\left(\mathscr{B}_{0} u\right)^{\cdot}+\mathscr{B}(t, w) u & =G(t, u)) & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
u(0) & =u_{0} & & \text { on } \bar{\Omega},
\end{array}\right\}
$$

instead of (P1).
Since $\mathscr{B}_{0} \in \mathscr{L}\left(H_{p}^{2 m}(\Omega), \partial B_{p}^{2 m-b}(\Omega)\right), E_{1}:=\operatorname{graph}\left(\mathscr{B}_{0}\right)$ is a closed subspace of $H_{p}^{2 m} \times \partial B_{p}^{2 m-b}(\partial \Omega)$ and so a Banach space with the induced topology.

We define the unbounded linear operator

$$
\begin{aligned}
\mathbb{A}(t, w): L_{p} \times \partial B_{p}^{2 m-c} \supset \operatorname{graph}\left(\mathscr{B}_{0}\right) & \rightarrow L_{p} \times \partial B_{p}^{2 m-c} \\
(u, z) & \mapsto\left(\mathscr{A}(t, w)\left(u-\mathscr{R}_{0}(t, w) z\right), \mathscr{B}(t, w) u\right)
\end{aligned}
$$

and rewrite (*) as

$$
\begin{aligned}
\dot{v}+\mathbb{A}(t, w) v & =H(v), \quad H:=(F, G), \quad t>0 \\
v(0) & =v_{0}
\end{aligned}
$$

where $v:=(u, z)$.
The domain $E_{1}$ of the operator $\mathbb{A}$ is somewhat unusual. To fit our situation into the framework of [6], we need some preparatory considerations. Since $c \leqq b+m$, there exists a right inverse $\mathscr{C} \in \mathscr{L}\left(\partial B_{p}^{2 m-c}(\Omega), L_{p}(\Omega)\right) \cap \mathscr{L}\left(\partial B_{p}^{2 m-b}(\Omega), H_{p}^{2 m}(\Omega)\right)$ of the Dirichlet operator. We now introduce the spaces

$$
\begin{aligned}
E_{0} & :=L_{p}(\Omega) \times \partial B_{p}^{2 m-c}(\partial \Omega), \\
E^{*}: & =H_{p, \mathscr{w}_{0}}^{2 m}(\Omega) \times \partial B_{p}^{2 m-b}(\partial \Omega), \\
\tilde{E} & :=H_{p}^{2 m}(\Omega) \times \partial B_{p}^{2 m-b}(\partial \Omega)
\end{aligned}
$$

and, by complex interpolation $[., .]_{\theta}, 0 \leqq \theta \leqq 1$, the spaces

$$
\begin{aligned}
E_{\theta} & :=\left[E_{0}, E_{1}\right]_{\theta}, \\
E_{\theta}^{*} & :=\left[E_{0}, E^{*}\right]_{\theta}, \\
\tilde{E}_{\theta} & :=\left[E_{0}, \tilde{E}\right]_{\theta} .
\end{aligned}
$$

The map $\varphi:(u, z) \mapsto(u+\mathscr{C} z, z)$ satisfies

$$
\begin{equation*}
\varphi \in \operatorname{isom}\left(E^{*}, E_{1}\right) \cap \text { aut }(\tilde{E}) \cap \text { aut }\left(E_{0}\right), \tag{2.1}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\varphi \in \operatorname{aut}\left(\tilde{E}_{\theta}\right), \quad 0 \leqq \theta \leqq 1 \tag{2.2}
\end{equation*}
$$

Indeed, the estimates

$$
\begin{aligned}
\|(u+\mathscr{C} z, z)\|_{\tilde{E}} & \leqq u\left\|_{2 m, p}+\right\| \mathscr{C} z\left\|_{2 m, p}+\right\| z \|_{2 m-b, p p} \\
& \leqq u\left\|_{2 m, p}+c\right\| z \|_{2 m-b, p p}
\end{aligned}
$$

hold, and an inverse $\varphi^{-1}$ is given by $(u, z) \mapsto(u-\mathscr{C} z, z)$, which proves $\varphi \in$ aut $(\tilde{E})$. The rest of (2.1) follows similarly, and (2.2) is a consequence of interpolation properties. With a result of Seeley [27], it can be shown [4] that $\left[L_{p}, H_{p, m_{0}}^{2 m}\right]_{\theta}=H_{p, q_{0}}^{2 m \theta}$ for all values of $0<\theta<1, k \neq 2 m \theta-1 / p, k=0, \ldots, m-1$, where $H_{p, x_{A}}^{s}=H_{p}^{s}$, provided $0 \leqq s \leqq 1 / p$. Consequently, we have $E_{\theta}^{*}=\tilde{E}_{\theta}$, provided $0<\theta<1 / 2 m p$.

Due to (2.1) and the properties of the complex interpolation functor, $\varphi$ induces an isomorphism of the spaces $E_{\theta} \cong E_{\theta}^{r *}, 0 \leqq \theta \leqq 1$, and with (2.2) we see that $E_{\theta}=\bar{E}_{\theta}$ for all values of $0<\theta<1 / 2 m p$.

We deduce from the considerations above that by a suitable choice of $0<\gamma<\beta<\alpha<1$ we can find a chain of inclusions $E_{1} \subset E_{\alpha} \subset E_{\beta} \subset H_{P}^{2 m-\varepsilon}(\Omega) \times$ $\partial B_{p}^{2 m-\varepsilon-b}(\partial \Omega) \subset H_{\rho}^{\varepsilon}(\Omega) \times \partial B_{p}^{2 m+\varepsilon-c}(\partial \Omega) \subset E_{\gamma} \subset E_{0}$ which proves [6, (Q1)].

Now we show (Q2). First we prove $((t, w) \mapsto A(t, w)) \in C_{T}^{\sigma}\left(\mathscr{H}\left(E_{0}, E_{1}\right)\right)$, that is, $\{\mathbb{A}(t, w),(t, w) \in[0, T] \times B\} \subset \mathscr{H}\left(E_{0}, E_{1}\right)$ is a regularly bounded family of generators of analytic semigroups in $E_{0}$ with domain $E_{1}$.

Let $(t, w) \in[0, T] \times B$ be fixed for a moment. Due to Theorems 1.10 and 1.11 there exists a constant $\lambda_{0}$ such that

$$
\begin{gathered}
\left(\lambda+\mathscr{A}, \mathscr{B}_{0}\right) \in \operatorname{isom}\left(H_{p}^{2 m}(\Omega), L_{p}(\Omega) \times \partial B_{p}^{2 m-b}(\partial \Omega)\right), \\
\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right) \in \operatorname{isom}\left(B_{p}^{2 m-b}(\partial \Omega), B_{p}^{2 m-c}(\partial \Omega)\right),
\end{gathered}
$$

and, in particular, $\lambda+A \in \operatorname{isom}\left(H_{p}^{2 m}, s_{0}(\Omega), L_{p}(\Omega)\right)$ for all values of $\lambda \in\left[\right.$ re $\left.\lambda \geqq \lambda_{0}\right]$. Let $(x, y) \in E_{0}$, re $\lambda \geqq \lambda_{0}$, and $(u, z) \in \operatorname{graph}\left(\mathscr{B}_{0}\right)$ satisfy the equations

$$
\begin{array}{r}
\lambda u+\mathscr{A}\left(u-\mathscr{R}_{0} z\right)=x, \\
\lambda z+\mathscr{B} u=y . \tag{2.4}
\end{array}
$$

Then

$$
\begin{align*}
(2.3) & \Rightarrow \lambda\left(u-\mathscr{R}_{0} z\right)+A\left(u-\mathscr{R}_{0} z\right)=x-\lambda \mathscr{R}_{0} z \\
& \Rightarrow u-\mathscr{R}_{0} z=(\lambda+A)^{-1} x-\lambda(\lambda+A)^{-1} \mathscr{R}_{0} z  \tag{2.5}\\
& \Rightarrow u=(\lambda+A)^{-1} x+\left(1-\lambda(\lambda+A)^{-1}\right) \mathscr{R}_{0} z \tag{2.6}
\end{align*}
$$

and

$$
\begin{aligned}
(2.4) \Rightarrow & \lambda z+\mathscr{B} \mathscr{R}_{0} z+\mathscr{B}\left(u-\mathscr{R}_{0} z\right)=y \\
\Rightarrow & z=\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} y-\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \mathscr{B}\left(u-\mathscr{R}_{0} z\right), \\
(2.5) \Rightarrow & z=\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} y-\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \mathscr{B}(\lambda+A)^{-1} x \\
& +\left(\lambda+\mathscr{B R}_{0}\right)^{-1} \lambda \mathscr{B}(\lambda+A)^{-1} \mathscr{R}_{0} z .
\end{aligned}
$$

These facts imply

$$
\begin{equation*}
\left(1-\lambda\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \mathscr{B}(\lambda+A)^{-1} \mathscr{R}_{0}\right) z=\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1}\left(y-\mathscr{B}(\lambda+A)^{-1} x\right) . \tag{2.7}
\end{equation*}
$$

Without loss of generality, we may assume $s_{0}<1 / p$; therefore we have $H_{p, w_{0}}^{s_{0}}=H_{p}^{S_{0}}$. By interpolating the estimates $\left\|(\lambda+A)^{-1}\right\|_{\mathscr{S}\left(H_{p}^{2 m}, w_{0}\right)} \leqq c /|\lambda|$ [6] and $\left\|(\lambda+A)^{-1}\right\|_{\mathscr{L}\left(L_{p}, H_{p}^{2 n}\right)} \leqq c$ (Theorem 1.10), it follows that $\left\|(\lambda+A)^{-1}\right\|_{L\left(H_{p}^{\}_{0}}, H_{p}^{2 n}\right)} \leqq$ $c /|\lambda|^{s / 2 m}$.

Now, by Theorem 1.10 we can conclude that

$$
\begin{aligned}
\left\|\lambda\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \mathscr{B}(\lambda+A)^{-1} \mathscr{R}_{0} z\right\|_{2 m-c, p p, \partial \Omega} & \leqq\left\|(\lambda+A)^{-1} \mathscr{R}_{0} z\right\|_{2 m, p, \Omega} \\
& \leqq \frac{c}{|\lambda|^{s_{0} / 2 m}}\left\|\mathscr{R}_{0} z\right\|_{s_{0, p, \Omega}} \\
& \left.\leqq \frac{c}{|\lambda|^{s_{0} / 2 m}}\|z\|_{2 m-c, p p, \partial \Omega} \text { (due to }\left(\mathrm{V}^{\prime}\right)\right)
\end{aligned}
$$

so that, for sufficiently large $\lambda, \quad\left(1-\lambda\left(\lambda+\mathscr{B} \mathscr{R}_{0}\right)^{-1} \mathscr{B}(\lambda+A)^{-1} \mathscr{R}_{0}\right) \epsilon$ aut $\left(\partial B_{p}^{2 m-c}(\partial \Omega)\right.$ ), and there exists a constant $\lambda_{1} \geqq 0$ such that the norm of this operator is bounded by $\frac{1}{2}$ independently of $|\lambda| \geqq \lambda_{1}$.

Theorems 1.10 and 1.11 , together wtih (2.7), imply

$$
\begin{equation*}
\|z\|_{2 m-c, p p, \partial \Omega} \leqq \frac{c}{|\lambda|}\left(\|y\|_{2 m-c, p p, \partial \Omega}+\|x\|_{p, \Omega}\right) \tag{2.8}
\end{equation*}
$$

In addition, from (2.6) we deduce the estimate

$$
\begin{align*}
\|u\|_{p, \Omega} & \leqq \frac{c}{|\lambda|}\|x\|_{p, \Omega}+\left\|\left(1-\lambda(\lambda+A)^{-1}\right) \mathscr{R}_{0} z\right\|_{p, \Omega} \\
& \leqq c\left(\frac{1}{|\lambda|}\|x\|_{p, \Omega}+\left\|\mathscr{R}_{0} z\right\|_{p, \Omega}\right) \\
& \leqq c\left(\frac{1}{|\lambda|}\|x\|_{p, \Omega}+\|z\|_{2 m-c, p p, \partial \Omega}\right) \quad\left(\text { see }\left(\mathrm{V}^{\prime}\right)\right) \\
& \leqq \frac{c}{|\lambda|}\left(\|x\|_{p, \Omega}+\|y\|_{2 m-c, p p, \Omega}\right) \tag{2.9}
\end{align*}
$$

Finally, making $\lambda_{0}$ bigger, if necessary, (2.8) and (2.9) yield

$$
\begin{equation*}
\left\|(\lambda+\mathbb{A})^{-1}(x, y)\right\|_{L_{p}(\Omega) \times \partial B_{p}^{2 m-c}} \leqq \frac{c}{|\lambda|}\|(x, y)\|_{L_{p}(\Omega) \times \partial B_{p}^{2 m-c}} \tag{2.10}
\end{equation*}
$$

for all $\lambda \in\left[\mathrm{re} \lambda \geqq \lambda_{0}\right]$. Obviously $\mathbb{A}$ is densely defined. The proof of its closedness is easy (see Corollary 1.12).

Since the function $(t, w) \mapsto\left(c(t, w), \lambda_{0}(t, w)\right)$ is bounded on bounded sets by Theorems 1.10 and 1.11 , it follows that $\{\mathbb{A}(t, w),(t, w) \in[0, T] \times W\} \subset$ $\mathscr{H}\left(E_{0}, E_{1}\right)$ is regularly bounded. From our hypotheses on the coefficients, it follows easily that $\mathbb{A}(., w) \in C^{\rho}\left([0, T), \mathscr{L}\left(E_{1}, E_{0}\right)\right)$, uniformly with respect to $w \in W$.

Finally, it remains to show that $((t, w) \mapsto \mathbb{A}(t, w)) \in C^{\rho, 1-}([0, T] \times$ $\left.E_{\beta}, \mathscr{H}\left(E_{1}, E_{0}\right)\right)$. Because of $p>n /(2 m-\varepsilon)$ and the Sobolev embedding theorem, $H_{p}^{2 m-\varepsilon}(\Omega) \hookrightarrow C(\bar{\Omega})$, we have $a_{\alpha}(x, t,),. b_{\beta}^{j}(x, t,.) \in C^{1-}\left(E_{\beta}\right)$ for all values of $|\alpha| \leqq 2 m,|\beta| \leqq c_{j}, j=1, \ldots, m N$, uniformly with respect to $(x, t) \in \bar{\Omega} \times[0, T]$. Thus the hypotheses of [6, Theorem 7.1] are fulfilled and so

$$
\begin{aligned}
\dot{v}+\mathbb{A}(t, v) v & =H(v), \quad t>0 \\
v(0) & =v_{0}
\end{aligned}
$$

possesses for each $v_{0} \in \operatorname{graph}\left(\mathscr{B}_{0}\right)$ exactly one maximal solution. The stated
regularity of the solution at $t=0$ follows from [6, Theorem (5.3)]. Recalling the definition of $\mathbb{A}$, the assertions follow.

Corollary 2.2. Let $m=N=1, p>n, \mathscr{A}=-\Delta, \mathscr{B}=\partial / \partial v, f, g \in C^{2-}(\mathbb{R}) . B y$ $F$ and $G$ we denote the substitution (Nemitskii) operators induced by $f$ and $g$, respectively. Then problem ( P 1 ) has for each $u_{0} \in H_{p}^{2}(\Omega)$ a unique maximal solution $u \in C\left(J, H_{p}^{2}(\Omega)\right) \cap C^{1}\left(J, L_{p}(\Omega)\right)$. If $u(t), t \in J$, is bounded in $H_{p}^{2-\varepsilon}(\Omega)$, the solution is global.

Proof. It is implied by [4, Proposition (15.4)] that $F \in C^{1-}\left(H_{p}^{2 m-\varepsilon}(\Omega), H_{p}^{\varepsilon}(\Omega)\right)$ and $G \in C^{1-}\left(B_{p p}^{1-(1 / p)-\varepsilon}(\partial \Omega), \quad B_{p p}^{2-(1 / p)+\varepsilon}(\partial \Omega)\right)$ for a suitable $\varepsilon>0$. Now the assertion follows from Theorem 2.1.

### 2.2. Problem (P2)

Theorem 2.3. Let $s \geqq 2 m$. The operators $\mathscr{A}$ and $\mathscr{B}$ satisfy the hypotheses (A), (B) and (V). Moreover, we are given $0<\varepsilon \ll 1$ and functions $f \in$ $C^{1}\left(\mathbb{R}_{+}, H_{p}^{s-2 m-\varepsilon}(\Omega)\right)$ and $G \in C^{1-}\left(\partial B_{p}^{s-b-\varepsilon}(\partial \Omega), \partial B_{p}^{s-c+\varepsilon}(\partial \Omega)\right)$. Then the semilinear problem

$$
\left.\begin{array}{rlrl}
\mathscr{A}(x, D) u & =f & & \text { in } \Omega \times \mathbb{R}_{+},  \tag{P2}\\
\dot{u}+\mathscr{B}(x, D) u & =G(u) & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
u(0) & =z_{0} & & \text { on } \partial \Omega,
\end{array}\right\}
$$

possesses for each initial value $z_{0} \in \partial B_{p}^{s-b}(\partial \Omega)$ a unique maximal solution $u \in C\left(\left[0, t^{+}\right), H_{p}^{s}(\Omega)\right) \cap C^{1}\left(\left(0, t^{+}\right), H_{p}^{s-m}(\Omega)\right), t^{+}>0$.

Proof. Letting $\mathscr{B}_{0} u:=z$, ( P 2$)$ is equivalent to the problem $\mathscr{A}\left(u-\mathscr{R}_{0} z\right)=f$ in $\Omega \times \mathbb{R}_{+}$,

$$
\left.\begin{array}{rlrl}
\dot{z}+\mathscr{B} \mathscr{R}_{0} z & =G-\mathscr{B}\left(u-\mathscr{R}_{0} z\right)=G-\mathscr{B}\left(\mathscr{A}, \mathscr{R}_{0}\right)^{-1}(f, 0) & & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
z(0) & =z_{0} & & \text { on } \partial \Omega .
\end{array}\right\}(*)
$$

The assumptions imply $G-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f, 0) \in C^{0.1-}\left(\mathbb{R}_{+} \times \partial B_{p}^{s-b-\varepsilon}(\partial \Omega)\right.$, $\partial B_{p}^{s-c+\varepsilon}(\partial \Omega)$ ). For each $z_{0} \in \partial B_{p}^{s-b}(\partial \Omega)$, [6, Theorem (7.1)] guarantees the existence of a unique maximal solution $z \in C\left(\left[0, t^{+}\right), \partial B_{p}^{s-b}(\partial \Omega)\right) \cap C^{1}\left(\left(0, t^{+}\right)\right.$, $\partial B_{p}^{s-c}(\partial \Omega)$ ) of the Cauchy problem (*). Hence $u:=\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f, z)$ satisfies the assertion.

Corollary 2.4. Let $m=N=1, p>n, f \in C^{1}\left(\mathbb{R}_{+}, H^{-\varepsilon}(\Omega)\right)$ and $g \in C^{1}(\mathbb{R})$. By $G$ we denote the substitution operator induced by $g$. Then for each initial value $z_{0} \in B_{p p}^{2-(1 / p)}(\partial \Omega)$, the problem

$$
\begin{aligned}
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R}_{+}, \\
\dot{u}+\frac{\partial}{\partial v} u & =G(u) & & \text { on } \partial \Omega \times \mathbb{R}_{+} \\
u(0) & =z_{0} & & \text { on } \partial \Omega
\end{aligned}
$$

has a unique maximal solution $u \in C\left(\left[0, t^{+}\right), H_{p}^{2}(\Omega)\right) \cap C^{1}\left(\left(0, t^{+}\right), H_{p}^{1}(\Omega)\right)$.
Proof. It is implied by [4, Proposition (15.4)] that the Nemitskii operator $G$ satisfies the hypotheses of Theorem 2.3. Since the constraints (A), (B) and (V) are easily verified, the assertion follows from Theorem 2.3.

### 2.3. Problem (P3)

In this section, we occupy ourselves with the problem

$$
\left.\begin{array}{rlrl}
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R},  \tag{P3}\\
\ddot{u}+\frac{\partial}{\partial v} u & =g & & \text { on } \partial \Omega \times \mathbb{R}, \\
u(0) & =z_{0} & & \text { on } \partial \Omega, \\
\dot{u}(0) & =z_{1} & & \text { on } \partial \Omega .
\end{array}\right\}
$$

First of all we study the linear case. We are given an open interval $J$ containing zero and functions $f \in C\left(J, L_{2}(\Omega)\right)$ and $g \in C\left(J, L_{2}(\partial \Omega)\right)$. We put $\mathscr{A}:=-\Delta$, $\mathscr{B}:=\partial / \partial v, \mathscr{R}_{0}:=\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(0,), z:.=\mathscr{B}_{0} u$. Then (P3) is equivalent to

$$
\left.\begin{array}{rlrl}
\mathscr{A}\left(u-\mathscr{R}_{0} z\right) & =f & & \text { in } \Omega \times J,  \tag{2.11}\\
\ddot{z}+\mathscr{B} \mathscr{R}_{0} z & =g-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f, 0) & & \text { on } \partial \Omega \times J, \\
z(0) & =z_{0} & & \text { on } \partial \Omega, \\
\dot{z}(0) & =z_{1} & & \text { on } \partial \Omega .
\end{array}\right\}
$$

Hence it is useful to study the operator $\mathscr{B} \mathscr{R}_{0}$ first.
We identify the dual space of $L_{2}(\partial \Omega)$ with $L_{2}(\partial \Omega)$ and denote by $\langle\cdot, \cdot\rangle_{\partial \Omega}$ the duality pairing in $L_{2}(\partial \Omega)$. Let $g, h \in H^{\frac{1}{2}}(\partial \Omega)$, where $H^{s}:=H_{2}^{s}:=B_{22}^{s}$. Gauss' theorem yields the estimate

$$
\begin{aligned}
\left|\left\langle\mathscr{B} \mathscr{R}_{0} g, h\right\rangle_{\partial \Omega}\right|=\left|\int_{\Omega} \nabla \mathscr{R}_{0} g \nabla \mathscr{R}_{0} h d x\right| & \leqq\left\|\mathscr{R}_{0} g\right\|_{1,2, \Omega}\left\|\mathscr{R}_{0} h\right\|_{1,2, \Omega} \\
& \leqq c\|g\|_{\frac{1}{2}, 2, \partial \Omega}\|h\|_{\frac{1}{2}, 2, \partial \Omega}
\end{aligned}
$$

and so $\mathscr{B} \mathscr{R}_{0} \in \mathscr{L}\left(H^{\frac{1}{2}}(\partial \Omega), H^{-\frac{1}{2}}(\partial \Omega)\right)$. Because of Theorem 1.11 , there exists a constant $\mu>0$ such that $\mu+\mathscr{B} \mathscr{R}_{0} \in \operatorname{isom}\left(H^{\frac{3}{2}}(\partial \Omega), H^{\frac{1}{2}}(\partial \Omega)\right)$; hence, by interpolation,

$$
\begin{equation*}
\mu+\mathscr{B} \mathscr{R}_{0} \in \mathscr{L}\left(H^{1}(\partial \Omega), L_{2}(\partial \Omega)\right) . \tag{2.12}
\end{equation*}
$$

Denoting the inner product in $L_{2}(\partial \Omega)$ by $(\cdot, \cdot)_{\partial}$, it follows for all $g \in H^{1}(\partial \Omega)$, by Poincarés inequality, that

$$
\left(\mu+\mathscr{B} \mathscr{R}_{0} g, g\right)_{\partial}=\int_{\Omega}\left|\nabla \mathscr{R}_{0} g\right|^{2} d x+\int_{\partial \Omega} \mu|g|^{2} d \sigma \geqq c\left\|\mathscr{R}_{0} g\right\|_{1,2, \Omega}^{2} \geqq c\|g\|_{0,2, \partial \Omega}^{2} .
$$

Therefore $\mu+\mathscr{B} \mathscr{R}_{0}$ is positive, symmetric, injective and has closed range. From (2.12) it follows that $R\left(\mu+\mathscr{B} \mathscr{R}_{0}\right)=L_{2}$ and so $\mu+\mathscr{B} \mathscr{R}_{0}$ is self-adjoint. Hence $\mathscr{B} \mathscr{R}_{0}$ generates a $C^{0}$-semigroup on $L_{2}$ and we can apply the results of $[5$, Theorem 6 of the appendix] on semigroups in interpolation and extrapolation spaces. In particular, for each $\beta>0$ the $H^{\beta}(\partial \Omega)$-realisation $\left(\mathscr{B} \mathscr{R}_{0}\right)_{\beta}$ of $\mathscr{B} \mathscr{R}_{0}$ has domain $H^{\beta+1}(\partial \Omega)$ and generates a $C^{0}$-semigroup on $H^{\beta}(\partial \Omega)$.

We now rewrite the second order equation (2.11) as the first order system

$$
\left[\begin{array}{c}
z(t)  \tag{2.13}\\
\dot{z}(t)
\end{array}\right]+\left[\begin{array}{cr}
0 & -1 \\
\mathscr{B} \mathscr{R}_{0} & 0
\end{array}\right]\left[\begin{array}{c}
z(t) \\
\dot{z}(t)
\end{array}\right]=\left[\begin{array}{c}
0 \\
g(t)-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f(t), 0)
\end{array}\right], \quad t \in J .
$$

The operator

$$
A:=\left[\begin{array}{cc}
0 & -1 \\
\mathscr{B} \mathscr{R}_{0} & 0
\end{array}\right]
$$

generates a $C_{0}$-semigroup on $H^{\frac{1}{2}}(\partial \Omega) \times L_{2}(\partial \Omega)$, and we have the corresponding results in the interpolation spaces $H^{\beta+\frac{1}{2}}(\partial \Omega) \times H^{\beta}(\partial \Omega), \beta \geqq 0$.
In the following, let $s \geqq 1$. Given functions $f \in C\left(J, H^{s-1}(\Omega)\right)$ and $g \in$ $C\left(J, H^{s-\frac{1}{2}}(\partial \Omega)\right)$, any function $u \in C\left(J, H^{s+1}(\Omega)\right)$ with trace $z:=\mathscr{B}_{0} u \in$ $C^{1}\left(J, H^{s}(\partial \Omega)\right)$ on the boundary, which satisfies the equations

$$
\begin{align*}
u(t) & =\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f(t), z), \\
{\left[\begin{array}{l}
z(t) \\
\dot{z}(t)
\end{array}\right] } & =e^{-t A A}\left[\begin{array}{l}
z(0) \\
\dot{z}(0)
\end{array}\right]+\int_{0}^{t} e^{-(t-\tau) A}\left[\begin{array}{c}
0 \\
g(\tau)-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f(\tau), 0)
\end{array}\right] d \tau, \quad t \in J \tag{2.14}
\end{align*}
$$

is called a mild solution of the problem (P3). A mild solution of (P3) need not be a solution in the classical sense. Therefore we introduce the notion of weak solutions. (Although the relation between mild solutions and weak solutions for abstract linear evolution equations is well known, those results do not apply to our situation, since it is not obvious how the operators appearing in the formula for the mild solution are related to the original differential equation, that is, to the terms appearing in the standard formulation of a weak solution for our problem.)
Given $f \in C\left(J, L_{2}(\Omega)\right)$ and $g \in C\left(J, L_{2}(\partial \Omega)\right)$, any function $u \in C\left(J, H_{2}^{1}(\Omega)\right)$ with trace $z:=\mathscr{B}_{0} u \in C^{1}\left(J, L_{2}(\partial \Omega)\right)$ is said to be a weak solution of problem (P3), provided

$$
\begin{aligned}
\int_{0}^{T}\left[\langle\nabla \varphi(t), \nabla u(t)\rangle_{\partial \Omega}-\langle\dot{\varphi}(t), \dot{z}(t)\rangle_{\partial \Omega} d t+\langle\varphi(T), \dot{z}(T)\rangle_{\partial \Omega}-\langle\varphi(0), \dot{z}(0)\rangle_{\partial \Omega}\right. \\
=\int_{0}^{T}\left[\langle\varphi(t), f(t)\rangle_{\partial \Omega}+\langle\varphi(t), g(t)\rangle_{\partial \Omega}\right] d t \forall \varphi \in C\left(J, H^{1}(\Omega)\right) \cap C^{1}\left(J, H^{\frac{1}{2}+\varepsilon}(\Omega)\right), \\
\varepsilon>0, \quad T \in J .
\end{aligned}
$$

This formula is obtained by multiplication (in the sense of the duality pairing) of equations (P3) by $\varphi$, addition of the equations, integration over time and partial integration.
Lemma 2.5. Suppose that $f \in C\left(J, H^{s-1}(\Omega)\right), \quad g \in C\left(J, H^{s-\frac{1}{2}}(\partial \Omega)\right),\left(z_{0}, z_{1}\right) \in$ $H^{s+\frac{1}{2}}(\partial \Omega) \times H^{s}(\partial \Omega)$, and that the function $(z, v)$, defined by

$$
t \mapsto\left[\begin{array}{l}
z(t) \\
v(t)
\end{array}\right]=e^{-t \mathbb{A}}\left[\begin{array}{l}
z_{0} \\
z_{1}
\end{array}\right]+\int_{0}^{t} e^{-(t-\tau) A}\left[\begin{array}{c}
0 \\
g(\tau)-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f(\tau), 0)
\end{array}\right] d \tau,
$$

satisfies

$$
(z, v) \in C\left(J, H^{s+\frac{1}{2}}(\partial \Omega)\right) \times C\left(J, H^{s}(\partial \Omega)\right) .
$$

Then the following assertions are true:
(i) $z \in C^{1}\left(J, H^{s}(\partial \Omega)\right)$ and $\dot{z}=v$, which means that $u:=\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f, z)$ is a mild solution of (P3).
(ii) $u$ is a weak solution of ( P 3 ).
(iii) Any weak solution $u \in C\left(J, H^{s+1}(\Omega)\right)$ with trace $z:=\mathscr{R}_{0} u \in C^{1}\left(J, H^{s}(\partial \Omega)\right)$ on $\partial \Omega$ of $(\mathrm{P} 3)$ is a mild solution, provided the regularity assumptions on $f$ and $g$ above hold.

Proof. For the lengthy but straightforward proof we refer to [15].
Theorem 2.6. Let $s \geqq 1, \quad f \in C\left(\mathbb{R}, H^{s-1}(\Omega)\right)$ and $\quad G \in C^{1-}\left(H^{s+\frac{1}{2}}(\partial \Omega)\right.$, $H^{s-\frac{1}{2}}(\partial \Omega)$ ), and suppose that $f$ and $G$ are bounded on bounded sets. Then for each initial value $\left(z_{0}, z_{1}\right) \in H^{s+\frac{1}{2}}(\partial \Omega) \times H^{s}(\partial \Omega)$ there exists a maximal open interval $J=\left(T^{-}, T^{+}\right)$with $0 \in J$ and an unique weak solution $u \in C\left[\left(0, T^{+}\right), H^{s+1}(\Omega)\right)$ with trace $z:=\mathscr{B}_{0} u \in C^{1}\left(\left[0, T^{+}\right), H^{s}(\partial \Omega)\right)$ of the semilinear problem

$$
\left.\begin{array}{rlrl}
-\Delta u & =f & & \text { in } \Omega \times \mathbb{R},  \tag{P3}\\
\ddot{u}+\frac{\partial}{\partial v} u & =G(u) & & \text { on } \partial \Omega \times \mathbb{R}, \\
u(0) & =z_{0} & & \text { on } \partial \Omega, \\
\dot{u}(0) & =z_{1} & & \text { on } \partial \Omega .
\end{array}\right\}
$$

If there exists a function $k \in C(\mathbb{R}, \mathbb{R})$ such that $\|z(t)\|_{s+\frac{1}{2}, 2, \partial \Omega}+\|\dot{z}(t)\|_{s, 2, \partial \Omega} \leqq k(t)$ for all $t \in\left[0, T^{+}\right.$), then $T^{+}=\infty$ (analogous result for $T^{-}$).

Proof. Banach iteration and usual continuation arguments (e.g. Pazy [20, Chapter 6]) yield the interval $J$ and a unique solution $(z, v) \in C\left(J, H^{s+\frac{1}{2}}(\partial \Omega) \times\right.$ $H^{s}(\partial \Omega)$ ) of the equation

$$
\left[\begin{array}{l}
z(t) \\
v(t)
\end{array}\right]=e^{-t \mathbb{A}}\left[\begin{array}{l}
z_{0} \\
z_{1}
\end{array}\right]+\int_{0}^{t} e^{-(t-\tau) \mathbb{A}}\left[\begin{array}{c}
0 \\
G(z(\tau))-\mathscr{B}\left(\mathscr{A}, \mathscr{B}_{0}\right)^{-1}(f(\tau), 0)
\end{array}\right] d \tau
$$

such that

$$
\lim _{t \rightarrow T^{+}}\left(\|z(t)\|_{s+\frac{1}{2}, 2, \partial \Omega}+\|v(t)\|_{s, 2, \partial \Omega}\right)=\infty,
$$

if $T^{+}<\infty$. We put $g(t):=G(z(t)), t \in J$. Now the assertion follows from Lemma 1.7.

Due to the poor regularisation property of the operator $\mathbb{A}$, the hypotheses on the nonlinearities are not easy to verify. A nontrivial example is given in the following corollary.

Corollary 2.7. Let $n=3,1<s<\frac{3}{2}, h \in C^{2}(\mathbb{R}, \mathbb{R}), f \in C\left(\mathbb{R}, H^{s-1}(\Omega)\right)$, and let $G$ be the Nemytskii operator induced by $h$. Then the assertions of Theorem 1.11 are true.

Proof. It merely remains to show that the substitution operator $G=(u \mapsto$ $h(u)) \in C^{1-}\left(H^{s+\frac{1}{2}}(\partial \Omega), H^{s-\frac{1}{2}}(\partial \Omega)\right)$ and is bounded on bounded sets. The boundary dimension is 2 and so we have the Sobolev embeddings $H^{s+\frac{1}{2}}(\partial \Omega) \hookrightarrow$ $B_{p p}^{1}(\partial \Omega) \hookrightarrow H^{s-\frac{1}{2}}(\partial \Omega)$ if $\frac{1}{2}<s<\frac{3}{2}$ and $s-\frac{1}{2}>1-2 / p>s-\frac{3}{2}$. We choose $2<p<$ $4 /(3-2 s)$ and observe that $G \in C^{1-}\left(B_{p p}^{1}(\partial \Omega), B_{p p}^{1}(\partial \Omega)\right)$, and is bounded on bounded sets [24, Lemma $4 \alpha$ of the appendix].
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