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Abstract: Text summarization is the process of automatically creating a compressed version of a given 
document preserving its information content. There are two types of summarization: extractive and abstrac-
tive. Extractive summarization methods simplify the problem of summarization into the problem of selecting 
a representative subset of the sentences in the original documents. Abstractive summarization may compose 
novel sentences, unseen in the original sources. In our study we focus on sentence based extractive document 
summarization. The extractive summarization systems are typically based on techniques for sentence extrac-
tion and aim to cover the set of sentences that are most important for the overall understanding of a given 
document. In this paper, we propose unsupervised document summarization method that creates the summary 
by clustering and extracting sentences from the original document. For this purpose new criterion functions 
for sentence clustering have been proposed. Similarity measures play an increasingly important role in 
document clustering. Here we’ve also developed a discrete differential evolution algorithm to optimize the 
criterion functions. The experimental results show that our suggested approach can improve the performance 
compared to sate-of-the-art summarization approaches. 
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1. Introduction 

Text summarization is the process of automatically cre-
ating a compressed version of a given document pre-
serving its information content. Automatic document 
summarization is an important research area in natural 
language processing (NLP). The technology of automatic 
document summarization is developing and may provide 
a solution to the information overload problem [1–3].  

The process of text summarization can be decomposed 
into three phases: analysis, transformation, and synthesis. 
The analysis phase analyzes the input text and selects a 
few salient features. The transformation phase transforms 
the results of the analysis into a summary representation. 
Finally, the synthesis phase takes the summary represen-
tation, and produces an appropriate summary corre-
sponding to users’ needs. In the overall process, com-
pression rate, which is defined as the ratio between the 
length of the summary and that of the original, is an im-
portant factor that influences the quality of the summary. 
As the compression rate decreases, the summary will be 
more concise; however, more information is lost. While 
the compression rate increases, the summary will be lar-
ger; relatively, more insignificant information is con-
tained. In fact, when the compression rate is 5–30%, the 
quality of the summary is acceptable [1–4].  

Text summarization can be categorized into two ap-

proaches: extractive and abstractive. Extractive summa-
rization methods simplify the problem of summarization 
into the problem of selecting a representative subset of 
the sentences in the original documents. Abstractive 
summarization may compose novel sentences, unseen in 
the original sources [1]. However, abstractive approaches 
require deep NLP such as semantic representation, in-
ference and natural language generation, which have yet 
to reach a mature stage nowadays [5].  

Extractive summarization systems are commonly used 
in automatic summarization to produce extractive sum-
maries. Systems for extractive summarization are typi-
cally based on technique for sentence extraction, and 
attempt to identify the set of sentences that are most im-
portant for the overall understanding of a given docu-
ment. Most commonly, such systems use some kind of 
similarity or centrality metric to identify the set of sen-
tences to include in the summary [1,4,6–15]. For exam-
ple, in [14] a paragraph extraction from a document 
based on intra-document links between paragraphs is 
proposed. It yields a TRM (Text Relationship Map) from 
intra-links, which indicate that the linked texts are se-
mantically related. It proposes four strategies from the 
TRM: bushy path, depth-first path, segmented bushy 
path, augmented segmented bushy path. An improved 
version of this approach is proposed in [1,4,6].  

In this paper we demonstrate an extractive text sum-
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marization method which is based on sentence clustering. 
For this purpose new criterion functions for sentence 
clustering have been offered. In our study we developed 
a discrete differential evolution algorithm to optimize the 
criterion functions. The experimental results on an open 
benchmark datasets from DUC2001 and DUC2002 show 
that our suggested approach can improve the perform-
ance compared to state-of-the-art summarization ap-
proaches.  

The rest of this paper is organized as follows: Section 
2 introduces related works. The proposed sentence clus-
tering based approach for generic single-document sum- 
marization is presented in Section 3. The discrete differ-
ential evolution algorithm for optimization procedure is 
given in Section 4. The experiments and results are given 
in Section 5. Finally, we conclude our paper in Section 6. 

2. Related Work 

Automatic document summarization has been actively 
investigated in recent years, and most researchers have 
concentrated on the extractive summarization method, 
but not the abstractive summarization method – see for 
example, the 6th issue of the Information Processing and 
Management: an International Journal of 2007. The cur-
rent paper contains four references to the articles pub-
lished in this edition [5,16–18]. A comprehensive survey 
of document summarization can be found in [17].  

The centroid-based method [19,13] is one of the most 
popular extractive summarization methods. MEAD 
(http://www.summarization.com/mead/) is an implemen-
tation of the centroid-based method for either single- or 
multi-document summarizing. It is based on sentence 
extraction. For each sentence in a cluster of related 
documents, MEAD computes three features and uses a 
linear combination of the three to determine what sen-
tences are most salient. The three features used are cen-
troid score, position, and overlap with first sentence 
(which may happen to be the title of a document). For 
single documents or (given) clusters it computes centroid 
topic characterizations using tf-idf-type data. It ranks 
candidate summary sentences by combining sentence 
scores against centroid, text position value, and tf-idf 
title/lead overlap. Sentence selection is constrained by a 
summary length threshold, and redundant new sentences 
avoided by checking cosine similarity against prior ones 
[20]. In [21] each document is considered as a sequence 
of sentences and the objective of extractive summariza-
tion is to label the sentences in the sequence with 1 and 0, 
where a label of 1 indicates that a sentence is a summary 
sentence while 0 denotes a non-summary sentence. To 
accomplish this task, a conditional random field is ap-
plied [22]. A novel extractive approach based on mani-
fold-ranking of sentences to query-based multi-document 
summarization proposed in [23]. This approach first uses 

the manifold-ranking process to compute the manifold- 
ranking score for each sentence that denotes the biased 
information richness of the sentence, and then uses 
greedy algorithm to penalize the sentences with highest 
overall scores, which are considered both informative 
and novel, and highly biased to the given query.  

The summarization techniques can be classified into 
two groups: supervised techniques, that rely on machine 
learning algorithms trained on pre-existing document- 
summary pairs, and unsupervised techniques, based on 
properties and heuristics derived from the text. Super-
vised extractive summarization techniques [1,4–6,21, 
24–26] treat the summarization task as a two-class clas-
sification problem at the sentence level, where the sum-
mary sentences are positive samples while the non- 
summary sentences are negative samples. After repre-
senting each sentence by a vector of features, the classi-
fication function can be trained in two different manners 
[21]. The first is in a discriminative way with well- 
known algorithms such as SVM (Support Vector Ma-
chine) [4]. In [1], the use of genetic algorithm (GA), 
mathematical regression (MR), feed forward neural net-
work (FFNN), probabilistic neural network (PNN) and 
Gaussian mixture model (GMM) for automatic text 
summarization task have been investigated. This ap-
proach is a trainable summarizer, which takes into ac-
count several features, including sentence position, posi-
tive keyword, negative keyword, sentence centrality, 
sentence resemblance to the title, sentence inclusion of 
name entity, sentence inclusion of numerical data, sen-
tence relative length, bushy path of the sentence and ag-
gregated similarity for each sentence to generate summa-
ries. The article [25] presents a multi-document, multi-
lingual, theme-based summarization system based on 
modeling text cohesion (story flow). Many unsupervised 
methods have been developed for document summariza-
tion by exploiting different features and relationships of 
the sentences, such as clustering of sentences [7–11], the 
hidden topics in the documents [12], graphs based on the 
similarity of sentences[13,19,27].  

Recently, graph-based methods have been offered to 
rank sentences. Lexrank [19] and [27] are two such sys-
tems using the algorithms PageRank and HITS to com-
pute sentence importance. Lexrank is used to compute 
sentence importance based on the concept of eigenvector 
centrality in a graph representation of sentences for 
multi-document summarization task. The graph-based 
extractive summarization algorithms succeed in identi-
fying the most important sentences in a text based on 
information exclusively drawn from the text itself. 
Unlike other systems, which attempt to find out what 
makes a good summary by training on collections of 
summaries built for other articles, the graph-based meth- 
ods are fully unsupervised, and rely on the given texts to 
derive an extractive summary[23].  
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On the other hand, summarization task can also be 
categorized as either generic or query-based. A query- 
based summary presents the information that is most 
relevant to the given queries [16,23,24,28,29] while a 
generic summary gives an overall sense of the docu-
ment’s content [7–14,19,27,30]. The QCS system (Query, 
Cluster, and Summarize)[16] performs the following 
tasks in response to a query: retrieves relevant docu-
ments; separates the retrieved documents into clusters by 
topic, and creates a summary for each cluster. QCS is a 
tool for document retrieval that presents results in a for-
mat so that a user can quickly identify a set of documents 
of interest. In [29] are developed a generic, a query- 
based, and a hybrid summarizer, each with differing 
amounts of document context. The generic summarizer 
used a blend of discourse information and information 
obtained through traditional surface-level analysis. The 
query-based summarizer used only query-term informa-
tion, and the hybrid summarizer used some discourse 
information along with query-term information.  

Automatic document summarization is a highly inter-
disciplinary research area related with computer science, 
multimedia, statistics, as well as cognitive psychology. In 
[31] is introduced an intelligent system, the event index-
ing and summarization (EIS) system, for automatic 
document summarization, which is based on a cognitive 
psychology model (the event-indexing model) and the 
roles and importance of sentences and their syntax in 
document understanding. The EIS system involves syn-
tactic analysis of sentences, clustering and indexing sen-
tences with five indices from the event-indexing model, 
and extracting the most prominent content by lexical 
analysis at phrase and clause levels. 

3. Sentence Clustering  

Clustering is the process of discovering natural group-
ings or clusters and identifying interesting distributions 
and patterns within multidimensional data based on some 
similarity measure. The topic of clustering has been ex-
tensively studied in many scientific disciplines such as 
text mining, pattern recognition, IR etc. Document clus-
tering is a central problem in text mining which can be 
defined as grouping documents into clusters according to 
their topics or main contents. Document clustering has 
many purposes including expanding a search space, gen-
erating a summary, automatic topic extraction, browsing 
document collections, organizing information in digital 
libraries and detecting topics. In the literature a wide 
variety of clustering algorithms have been proposed for 
different applications and sizes of data sets. The surveys 
on the topics [32–35] offer a comprehensive summary of 
the different applications and algorithms.  

Generally clustering problems are determined by four 

basic components [36,37]: 1) the (physical) representa-
tion of the given data set; 2) the distance/dissimilarity 
measures between data points; 3) the criterion/objective 
function which the clustering solutions should aim to 
optimize; and, 4) the optimization procedure. For a given 
data clustering problem, the four components are tightly 
coupled. Various methods/criteria have been proposed 
over the years from various perspectives and with vari-
ous focuses. 

3.1. Sentence Similarity Measure Based on 
Terms Co-Occurrence 

Let a document  is decomposed into a set of sen-
tences 

D

 , , nD S S 1 2 ,...S , where n  is the number of 

sentences. Let  ..., mt

iS

1 2, ,tT t  represents all the dis-

tinct words (terms) occurring in a document , where 
 is the number of words. In most existing document 

clustering algorithms, documents are represented using 
the vector space model (VSM) [33]. Each document is 
represented using these words as a vector in -dimen-
sional space. A major characteristic of this representation 
is the high dimensionality of the feature space, which 
imposes a big challenge to the performance of clustering 
algorithms. They could not work efficiently in high-di-
mensional feature spaces due to the inherent sparseness 
of the data [17]. The vector dimension m is very large 
compared to the number of words in a sentence, thus the 
resulting vectors would have many null components [38]. 
In our method, a sentence  is represented as a set of 

distinct terms appearing in it, , where 

 is the number of distinct terms in the sentence .  

D

m

 
ii mt

m

im

1 2, ,...,tS t

iS

Similarity measures play an increasingly important 
role in NLP and IR. Similarity measures have been used 
in text-related research and application such as text min-
ing, information retrieving, text summarization, and text 
clustering. These applications show that the computation 
of sentence similarity has become a generic component 
for the research community involved in knowledge rep-
resentation and discovery. There are more papers on 
similarity between documents than between sentences or 
short texts, but not few [38,39]. The paper [39] presents a 
method for measuring the similarity between sentences 
or very short texts, based on semantic and word order 
information. First, semantic similarity is derived from a 
lexical knowledge base and a corpus. Second, the pro-
posed method considers the impact of word order on the 
sentence meaning. The overall sentence similarity is de-
fined as a combination of semantic similarity and word 
order similarity. Liu et al. [40] present a novel method to 
measure similarity between sentences by analyzing parts 
of speech and using Dynamic Time Warping technique. 
In [41] proposed a novel measure based on the earth 
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mover’s distance (EMD) to evaluate document similarity 
by allowing many-to-many matching between subtopics. 
First, each document is decomposed into a set of subtop-
ics, and then the EMD is employed to evaluate the simi-
larity between two sets of subtopics for two documents 
by solving the transportation problem. The proposed 
measure is an improvement of the previous optimal 
matching (OM)-based measure, which allows only 
one-to-one matching between subtopics. The study of 
semantic similarity between words has long been an in-
tegral part of IR and NLP [42]. The method, proposed in 
[42], integrates both page counts and snippets to measure 
semantic similarity between a given pair of words. In this 
paper modified four popular co-occurrence measures; 
Jaccard, Overlap (Simpson), Dice and PMI (Point-wise 
Mutual Information), to compute semantic similarity 
using page counts. 

In this section we present a method to measure simi-
larity between sentences using the Normalized Google 
Distance (NGD) [43]. First we calculate a similarity 
measure between the terms before defining the similarity 
measure between the sentences. Using the NGD [43] the 
similarity measure between terms  and  we define 

as: 
kt lt

NGD ( , ) exp( NGD( , ))k l k lsim t t t t       (1) 

where 

 
 

max log( ), log( ) log( )
NGD( , )

log min log( ), log( )
k l

k l
k l

klf f f
t t

n f f





,  (2) 

kf  is the number of sentences containing the term , kt

klf  denotes the number of sentences containing both 

terms  and ,  is the number of sentences in the 

document.  
kt lt n

From the properties of NGD follows that [43]: 
1) The range of the  is between  

and ; 
NGD ( , )k ldiss t t 0

1

 If k lt t  or if k lt t  but 0 , 

then ) 1k l  . That is, the semantics of  

and lt , in the Google sense is the same. 
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 If 0kf  , 0lf   and 0klf  , we take 
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lt
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symmetric.  

 Using the formula (1) we define a similarity meas-
ure between sentences  and iS jS  as follows: 

NGD
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From the properties of  follows that: 1) 

the range of the  is in  and ; 2) 
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and  
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1
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jS NGDsim
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changeable. 

3.2. Objective Functions 

Typically clustering algorithms can be categorized as 
agglomerative or partitional based on the underlying 
methodology of the algorithm, or as hierarchical or flat 
(non-hierarchical) based on the structure of the final so-
lution [32–35]. A key characteristic of many partitional 
clustering algorithms is that they use a global criterion 
function whose optimization drives the entire clustering 
process. In recent years, it has been recognized that the 
partitional clustering technique is well suited for cluster-
ing a large document database due to their relatively low 
computational requirements [44]. 

Automatic clustering is a process of dividing a set of 
objects into unknown groups, where the best number  
of groups (or clusters) is determined by the clustering 
algorithm. That is, objects within each group should be 
highly similar to each other than to objects in any other 
group. The automatic clustering problem can be defined 
as follows [32–35,45]: 

k

The set of sentences  nSSSD ,...,, 21   are clustered 

into non-overlapping groups C here kC  

alled a cluster, k  is the unknown number of clusters. 
The partition should possess three properties: 

 kCC ,...,1  , w

is c

1) Two different clusters should have no sentences in 
common, i.e. qp CC   for  qp   kqp ,...,2,1,  ; 

2) Each sentence should definitely be attached to a 

cluster, i.e. 
1

k

p
p

C D


 ; 

3) Each cluster should have at least one sentence as-
signed, i.e. pC   kp ,...,2,1 . 

Partitional clustering can be viewed as an optimization 
procedure that tries to create high-quality clusters ac-
cording to a particular criterion function. Criterion func-
tions used in partitional clustering reflect the underlying 
definition of the “goodness” of clusters. Many criterion 
functions have been proposed in the literature [32–35,44] 
to produce more balanced partitions.  

We introduce a criterion function that is defined as fol-
lows: 

max→))(1( 2F
1FF sigm          (4) 
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where is a sigmoid function th)(zsigm  

 numbers

at maps from 

the real  into ]1,0[ , 
)exp(1

1
)(zsigm  .  

The criterion funct 4) ba lust

z
ion ( lances both intra-c er 

similarity and inter-cluster dissimilarity. This function is 
obtained by combining two criteria: 

max),(
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SS    (5) 
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The criterion Function (5) maximizes the average 

su

spectively

cr lution 

The at can be used to optimize 

le 
ve

1F  

 thm of e pairwise similarity between the sentences 
assigned to each cluster. The 2F  criterion Function (6) 

computes the clustering by fin g a solution that sepa-
rates each cluster from other clusters. It minimizes the 
similarity between the sentences iS  and lS  assigned 

to different clusters pC  and qC , r . 

4. Modified Dis ete Differential Evo

din

e

Algorithm (MDDE) 

re are many techniques th
the criterion Functions (4)-(6) described in the previous 
Section 3. The paper [17] presents an up-to-date survey 
on evolutionary algorithms for clustering. It tries to re-
flect the profile of this area by focusing more on those 
subjects that have been given more importance in the 
literature. Particularly, the paper has focused mainly on 
hard partitional algorithms, though overlapping (soft/ 
fuzzy) approaches have also been covered. An original 
contribution of the present paper is that it discusses key 
issues on the design of evolutionary algorithms for data 
partitioning problems, such as usually adopted represen-
tations, evolutionary operators, and fitness functions, just 
to mention a few. In particular, mutation and crossover 
operators commonly described in the literature are con-
ceptually analyzed, giving especial emphasis to those 
genetic operators specifically designed for clustering 
problems (i.e., cluster-oriented and context-sensitive 
operators). In our study these criterion functions were 
optimized using a differential evolution (DE) [45,46]. 
The execution of the differential evolution is similar to 
other evolutionary algorithms like genetic algorithms or 
evolution strategies. The evolutionary algorithms differ 
mainly in the representation of parameters (usually bi-
nary strings are used for genetic algorithms while pa-
rameters are real-valued for evolution strategies and dif-
ferential evolution) and in the evolutionary operators.  

Like to other evolutionary algorithm, DE also starts 
with a population of N  n -dimensional search variab

ctors. The classical DE [45,46] is a population-based 
global optimization th uses a real-coded representation. 
In our study we use a genetic encoding that deals with 
discrete variables (clusters), such that each component of 
the chromosome takes a value between 1  and k  and 
represents the cluster to which the sentence is assigned. 
Potential set of solutions to the optimization problem are 
represented by a population of chromosomes. The initial 
population of chromosomes is generated by producing 
the series of integer random numbers. These numbers are 
uniformly generated between 1  and k  inclusively. 
Potential solutions (chromosomes) to the target problem 
are encoded as fixed length discrete strings, i.e., 

,1 ,2 ,( ) [ ( ), ( ),..., ( )]r r r r n

at 

 
X t x t x t x t  where  , ( ) 1,2,...,r sx t k , 
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C
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of th
rent in the next generation; 

where  function to be maxim

 he population the process of 
tion -

once for each  ns ,...,2,1
If the new offspring yields a better value e objec-

tive function, i
ot

. 

t replaces its pa

r

is the objective

After initialization of t

that it uses the mutation operation adopted from genetic 
algorithm. The algorithm proposed is based on the muta-
tion adopted from genetic algorithms. In our modifica-
tion, at the iteration 1t

[)

 for each vector  cre-

ates a vector 

)(tX r
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The vector )1( tmr  represents the changes that will 

be needed to move the particle from  to )(tX r

)1( tX r

)(tX r

. If the component of vector  is one, 

it means that this component will be copied from the 
 to 

)1(tmr

)1( tX r . If the component of )1( tmr  is 

null, it means that this component will be mutated. The 
inversion operator has been used as a mutation operator. 
The inversion operator takes the components from the 

 corresponding to the null components of the 

vector 

)(tX r

)1( tmr  and puts them to form a new particle. 

The pseudo-code of an inversion operator is described in 
Figure 1 ( S  is the cardinality of the set ) [11]: S

 of a partition provided by a chromosome, it is neces-
sary to have a fitness functions. The fitness functions are 
defined as 
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 objective Func-
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The main difference between the traditional discrete 

DE (DDE) algorithms and the algorithm proposed here is Let’s consider a following example (Figure 2): 
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Figure 1. Pseudo-code of an inversion operator 

 

 3 2 4 12 3 4 1( )rX t : 

0 1 1 00 1 0 1
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( 1)rX t  : 
 

Figure 2. Inversion operator 
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The components of a vector , using the 

pseudo-code described in Figure 1, are calculated as fol-
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, 

)1( tX r

1)1(if , tm sr

2)() 2,  tx r

)()1( ,, txtx srsr 

)()1( 3,3,1(2, tx r 4 txt r

1)()1( 8,

xr

8,

, 

3)(5,  txr , and )1(5, txr  txt r  xr

Step 2.    ,10  7,6,4  )1(:S  tms , sr

Step 3.   77,  , 6,4,1maxSmax s Smins  

  17,6,4,1min   

Step 4. 
,sr  )1)()1(

,
txtx

sr    and (
,

 tx
sr

 

 and )1(7,)(
,

tx
sr  , i.e. )()1( 7,1,  txtx rr 4 txr  

3  )(1,  txr

Step 5.        6,47,1\7,6,4,1,\SS   ss  

Step 6.   66,4maxSmax s , 

  46,   

Smins  

4min
Step 7.  and )()1(

,,
txtx

srsr   )1(
,

 tx
sr

 

)1(6,) , i.e.  and (
,

tx
sr  1)()1( 6,4,  txtx rr txr  

2)(4,  txr  

Step 8.          6,4\,6,4,\SS ss , i.e. 

0  anS

The stopping criterion of DE could be a given number 
of consecutive iterations within which no improveme  
on solutions, U time limit, or maximum 
number of  (fitness calculat , is at

tained. Unless otherwise specified, in this paper we use 
the last one as the termination criteria, i.e. the alg  
te when a maximum number of fitness c
tion is a

5. Experiments and Results 

For evaluation the performance of our methods we used 
two document datasets DUC2001 and DUC2002 and 
corresponding 100-word summaries generated for each 
of documents. The DUC2001 and DUC2002 are an open 
benchmark datasets which contain 309 and 567 docu-
ments-sum ary pairs from Document Understanding 

(http://duc.nist.gov). The datasets DUC2001 

ization evaluation. It 
 effective for meas-

d hence stop.  

nt
a specified CP

 iterations ion), t -max

orithm
rminates alcula-

chieved.  
Extractive summarization works by choosing a subset 

of the sentences in the original document. This process 
can be viewed as identifying the most salient sentences 
in a cluster that give the necessary and sufficient amount 
of information related to main content of the cluster 
(topic). In a cluster of related sentences, many of the 
sentences are expected to be somewhat similar to each 
other since they are all about the same topic. The ap-
proach, proposed in papers [13,19], is to assess the cen-
trality of each sentence in a cluster and extract the most 
important ones to include in the summary. In centroid- 
based summarization, the sentences that contain more 
words from the centroid of the cluster are considered as 
central. Centrality of a sentence is often defined in terms 
of the centrality of the words that it contains. In this sec-
tion we use other criterion to assess sentence salience, 
developed in [11] which is based on technique proposed 
in [47]. 

and DUC2002 are clustered into 30 and 59 topics, re-
spectively.  

At a preprocessing step, the stopwords in each sen-
tence were removed using the stoplist provided in 
ftp://ftp.cs.cornell.edu/pub/smart/english.stop and the 
remaining words were stemmed using the Porter’s 
scheme [48]. 

We use the ROUGE (Recall Oriented Understudy for 
Gisting Evaluation) toolkit [49,50], which was adopted 

m
Conference 

by DUC for automatically summar
has been shown that ROUGE is very
uring document summarization. It measures summary 
quality by counting overlapping units such as the N-gram, 
word sequences and word pairs between the candidate 
summary and the reference summary. The ROUGE-N 
measure compares N-grams of two summaries, and 
counts the number of matches. The measure is defined by 
Formula (31) [49–51]: 

N gram

N gram

OUGE-N
(N-gram)

ref

ref

S Summ S

S Summ S

Count

  

  

R

  (N-gram)matchCount

 
  (14) 

where N stands for the length of the N-gram, 
N( )grammatch is the maximum number of 

N-grams co-occurring in candidate summary and a set of 
reference-summaries. )gramN( Count  is the number 

of N-grams in the reference summaries. We show three 
of the ROUGE metrics in the experimental results: 
ROUGE-1, ROUGE-2 and ROUGE-SU4. The ROUGE- 
1 and ROUGE-2 scores are based on the overlap of uni-
grams and bigrams, respectively, between the candidate 
summary and the reference summary. The ROUGE-SU4 
score is also based on the overlap of bigrams between 
summaries, but allows 

Count

for gaps to occur between words 
(skip-bigram), with a maximum gap length of words, and 
includes unigram co-occurrence statistics as well.  

The optimization procedure used here is stoch
nature. Hence, for each criterion function (

) it has been run several times for diffe of 

astic in 
 and 1F , 

ren
2F

t values F
parameters ]8.0;3.0[CR  and ]5.0;1.0[MR . At ex-

nts the size of population and the number of itera-
tion we kept unchanged changing only parameters CR 
and MR with step 0.1. For both datasets we take the same 
number of iterations w  population size 

perime

hich is 1000. The

Copyright © 2009 SciRes                                                                                  IIM 



R. ALGULIEV  ET  AL. 135 

is 40 % of the total number of documents in the datasets. 
The parameters of the DE are reported in Table 1. 

The first experiment compares our methods with other 
methods. We compare our proposed methods with both 
supervised and unsupervised methods. Among the super-
vised methods we choose SVM [4] and CRF [21]. SVM is 
one of the state-of the-art classifiers. CRF combines the 
merits of HMM (Hidden Markov Model) and LR (Logis-
tic Regression). HMM extends Naive Bayes (NB) by 
considering the sequential information, while LR is a 
discriminative version of NB. The unsupervised methods 
we compare include QCS [16] and graph algo-

hm HITS [27] (Among the several options of graph- 
based algori ethod authority 
score of HITS on the directed backward graph is the best. 
Therefore it is taken by us for comparison). Table 2 and 3 
show the results of all the methods in terms ROUGE-1, 
ROUGE-2, and ROUGE-SU4 metrics on DUC2001 and 
DUC2002 datasets, respectively. As shown in Tables 2 

and 3, on DUC2001 dataset, the values of ROUGE-1, 
ROUGE-2 and ROUGE-SU4 metrics of all the methods 
are better than on DUC2002 dataset. In the Tables 2 and 
3 highlighted (bold italic) entries represent the best per-
forming methods. 

The numerical comparison of our methods with the 
methods CRF, QCS, HITS and SVM is shown in Tables 4 
and 5. Here we use relative improvement 

100
methodsother

  for comparison. In 

spite of the fact that among our criterion functions the 
worst result is obtained by criterion function 1F  but it 

shows better result than the other methods.  

-based 
rit

thm [27] the m  based on the 

 

methods)other methodour( 

Table 1. Param

Dataset Population size, N  Number of itera

Compared with the best method QCS on DUC2001 
(DUC2002) dataset the criterion function 1F  improves 

the performance by 1.05% (0.57%), 0.37% (0.43%) and 
-1, ROUGE-2 and 

ers of the DE 

0.59% (0.31%) in terms ROUGE
ROUGE-SU4 metrics, respectively. 

et

tion, 

 

maxt Crossover rate, CR Mutation rate, MR  

DUC2001 155 1000 0.6 0.2 

DUC2002 285 1000 0.6 0.2 

 
Table 2. ROUGE scores for summarization methods on DUC2001 dataset 

Methods ROUGE-1 ROUGE-2 ROUGE-SU4 

F  0. 0.19164 0.215745836 4 

1F  0.45603 0.19046 0.21427 

0.45952 0.19338 0.21763 

CRF 0.44598 0.18564 0.20934 

2F  

QCS 0.45129 0.18976 0.21302 

HITS 0.43528 0.18317 0.20627 

SVM 0.43132 0.18136 0.20372 

 
Table  ROUGE sco ummarization methods on DUC2002 dataset 

Methods ROUGE-1 R

3. res for s

OUGE-2 ROUGE-SU4 

F  0.45119 0.18847 0.21184 

1F  0.44985 0.18896 0.21234 

2F  0.45412 0.18982 0.21268 

CRF 0.44155 0.17974 0.20129 

SVM 0.43405 0.17084 0.19036 

QCS 0.44865 0.18766 0.21119 

HITS 0.42806 0.16792 0.18924 
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Ta ds with otherble 4. Comparison our metho  methods on DUC2001 dataset 

2F  1F  F  
Methods Metr

provement 

ics 

% of im

ROUGE-1 3.04 2.25 2.78 

ROUGE-2 4.17 2.60 3.23 C

ROUGE-SU4 3.96 2.36 3.06 

ROUGE-1 1.82 1.05 1.57 

RF 

ROUGE-2 1.91 0.37 0.99 QCS 

ROUGE-SU4 2.16 0.59 1.28 

ROU 5.57 4.77 5.30 GE-1 

ROUGE-2 5.57 3.98 4.62 HITS 

4 ROUGE-SU 5.51 3.88 4.59 

ROUGE-1 6.54 5.73 6.27 

ROUGE-2 6.63 5.02 5.67 SVM 

4 ROUGE-SU 6.83 5.18 5.90 

 
Table 5. Com ds ther methods on DUC2002 dataset parison our metho with o

2F  1F  F  

Methods M

% of im ment 

etrics 

prove

ROUGE-1 2.85 2.18 1.88 

ROUGE-2 5.61 4.86 5.13 CRF 

ROUGE-SU4 5.66 5.24 5.49 

ROUGE-1 1.22 0.57 0.27 

ROUGE-2 1.15 0.43 0.69 QCS 

ROUGE-SU4 0.71 0.31 0.54 

ROU 6.09 5.40 5.09 GE-1 

ROUGE-2 13.04 12.53 HITS 

ROUGE-SU4 12.39 11.94 12.21 

12.24 

ROUGE-1 4.62 3.95 3.64 

ROUGE-2 11.11 10.32 10.61 SVM 

ROUGE-SU4 11.73 11.28 11.55 

 
6. Conclusions 

We have presented an unsupervise h to auto-
matic document summarization. O ch consists
of two steps. First sentences are clu then rep-
resentative sentences are defined a
cluster. In our study we d ed discrete
differential evolution algo  to o e objective 
functions. When comparing our m veral ex-
isting summarization methods on an open DUC2001 and 

2001 ets, we f at our methods can im-
prove the summarization results significantly. The meth-

were sin OUGE-1, ROUGE-2 and 
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