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Evolutionary robotics – A review
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Abstract. In evolutionary robotics, a suitable robot control system is developed
automatically through evolution due to the interactions between the robot and its
environment. It is a complicated task, as the robot and the environment constitute a
highly dynamical system. Several methods have been tried by various investigators
to solve this problem. This paper provides a survey on some of these important
studies carried out in the recent past.
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1. Introduction

Evolutionary robotics aims to develop a suitable control system of the robot through artificial
evolution. Evolution and learning are two forms of biological adaptation that operate on
different time scales. Evolution is capable of capturing slow environmental changes that
might occur through several generations, whereas learning may produce adaptive changes in
an individual during its lifetime. Recently, researchers have started using artificial evolution
techniques, such as genetic algorithm (GA) (Goldberg 1989) and learning technique, namely
neural network (NN) (Kosko 1994), to study the interaction between evolution and learning.
Evolutionary robotics deals with this interaction.

In behaviour-based robotics, a task is divided into a number of basic behaviours by the
designer and each basic behaviour is implemented in a separate layer of the robot control sys-
tem (Brooks 1986). The control system is built up incrementally layer by layer and each layer
is responsible for a single basic behaviour. The coordination mechanism of basic behaviours
is usually designed through a trial and error process and the behaviours are coordinated by a
central mechanism. It is important to note that the number of layers increases with the com-
plexity of the problem and for a very complex task, it may go beyond the capability of the
designer to define all the layers, their interrelationships and dependencies. Hence, there is
a need for a technique by which the robot is able to acquire new behaviours automatically
depending on the situations of changing environment. Evolutionary robotics may provide a
feasible solution to the said problem.

In evolutionary robotics, the designer plays a passive role and the basic behaviours emerge
automatically through evolution due to the interactions between the robot and its environment.
Thus, decomposition of a task into a number of basic behaviours and their coordination are
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obtained through a self-organizing process (rather than by an explicit design). The designer
defines the fitness function, which measures the ability of a robot to perform a desired task.
The robot and the environment form a highly dynamical system, in which the robot’s decision
at a particular time depends on the sensory information and its previous actions. The principle
of evolutionary robotics has been explained with the help of figures 1, 2, and 3. Developing
a suitable adaptive NN-controller for a robot is the prime aim of evolutionary robotics. A
binary-coded GA is used to provide training to the NN-controller. The GA (refer to figure 1)
starts with a population of binary strings, created at random and each string indicates the
weights of the neural network. The fitness of each string (see figure 2) is determined as
follows.

• A number of training scenarios/cases are created at random and each scenario differs
from the other in terms of the initial position, size and velocity of the moving obstacles.

• For each training scenario, a robot collects information about its dynamic environment
using the sensors mounted on it. The sensory information is then fed as input to the robot
controller (i.e. NN-controller) and it determines the output (refer to figure 3), which is
realized through motor action. It is important to mention that the motor action does not
modify the environment but the NN-controller tries to improve its output gradually so
that it can produce better solutions in terms of travelling time. The robot’s motion is
executed and the travelling time to reach its destination (T ) is determined, whereast
(figure 2) indicates the time required to travel a distance-step.

• After determining the travelling time for each scenario (i.e.T ), the total travelling time
(tot−T ) is calculated considering all the training scenarios. The average travelling time
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(i.e. total travelling time divided by the number of training scenarios) is considered the
fitness of a GA-string.

The fitness values of all the GA-strings contained in the population are determined sim-
ilarly. The initial population of solutions is then modified using the GA-operators, namely
reproduction, crossover and mutation. Thus, optimal/near-optimal parameters/weights of the
NN-controller are determined by the evolution technique, i.e., GA through iterations.

It is important to mention that the robot controller may not behave in an optimal sense
initially, but the controller improves its performance and produces better results gradually
(after a few generations of GA runs). Thus, a suitable robot controller evolves through a
self-organizing process. In evolutionary robotics, the environment plays a central role by
determining which basic behaviour is active at any given time. Thus, the behaviour of a robot
is an emergent property of its interaction with the environment. It is important to mention
that a simple robot can show complex behaviour. Moreover, due to the dynamical interaction
between the robot’s control system and the environment, it is difficult to predict what kind
of behaviour will be produced by a given control system. It is also difficult to predict which
control system will produce a desired behaviour. Thus, design of the control system is a
complex task. Adaptive behaviour is obtained through evolution (self-organization) and is
difficult to achieve through explicit design. Evolutionary robotics may solve this problem in a
more effective way as compared to behaviour-based robotics, as the evolution of behaviours
and their coordination mechanism can be obtained through a self-organizing process rather
than by an explicit design.

Evolutionary robotics uses techniques, such as genetic algorithm (Goldberg 1989), genetic
programming (Koza 1992) and evolutionary strategy (Schwefel 1995) to evolve the con-
trollers of robots. An initial population of different genotypes (i.e. information that evolves
through successive generations) – each coding the robot’s architecture, behaviour (i.e. phe-
notype), is created at random. Each robot is allowed to interact with the environment and a
fitness is assigned to each of them. Robots with higher fitness are allowed to reproduce to
hopefully create better solutions. The population of solutions is modified using some opera-
tors (crossover, mutation etc.) and ultimately good solutions are obtained through iterations.

Evolutionary robotics is a comparatively new field of robotics research, which seems to
have enough potential to develop the control system of an intelligent and autonomous robot. It
is a challenging area with many open research issues, such as robot–environment interactions,
description of a behaviour, evolution and coordination of behaviours, effect of learning on
evolution and vice-versa, and others. Some of these research issues have been discussed below.

(a) Robot-environment interactions:During navigation, a robot collects information about its
environment with the help of its sensors, which is then fed as input to the robot controller
and the output of the controller is realized through motor action. Thus, there are two
kinds of robot–environment interactions – the first one is between the sensors mounted
on the robot and the environment, and the second one is between the motors of the robot
and the environment. Both the interactions are equally important to ensure the successful
navigation of the robot. The sensory data are generally associated with imprecision and
uncertainty and may also contain a lot of noise. Thus, carrying out data mining of the
imprecise sensory data to extract the necessary and useful information, is a challenging
task. Moreover, the sensors have to be mounted on the body of the robot, in an optimal
sense, so that maximum information about the surroundings can be collected. The second
kind of robot–environment interaction is the interaction between the motors mounted on
the robot and its environment. Depending on the output of the controller, the motor runs to
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move the robot starting from its initial position to the final position. There must be proper
coordination between the controller and the motor to ensure efficient movement of the
robot and to maintain its stability (both kinematic as well as dynamic) during movement.

(b) Description of behaviour, evolution and coordination of behaviours:During navigation,
the robot’s task is divided into a number of basic behaviours. The problems related to
evolution of basic behaviours and their proper coordination is solved by continuous inter-
action between the robot and its dynamic environment through a self-organizing process.
Realizing the fact that adaptive behaviour is difficult to obtain through explicit design,
researchers working in the field of evolutionary robotics have started considering whether
a single agent can produce complex behaviour (besides the simple behaviour for which
training is given to the agent) by exploiting the complexity of the environment.

(c) Effect of learning on evolution & vice-versa:Learning and evolution are two distinct
processes, which occur on two different time-frames. Learning takes place during the
life-time of an individual, whereas evolution is a slow process which generally occurs in
a population through several generations. Learning may have a beneficial effect on the
rate and adaptive power of evolution. The performance of a learning process may also
be improved, if it is combined with an evolutionary process. Thus, the two processes –
learning and evolution are related to each other and the effect of one on the other has to
be studied in detail.

The approach of evolutionary robotics appears to be promising for the development of intelli-
gent and autonomous robots but the main drawback of this field lies in the fact that evolution
is a slow process. Evolutionary algorithms are slow and considerable amounts of time are
needed to conduct the evolutionary process on a real robot. Thus, attention should be paid
to make these algorithms reasonably faster. In this connection, the recent work of Pratihar
et al (2001) is worth mentioning, in which they have proposed a faster GA (around five times
faster than the normal GA), called visualized interactive GA (VIGA), though its performance
depends on the task. Moreover, it is felt that learning may have a beneficial effect on evolu-
tion and has to be explored properly. The next section describes some of the recent work on
evolutionary robotics done by several researchers.

2. Previous work

Floreano & Mondada (1994) developed neural controllers for autonomous robots using a
genetic algorithm (GA) (Holland 1975; Goldberg 1989). The evolution of controllers was
carried out on a physical robot –Khepera, a miniature test mobile robot (Mondadaet al1993).
The goal was to develop the controller of a robot which can find a collision-free, preferably
straight path, with high velocity during navigation. There were eight inputs and two outputs
of the neural network (NN). The inputs were directly taken from the sensors and the outputs
were connected to the motors. After GA-based learning of the neural controller, the navigation
of the robot was successful. Later on, Floreano & Mondada (1996) used a GA to evolve a
neural network controller for aKheperawhose task was to locate a battery charger. They
considered twelve inputs (sensory information) and two outputs (one for each motor) of the
NN controller.

Miglino et al (1994) proposed a technique in which a GA is used to evolve the weights for
a neural network controller. The training of the controller was done on computer simulations
and the best controller was downloaded onto a real robot. Although the real environment
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differed from the simulated environment, a reasonably good result was obtained. Moreover,
feed-forward neuro-controllers were successfully evolved using a GA for the robot whose
task was to clean an arena surrounded by walls (Nolfi & Parisi 1995; Nolfi 1996, 1997). A
Kheperaequipped with a gripper module had to clean an arena full of small cylindrical trash
objects lying at random. The fitness was evaluated by counting the number of objects placed
outside the arena by the robot during a given evaluation time. The controller was first evolved
on simulations and it was then downloaded onto a realKheperarobot. Moreover, a GA was
used by Miglinoet al(1995), and Lund & Miglino (1996) to evolve a two-layer feed-forward
NN with no hidden units. The controller was developed for aKheperawhose aim was to find
a collision-free, straight path moving at maximum velocity. The networks were transferred
to a Khepera, which was found to perform well. A similar two-staged approach was also
developed by Salomon (1996) using a (3,6)–evolution strategy (ES) with self adaptation of
the step size.

Smith (1997) was successful in evolving a football playingKhepera. A GA was utilized to
set the weights in a fixed architecture NN. There were sixteen inputs (sensory information),
sixteen hidden units and two outputs (motor control information) of the NN. Each of the
sixteen hidden units was connected to both left and right motors. The behaviours were evolved
first on simulation and then downloaded to the realKhepera. The robot was successful in
locating the ball and scoring the goals both on simulation and real experiment.

Nolfi et al (1994) suggested a method in which evolution of a neural network controller
was carried out on simulation and later continued on a real robot,Khepera. There were eight
inputs and two outputs of the feed-forward NN and a simple GA (Holland 1975; Goldberg
1989) were used to evolve the weights for the NN. Due to mismatch between the simulated and
the real sensory-motor apparatus, there was some difference in performance of the evolved
networks when tested in the real environment.

Koza (1992) used genetic programming (GP) to develop subsumption architectures (Brooks
1986) for simulated robots engaged in wall-following and box-moving tasks. Later, Reynolds
(1993) developed the control programs using GP, which helped a simple simulated moving
vehicle to avoid collisions. GP was also utilized by Nordin & Banzhaf (1996) to evolve obsta-
cle avoidance and object following behaviours inKhepera. They proposed an on-line GP
approach to evolve behaviours, based on a probabilistic sampling of the environment. The
sensory information was fed as input to the GP system and the outputs were the motor val-
ues controlling its behaviour. The goal of the learning robot was to find a control function
(program) which reacts to the sensor data and produces the control action. Moreover, Lee
et al (1997) developed behaviour primitives and behaviour arbitrators for aKheperato push
a box toward a goal position indicated by a light source. GP was used to evolve the controller
programs of two behaviour primitives – box pushing and box side-following. An arbitrator
program was also evolved to arrange the executing sequence of the behaviour primitives. The
controllers evolved through simulations were downloaded to the real robot and the perfor-
mance was found to be satisfactory.

Researchers at the University of Sussex, UK, felt that evolutionary robotics needs an adap-
tive improvement technique, rather than an optimizer and they switched over from the tradi-
tional GA (Holland 1975; Goldberg 1989) to a species adaptation genetic algorithm (SAGA).
The concept of SAGA was introduced by Harvey (1992). In traditional GA, crossover plays
the vital role in searching and mutation probability is kept to a low value. On the other hand,
in SAGA, mutation is the main operator and generally a high value of mutation rate is consid-
ered. Moreover, the standard GA stops working whenever a converged population is obtained,
whereas in SAGA, most of the evolutionary progress is made after the convergence of the
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algorithm. They realized that evolution is not an optimization process but an ongoing adapta-
tion to the changing environments. Several attempts were made at the University of Sussex,
UK, in which SAGA was used along with a dynamical recurrent neural network (DRNN)
(in which the architecture is not fixed) to evolve behaviours for a gantry robot (Harveyet al
1994,1997; Husbandset al 1997; Jakobi 1997). There were seven input nodes (connected
to sensory information), four output nodes (two for the virtual wheels and the other two for
mirror angular velocities) and variable hidden nodes in the NN.

Colombetti & Dorigo (1993) used classifier systems (CSs) for robot control. ALECSYS
software (Dorigo 1993) was utilized to evolve control architecture of the AutonoMouse, a
mouse-shaped autonomous robot. The robot’s control architecture was a set of some classifier
systems – one for each desired behaviour and a coordinating CS. The behaviour to be evolved
was light-chasing and the robot’s fitness was determined by measuring light intensity using
the light sensor. The performance was first tested on simulations and then it was transferred to
a real robot and found to be efficient. Moreover, SAMUEL classifier system (Grefenstette &
Cobb 1991) was used by Grefenstette & Schultz (1994) to evolve collision-free navigation of
aNomad 200mobile robot in the presence of some moving obstacles. The rule sets obtained
through simulations were downloaded to the real robot and found to be efficient.

Meeden (1996) developed recurrent NN-based controllers for a 4-wheeled robot using a GA.
The robot had to avoid contact with the walls during its movement and either to seek or avoid
light depending on its goal. These conditions were considered in determining the fitness of the
GA solution. A fixed architecture NN with seven inputs (depends on the sensory information),
five hidden units and four outputs (directly connected to the motors) was considered in his
work. The effectiveness of the controllers was also proved through the experiments.

Ramet al(1994) proposed one method in which navigation problem of a robot was divided
into some basic behaviours, namely move-to-goal, avoid-static-obstacle, and others. These
behaviours were implemented with the help of some parameters, such as goal gain (strength
with which a robot moves towards its goal), obstacle gain (strength with which a robot moves
away from obstacles) and obstacle sphere of influence (distance from obstacle at which a
robot is repelled). They used a GA to find the suitable combination of these parameters so
that the robot could find a collision-free path during its navigation.

Baluja (1996) developed an evolutionary algorithm named population-based incremental
learning (PBIL) for designing a neural controller. The performance of the controller was
tested on Carnegie Mellon’sNAVLAB autonomous land vehiclefor its steering control and
found to be satisfactory.

Pratiharet al(1999a) developed optimal fuzzy logic controller by using a GA-based tuning
off-line. The GA-tuned fuzzy logic controller was efficient in planning optimal collision-free
path of the robot, while navigating in the presence of some moving obstacles. The algorithm
was tested on simulations but is yet to be tried on experiments with real robots.

Jeong & Lee (1997) developed a two-stage controller for two-wheeled soccer-playing
robots using a GA. In the first stage, some rules were evolved whose condition parts involve
the positions of the ball, opponents, partners and goal, whereas the action parts indicate the
actions to be taken, such as a move, a dribble or a kick. In the second stage, optimal on-off
type control signals were produced which allowed a robot to reach a position with desired
coordinates and orientation.

Beer & Gallagher (1992) used a standard GA to determine time constants, thresholds and
connection weights of a continuous-time fully-connected recurrent neural network. The loco-
motion control of a six-legged insect-like robot was studied in their work. The effectiveness
of their method was tested on both simulation and experiment with real robots.
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Galt et al (1997) successfully derived the optimal gait parameters of an 8-legged walking
and climbing robot using a GA. The gait parameters, namely phase (time relationships between
the legs) and duty factor (support period of a leg) were encoded in the GA. The evolved
controllers were found to perform well in generating suitable gaits of the 8-legged robot.

Gruau & Quatramaran (1997) evolved neural controllers using cellular encoding. They
were successful in generating a quadruped-locomotion gait of anOCT-1robot. Gomi & Ide
(1997) used a set of 50 control algorithms (software) to evolve a suitable gait of an 8-legged
OCT-1robot. Each of these control algorithms was tested for generating gaits during a fixed
amount of time. The robot is required to stand up and generate its gait to move forward. The
program was run for a few generations and a mixture of tetrapod and wave gaits was obtained.

More recently, Pratiharet al (1999b, 2000) developed optimal/near-optimal fuzzy logic
controllers (FLCs) for generating suitable gaits of a six-legged robot using a GA. The hexapod
is supposed to cross a ditch or take a circular turn, keeping the minimum number of legs
on the ground with maximum average kinematic margin. Each leg of the six-legged robot is
controlled by a separate FLC. The GA-based tuning of the FLCs is done off-line. Thus, this
algorithm is suitable for on-line implementations. The effectiveness of the algorithm is tested
through computer simulations and found to be satisfactory.

3. Discussion and concluding remarks

Designing a suitable controller for an autonomous and intelligent robot, which can plan
its motion on-line, in an unknown and changing environment, is a great challenge to the
investigators working in this field of robotic research. Several methods have been tried by
various researchers to solve this problem. Behaviour-based robotics is one of the notable
outcomes of all such efforts. Although it can solve the motion planning problems of a robot,
it has its inherent limitations, which can be eliminated using the principle of evolutionary
robotics.

In evolutionary robotics, a suitable robot controller is evolved depending on the situations of
a changing environment. In a changing and unpredictable environment, a robot controller can-
not always be designed beforehand but a suitable controller may be evolved depending on the
situation of the environment using some evolutionary techniques, namely genetic algorithms,
genetic programming, and others. Thus, in evolutionary robotics, a suitable NN-controller or
fuzzy logic controller is evolved using evolutionary techniques, which can provide an accept-
able solution on-line, to real-world problems. The main drawback of evolutionary techniques
is their slow convergence rate and the considerable amount of time that has to be spent to
conduct the evolutionary process on a real robot. Thus, evolutionary algorithms have to be
fast enough to get the real advantage of evolutionary robotics. Moreover, the issues related to
interaction of learning with evolution have to be dealt with more carefully. Although evolution
and learning are two distinct types of change occurring on two distinct entities (i.e., popu-
lation and individual organism), they strongly influence each other. Learning may increase
the adaptive power of evolution. On the other hand, the performance of a learning process is
changed when it is combined with an evolutionary process. Thus, interaction between learn-
ing and evolution deeply alters both the learning and the evolutionary process. The effect of
learning on evolution and vice versa should be studied in detail.

Emotion plays an important role along with intelligence in the decision-making process of
a human being. Thus, the issues relating to modelling of artificial emotion will be researched
in future along with the intelligence of a robot. Evolutionary robotics will also deal with
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modelling of artificial emotion, in future. Thus, tomorrow’s evolutionary robot will be intel-
ligent, autonomous and emotional as well. A lot of research is yet to be carried out to reach
this milestone.
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