
Exchange Coupling in Magnetic Heterostructures

M. D. Stiles

National Institute of Standards and Technology

Gaithersburg, MD, 20899

(August 10, 1999)

Abstract

Many structures consisting of magnetic layers separated by a non-

magnetic spacer layer show an oscillatory exchange coupling. This behavior

is explained in terms of a simple model that shows that the Fermi surface

of the spacer layer material is responsible for the oscillatory coupling. The

periods of the oscillatory coupling are set by extremal spanning vectors of

the Fermi surface of the spacer layer material. The strength of the coupling

depends both on the geometry of the Fermi surface and on the reflection am-

plitudes for electrons scattering from the interfaces between the spacer layers

and the magnetic layers. To test this and related models, the extremal span-

ning vectors and the associated Fermi surface geometrical factors have been

calculated for a large set of spacer layer materials and interface orientations.

These models are at least consistent with the experimental data. All measured

oscillation periods are consistent with the calculated periods, but particularly

for transition metals there are many more periods calculated than are seen

experimentally.
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I. INTRODUCTION

Since the discovery that magnetic films separated by a non magnetic spacer layer could

be coupled antiferromagnetically [1], and the subsequent discovery that the coupling could

oscillate between ferromagnetic and anti-ferromagnetic [2], there has been intense effort in

understanding this phenomena. The interest is in part driven by the possible technological

uses of these systems. When a system that is antiferromagnetically aligned is placed in a

field large enough to reverse the magnetic alignment, there is a large change in the resistance

of the system [3,4]. If the change in resistance can be made large enough while the field

required to reverse the magnetizations is made small enough, these systems would be very

sensitive detectors of magnetic fields. Small, sensitive detectors of magnetic fields have

many possible applications [5], including non-volatile memory elements and read heads for

magnetic data storage.

The coupling itself has been the subject of much experimental and theoretical interest,

particularly with respect to the period of the oscillatory coupling. In all of the theoretical

models, the periods are determined by properties of the Fermi surface of the spacer layer

materials. The periods measured on samples grown by molecular beam epitaxy, Cr/Fe [6–8],

Mo/Fe [9], Cu/Co [10–13], Cu/Fe [14,10,15], Ag/Fe [16], Au/Fe [17], Al/Fe [17], Pd/Fe [15],

and Ru/Co [18] agree well with the predictions of these theories.
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In contrast, a common period is measured in most cases on samples grown by sputtering.

For samples grown by sputtering with Co as the magnetic layers, seven systems, V [19], Cu

[19–24], Mo [19], Ru [19,25], Rh [19], Re [19,26], and Ir [19] have been found to have periods

in the range from 0.9 nm to 1.2 nm, while two systems, containing either Cr [19] or Os [27]

have longer periods (1.8 nm and 1.5 nm respectively). Other spacer layer materials between

Co layers have been investigated where either no coupling or no periodicity was found.

Measurements of sputtered systems with Fe magnetic layers have found periods in the 0.9

to 1.2 range for Cu [21], Nb [28], and Mo [29], but Cr [2] (1.8 nm) is again the exception.

The existence of a common period in such a variety of systems has led to speculation [19]

that the oscillatory coupling has an origin that is independent of the Fermi surface of the

spacer layer materials.

This paper discusses a simple model that shows why the Fermi surface of the spacer

layer plays an important role in the coupling between the magnetic layers in these systems.

This model forms a framework to understand the theoretical treatments of the coupling. It

shows that the periods expected in these theories are determined by extremal Fermi surface

spanning vectors. The coupling strengths are determined both by the geometrical properties

of the Fermi surface, and by scattering properties of electrons reflecting from the interfaces

between the two materials.

To test whether these models are consistent with the existing experimental data I com-

pute the relevant extremal Fermi surface spanning vectors of a large set of spacer layer

materials for several low index interface orientations. I find for metals with simple Fermi

surfaces like the noble metals, that there are only a few extremal spanning vectors, and

that they are in good agreement with experimentally measured periods. On the other hand,

for the transition metals, where the Fermi surfaces tend to be complicated, there are many

extremal spanning vectors that could lead to a large variety of periods. Among these pe-

riods are some that agree with each of the periods that have been measured. The issue

then becomes why are these periods and not others seen experimentally. Conclusive tests of

these models require a detailed calculation of the coupling strengths for each of the possible
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periods, and a detailed analysis of what can be inferred from the experimental data.

Section II of this paper presents a simple model for these metallic sandwich structures.

Then I detail how the calculation of the extremal spanning vectors for these materials. The

results of the calculations are then compared with the existing experimental data. Finally,

the simple model is compared with other theoretical treatments of the oscillatory coupling.

A more detailed derivation of a general form for the oscillatory coupling, and a derivation

for the approximate results given in Sec. II are given in the appendix.

II. MODEL

A one-dimensional quantum well is the simplest model that illustrates the oscillatory

exchange coupling. Not only does it contain the essential physics by itself, but complications,

necessary to describe real systems can be added one at a time. The oscillatory exchange

coupling arises because the energy that it takes to fill the electron states up to the Fermi

level, oscillates as a function of the well thickness. The period of the oscillation is given by

the wave vector at the Fermi energy in the well. To understand this oscillatory energy, I

consider first the states in the system, then the change in the density of states of the system

with respect to the constituent materials, and finally the change in the total energy on filling

the states to the Fermi level. From this starting point, I discuss the complications that arise

in real systems due to the momentum parallel to the interface, general Fermi surfaces, and

the underlying lattices.

This model is closely related to several that have been discussed previously. The discus-

sion combines many aspects of these papers to motivate the numerical calculations that are

discussed below.

A. Quantum Well States

To understand the states in the quantum well, first consider a single step; the material

making up the well extends out to the left, and the material making up the asymptotic
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region extends to the right. The energy origin is chosen to be the band minimum in the

asymptotic region. Thus, there is a threshold at E = 0 for states in the well material to be

able to transmit across the step. At energies below threshold, a state incident from the left

reflects with unit probability, and above threshold the reflection probability decreases from

one to zero as the energy increases. This behavior is shown in Fig. 1a.

When the second step is introduced, there are two types of states, bound states at

negative energies, and scattering states at positive energies. At negative energies, a state

reflects with probability one from each of the steps. In general the multiple reflections

cancel each other and a state cannot exist. However, at discrete energies the interference is

constructive and bound states result. These bound states consist of waves bouncing back

and forth in the well with tails exponentially decaying into the asymptotic regions.

At positive energies there are scattering states at all energies. These scattering states

consist of a plane wave incident on the quantum well from either side, a reflected wave with

reduced amplitude on the same side of the well, waves scattering in both directions in the

well, and a transmitted wave on the other side of the well. The probability for a state

incident from either side to reflect from the well is shown in Fig. 1b. The probability to

transmit across the well is just one minus this probability. Since there are no states in the

asymptotic regions with negative energies, the reflection probability is not defined for these

energies. At low energies the reflection probability is one, decreasing to zero as the energy

increases. However, unlike the reflection probability from a single step, the behavior as a

function of energy is not monotonic.

The oscillatory component to the reflection probability is caused by transmission reso-

nances. At energies close to those at which an integer number of wavelengths fit inside the

well the state undergoes increased multiple scattering in the well, and transmits with unit

probability. These resonances are closely related to the bound states of the potential. If the

walls of the well were infinitely high, there would be bound states for positive energies. When

the walls are not infinitely high, these positive energy bound states couple to the states in

the asymptotic region and become resonances. Thus, the energies of the resonances follow
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FIG. 1. Properties of a quantum well. Panel (a) shows the probability for an electron incident

from the well to reflect from a single step as a function of the energy. Panel (b) shows the probability

for an electron to reflect from the quantum well structure. Insets in both panels schematize the

processes. Panel (c) shows the change in the density of states for the quantum well structure. At

negative energies, the curve has been reduced by a factor of 10 to fit it in the figure. The arrows

represent the delta function contributions to the density of states due to the presence of bound

states.
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the progression of the bound state energies. The widths of the resonances are determined

by the coupling of the former bound states to the asymptotic region, which is determined

by the reflection probability from a single step. When the step reflection probability is close

to one, the resonances are narrow and as the reflection probability decreases the resonances

broaden. This behavior can be seen by comparing the width of the resonances in Fig. 1b

with the step reflection probability in Fig. 1a.

The set of states consisting of the bound states, plus the scattering states incident from

each side make up a complete set of states for this potential. The probability densities

for several of these states are shown in Fig. 2. Shown in order of increasing energy are a

bound state, a resonant scattering state and a non-resonant scattering state. There is not

a great difference between the probability densities for the resonant and the non-resonant

states. The differences are due to the changing amount of interference between left and right

going waves depending on the amount of reflection. They are small because the reflection

probabilities for scattering from the steps are significantly less than at the energy of the

resonance, and the resonances are broad. The changes in the probability densities lead in a

complicated way to changes in the density of states.

The change in the density of states due to making a quantum well structure has been

investigated by inverse photoemission and photoemission [30–32]. The systems investigated

were more complicated than the simple model discussed here because the spacer layer had

magnetic material on one side and vacuum on the other. Still, the same general considera-

tions hold; the system is a quantum well with one interface perfectly reflecting. For a variety

of systems, the authors find peaks in the experimental spectra that disperse in energy as

a function of the thickness of the overlayer. These peaks correspond to the peaks in the

density of states discussed above. Interpreting the results in detail requires including many

of the complications discussed below, including spin dependence, realistic band structures,

and realistic calculation of reflection amplitudes from the interfaces.
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FIG. 2. One-dimensional quantum well and states. The heavy line shows the potential energy

for a quantum well structure. The dashed line gives the Fermi energy for the structure. The dotted

lines are the energies at which states are shown and the thin lines are the probability densities for

three states, in order of increasing energy, a bound state, a resonant scattering states, and a non

resonant scattering state.
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B. Total Energy of a Quantum Well

To compute the energy required to fill these states up to some Fermi level, it is necessary

to compute the change in the density of states for this structure with respect to the con-

stituent materials. Both the material making up the asymptotic region, material A, and the

material making up the well, material W, have a density of states per unit length of nA(E)

and nW (E) respectively. From these bulk densities of states, the change in the density of

states for making a structure with a well thickness, t, and total asymptotic thickness, L, is

∆N(E, t, L) = N(E, t, L)− LnA(E)− tnW (E), (1)

In the limit that the size of the asymptotic region, L, goes to infinity, the change in density

of states is independent of L. The rest of this discussion will consider this limiting quantity,

∆N(E, t).

This change in the density of states is shown for the quantum well of Fig. 2 in Fig. 1c.

At negative energies, where there are no states at most energies, there is a negative change

in the density of states due to the loss of the states which were present in the bulk material.

Since the bulk density of states is proportional to the square root of the energy, this negative

contribution also behaves like the square root of the energy with respect to the potential

minimum in the well. Superimposed on this negative density of states is a series of positive

delta functions, one for each bound state. At positive energies, the transmission resonances

give peaks in the change in density of states. In general, the density of states diverges like

the square root of the energy at threshold, however, as is discussed below, this divergence

can be either positive or negative.

The behavior of the change in density of states at positive energies can be understood

in terms of the behavior at negative energies in much the same way that the transmission

resonances can be understood in terms of bound states. First, the square root loss in the

density of states is continued up to positive energies. Second, there are delta functions for

the positive energy bound states superimposed on this loss. Finally the delta functions are
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broadened by the coupling with the continuum in the asymptotic regions. The overlapping

broadened delta functions, superimposed on the negative background, then give the decaying

oscillation that is seen in the change in the density of states.

To understand the change in the energy as a function of the well thickness, it is useful

to examine the change in the density of states as a function of thickness, which is shown in

Fig. 3. The lower part of the figure shows the evolution of the bound state energies as a

function of the thickness. At a fixed energy, the bound states occur as a function of thickness

with a separation of, ∆t = 2π/2kwell, where h̄kwell =
√

2m(E + V ) is the wave vector of

a state in the well at that energy. In particular, new bound states enter the well with a

separation determined by the wave vector in the well at the energy of the threshold.

This spacing of the structure in the change in the density of states continues into the

behavior for positive energies. At fixed energy, the resonances are separated by a thickness,

∆t = 2π/2kwell. In, particular, this relationship holds true at the Fermi level. At high

energies, the resonances are broad, so there are only weak oscillations in the density of

states as a function of thickness. As energy decreases, the resonances become sharper and

have a larger peak value due to the increasing single step reflection probability. As they

approach the threshold energy from above, they become infinitely sharp and change almost

continuously into bound states. When a new bound state appears, the divergence in the

density of states for positive energies changes sign from positive to negative.

Filling all the electron states in the structure up to the Fermi level gives the total elec-

tronic energy of the system. Then, subtracting the bulk energies of the constituent materials

leaves the change in the energy due to making the well structure. This can be computed by

first finding the change in the integral of the electron energies,

∆E0(t) =

EF∫
−∞

dE E∆n(E, t). (2)

This is not the total change in the energy however. Simply integrating the change in the

density of states also gives a non-zero result,
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FIG. 3. Change in density of states for a quantum well. The top half of the figure is a contour

plot of the change in the density of states as a function of energy and thickness of the quantum

well. The contours are separated by 0.1 inverse energy units, and the dotted contours are negative.

The bottom half of the figure shows the energies of the bound states as a function of the well

thickness.
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∆N(t) =

EF∫
−∞

dE ∆n(E, t). (3)

If this change is positive, there is a net increase in the change of density of states at energies

below the Fermi level and electrons have to be taken from the Fermi level to fill those

states. If the change is negative electrons need to be added in at the Fermi level. Since

the calculation is done in the limit that the asymptotic regions are infinitely big, there is

an infinite density of states at the Fermi level, and the Fermi level itself does not change

when a finite number of electrons are added or subtracted. Putting these two contributions

together gives the total change in energy,

∆E(t) =

EF∫
−∞

dE (E − EF )∆n(E, t). (4)

This change in the energy is shown in Fig. 4 as a function of the well thickness.

The dominant behavior of the change in energy as a function of thickness is a damped

oscillation. The period of the oscillation is 2π/2kF , where kF is the Fermi wave vector for

the bulk material that makes up the well. It can be shown that if the single step reflection

probability is small, the change in the total energy for large separations is given by

E∞(t) =
h̄

π

vF
2
|Rstep|

21

t
sin(2kF t), (5)

where, vF = h̄kF/m, is the electron velocity at the Fermi level, and |Rstep|2 is the reflection

probability from a single step. The stronger the reflection, the stronger the oscillations in

the density of states and the stronger the oscillation in the change in total energy. The fall

off in the amplitude of the oscillation, 1/t, only holds for large well thicknesses. For small

thicknesses, other contributions are important, changing the effective period, and keeping

the envelope from increasing without bound. The subscript on the energy E∞(t) indicates

that this behavior is exact only in the limit that the thickness of the well becomes large.

However, as is seen in Fig. 4, this asymptotic form is quite accurate for thicknesses greater

than one period. In general, the accuracy of the asymptotic form depends on the details of

the band structures of the two materials, in particular on the strength of the reflection.

12



FIG. 4. Total energy of quantum well filled to the Fermi level. The solid line shows the energy,

calculated by filling states up to the Fermi level; the dotted line shows the asymptotic form, Eq.(5)

for all thicknesses.
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At this point, it is useful to note that the oscillations depend on a property of the

bulk material that makes up the spacer layer, even though the spacer layer is not periodic

throughout all space. This dependence on the bulk properties arises because the potential in

the middle of the spacer layer is the same as it is in a bulk material, and hence, the electrons

there respond as they would in a strictly bulk material. In this model, the potential is

exactly the same by construction, while in real structures it is approximately correct. Since

screening is very rapid in metals, this approximation is valid for all but the thinnest spacer

layers. However, there are significant modifications in the potential close to the interfaces,

which could lead to large changes in the reflection probabilities.

The oscillation as a function of distance with a period set by the Fermi surface is a

general property of metals. Whenever a metal is subject to a spatially localized perturbation

it responds with oscillations in the electron density with a period set by the Fermi surface.

These density oscillations can also be manifest as spin density waves if the perturbation

is spin dependent or as oscillatory energies between two different perturbations. Here, the

perturbations are the boundaries with the magnetic material.

C. Exchange Coupling

For magnetic sandwich structures the oscillatory exchange coupling arises for the same

reasons as the oscillatory energy in a quantum well. However, it is much easier to detect

because it is much easier to measure the magnetic state of a material than its total co-

hesive energy. In magnetic structures each spin system experiences a different potential.

Model potentials for both spins are shown in Fig. 5 for the cases of ferromagnetic and anti-

ferromagnetic alignment of the magnetizations. For each spin system the energy oscillates

for the different magnetic configurations; the difference in these oscillatory energies is the

oscillatory exchange coupling. There are three different oscillatory energies, one each for spin

up and spin down electrons in a ferromagnetically aligned sample, and one for either spin in

an antiferromagnetically aligned sample. All of the oscillatory energies have the same period
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because the period is determined by the Fermi surface of the bulk spacer layer material, but

since the potential barriers are different, the reflection probabilities are different, and hence

the amplitudes of the oscillatory energies are different. Taking the difference between the

sum of the energies for the spin up and spin down electrons in a ferromagnetically aligned

sandwich and twice the energy for either spin in an antiferromagnetically aligned sandwich

gives the exchange coupling,

J∞(t) =
h̄

π

vF

2

[
|R↑↑|

2 + |R↑↓|
2 − 2|R↑↑R

↑
↓|
] 1

t
sin(2kF t+ φ0), (6)

where R↑↑ (R↑↓) is the reflection amplitude for a spin up (down) electron in the well material

reflecting from a up magnetization barrier, and R↑↑ = R↓↓, and R↑↓ = R↓↑. Thus, the exchange

coupling found in magnetic sandwich structures has the same origin as all other oscillation

behavior in metals, the response of the electrons at the Fermi surface.

D. Parallel Wave Vectors

If the interfaces between the magnetic material and the non-magnetic material are co-

herent, that is, the materials share a common lattice net, then the momentum parallel to

the interface is conserved when an electron scatters from the interface. This is the case con-

sidered in the rest of the paper except for a brief discussion of disordered interfaces. Even

if the interfaces are not coherent, understanding the behavior for coherent interfaces forms

a good basis for understanding the behavior of disordered interfaces.

If parallel momentum is conserved, the problem breaks up into a set of one-dimensional

models like the model discussed above. Each of these one-dimensional models contributes a

component to the energy that oscillates in thickness with a period set by the Fermi surface

spanning vector for that parallel momentum. However, most of these different oscillations

cancel out when all of the one-dimensional models are summed over. For a spherical Fermi

surface the change in the energy per unit area of the interface is

E∞(t)

A
=
∫ dkx

2π

∫ dky
2π

h̄

π

vF
2
|Rstep|

21

t
sin(2t

√
k2F −K

2) (7)
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FIG. 5. Quantum wells for exchange coupling. The top left (right) quantum well shows the

potential seen by spin up (down) electrons in a ferromagnetically aligned quantum well structure.

The bottom left (right) quantum well shows the potential seen by spin up (down) electrons in a

antiferromagnetically aligned quantum well structure.
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≈
h̄

π

vF
2
|Rstep|

21

t

∫ dkx
2π

∫ dky
2π

sin(2t
√
k2F −K

2)

=
−h̄

2π2
kF

2

vF

2
|Rstep|

2 1

t2

[
cos(2kF t)−

sin(2kF t)

(2kF t)

]

where
√
k2F −K

2 is the Fermi surface spanning vector as a function of the magnitude of the

parallel wave vector, K. For simplicity, vF and |Rstep|2 are assumed to be independent of

parallel momentum, K; they are not, but this dependence does not affect the asymptotic

result. The cancellations that occur in the integral in the second line of Eq.(7),

∫
dkx

∫
dky sin(2

√
k2F −K

2t) =
kF

2t

[
cos(2kF t)−

sin(2kF t)

(2kF t)

]
(8)

are illustrated in Fig. 6. Note that the integration over parallel momentum contributes an

additional power of thickness, t, in the decay of the envelope, and a phase shift from a sine

to a cosine in the asymptotic region. Also, there is preasymptotic behavior that modifies

the effective period of the first oscillation, making it about 20 % bigger than the asymptotic

period. Finally, the peaks in the coupling do not come from the oscillations due to the

parallel momentum of the extremum, but of parallel momentum close to it. This point

is illustrated in Fig. 6 by the displacement of the peaks of the integral from the arrows

marking the peaks due to the contribution from the extremum. However, for thicker and

thicker layers, the parallel momenta that contribute to the peak in the integral move closer

and closer to the extremum. This point will be important when discussing coupling due to

extrema at high symmetry points in Sec. II F.

E. General Fermi Surfaces

For a non-spherical Fermi surface, the oscillatory coupling depends on the difference

between two sheets of the Fermi surface. For the free electron model discussed above the two

sheets are the two sides of the sphere. If the two sheets of the Fermi surface are kFi(K) and

kFj(K), then the Fermi surface spanning vectors are given by ∆kFij(K) = kFi(K)−kFj(K).

The Fermi surface contributes an oscillatory term to the energy for each extremal spanning

vector, defined by

17



FIG. 6. Integration over parallel momentum. The integrand (20 thin lines) and result (heavy

line) in Eq.(8) illustrate the cancellation of the the multiple oscillations in the integrand leaving

only the oscillation due to the extrema. The arrows show the thicknesses of the peaks in the

contribution from the extremum itself, rather than points close to it (see text).
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∇K∆kFij(K)|Kext = 0. (9)

There is a contribution whenever the spanning vector remains constant as the parallel mo-

mentum is changed.

Two geometrical factors contribute to the strength of the oscillatory energy, the curvature

radius of the Fermi surface, and the reduced velocity at the Fermi surface. For a sphere the

curvature radius of the difference of the two sheets is kF/2; for the general shaped Fermi

surface it is given by

κij =



√√√√∂2∆kFij(K)

∂k2x

∂2∆kFij(K)

∂k2y
−

(
∂2∆kFij(K)

∂kx∂ky

)2
−1

. (10)

There is only a contribution to the energy if the group velocities of the of the states at the

Fermi surface for the extremal parallel momentum have opposite signs. If there are only two

sheets of the Fermi surface this condition is always satisfied. The reduced Fermi velocity for

the free electron model is vF/2; for a general dispersion this result generalizes to

v−1Fij =

∣∣∣∣∣∣
(
∂E

∂kz

∣∣∣∣
k=(K,kFi)

)−1
−

(
∂E

∂kz

∣∣∣∣
k=(K,kFj)

)−1∣∣∣∣∣∣ . (11)

Using these generalizations, the asymptotic oscillatory contribution to the energy, Eq.(7),

generalizes to

E∞(t)

A
= −

[
h̄

2π2
κijvFij

]
|Rij|

2 1

t2
sin(2kF t+ φ). (12)

The phase change that comes about on integration over parallel momentum depends on the

type of extrema, for a maximum, φ = π/2, for a minimum, φ = −π/2 and for a saddle point,

φ = 0. The contribution to the exchange coupling from this extrema is then given by,

J∞(t)

A
= −

[
h̄

2π2
κijvFij

] [
|R↑↑|

2 + |R↑↓|
2 − 2|R↑↑R

↑
↓|
] 1

t2
sin(2kF t+ φ). (13)

A large oscillatory coupling requires a large geometrical weight, the first factor in square

braces, and a large difference in the reflection amplitudes for the different configurations.

The form for the oscillatory coupling, Eq.(12), only holds if there are only two sheets of

the Fermi surface, and if all reflection probabilities are small compared to one. In spite of this
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qualifier, I use this result below to make comparisons between calculated extremal spanning

vectors and measured oscillation periods. I calculate the extremal spanning vectors, and

use the geometrical weights, the quantity in square brackets in Eq.(12), as a guide to which

extrema may be more important than others. However, the geometrical weight is only one

contribution to the strength of the coupling and the other contributions may completely

change the relative strengths of the couplings, so that this guide is not completely reliable.

A complete discussion of the coupling strength when more than one sheet is present, or

when the reflection probabilities are not small compared to one is given in the Appendix,

where general results are derived and the approximations necessary to find the above results

are described.

F. Lattice Effects

The above discussion has ignored the existence of an underlying lattice in the system.

Some complications of having a lattice present are the existence of a reciprocal lattice, and

in turn, Brillouin zones. The existence of a lattice implies that there are infinitely many

wave vectors that are equivalent to each other. An important consequence of this is that

integrals over wave vectors need to be restricted to a finite region of reciprocal space to avoid

overcounting the electron states. This finite region is called a Brillouin zone. While there is

a standard choice for the Brillouin zone for each lattice, this choice is not unique, and for

systems with interfaces another choice is more useful.

For all lattice vectors, {r0}, every point r is equivalent to the point r+r0. Each lattice has

a reciprocal lattice associated with it, {g}, such that r0 · g = 2πn, where n is some integer,

for each r0 and g. Every wave vector, k is equivalent to k + g. The states associated with

two wave vectors, k and k + g, are exactly the same states. Thus sums (integrations) over

all states can only include the states associated with one of these wave vectors. Typically,

this is done by restricting the integration to be over the region inside a Brillouin zone which

includes each inequivalent wave vector exactly once. Usually, this zone is chosen to have the
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full point group symmetry of the lattice, but this is not necessary. The only requirement

that a Brillouin zone need satisfy is that it fill space when translated by all of the reciprocal

lattice vectors, {g}. For situations in which there is a surface or an interface present it is

more useful to choose a Brillouin zone that has the point group symmetry of the interface.

When electrons scatter from an interface between crystals with a common lattice net,

momentum parallel to the interface is conserved, but momentum perpendicular to it is not.

In this situation, it is useful to define a Brillouin zone such that all states that can couple to

each other lie along a line through the chosen Brillouin zone. The obvious choice is a prism

with a base determined by the interface Brillouin zone which is defined by the interface

reciprocal lattice (discussed below). The height of these interface adapted bulk Brillouin

zones is determined by the interlayer spacing, d.

The two dimensional interface lattice vectors, {R0}, define an interface reciprocal lattice,

{G}, such that, R0·G = 2πn, where n is an integer, for all R0 and G. Every two dimensional

wave vector K is equivalent to K + G for all G. The standard interface Brillouin zone

includes only those parallel wave vectors such that K ·G < G ·G/2 for all G. This interface

Brillouin zone forms the base of the interface adapted bulk Brillouin zone. The height of

the interface adapted bulk Brillouin zone is given by 2π/d, where d is the interlayer spacing.

Several of these interface adapted bulk Brillouin zones are shown in Fig. 7 for some low

index interfaces for face centered cubic (fcc) and body centered cubic (bcc) lattices. In this

figure, it is possible to see that the bulk Brillouin zone can be cut into pieces such that each

piece can be translated by a reciprocal lattice vector to exactly reconstruct the interface

adapted bulk Brillouin zone. This procedure illustrates the point that each Brillouin zone

contains each unique wave vector exactly once.

Since parallel momentum is conserved, only states with the same parallel momentum are

coupled, which implies that the wave vector for the coupling is always in the direction of

the interface normal. Thus, the coupling between two states only depends on the difference

in the momentum perpendicular to the interface, ∆kz. The layer separation, d, defines a

one-dimensional reciprocal lattice, 2πn/d, for all integer n. Thus, the coupling wave vector,
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FIG. 7. Brillouin zones. The bulk Brillouin zones (left column) for face centered cubic (FCC)

and body centered cubic (BCC) lattices (heavy lines) and interface adapted bulk Brillouin zones

for several interfaces (center column) are shown superimposed (right column). The dotted lines

show the intersections of planes from the two Brillouin zones. In the right column, both Brillouin

zones are opaque for themselves, but transparent to each other.
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∆kz is equivalent to ∆kz + 2πn/d, for all n. It is useful to restrict all coupling wave vectors

to lie within the simplest one dimensional Brillouin zone defined by |∆kz| < π/d. Since the

coupling can only be sampled on layer planes, thicknesses of �d, it is impossible to tell the

difference between a coupling vector of ∆kz and ∆kz+2πn/d as exp[2π�n(d/d)] = 1. In the

calculations I discuss in Sec. IV, all periods will be determined from wave vectors that have

been shifted into this one dimensional Brillouin zone.

Early on, mechanisms related to Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange

coupling were discounted because free electron models predict oscillations with much shorter

periods than are seen experimentally. It was pointed out that “aliasing” [33–36] could explain

the observed periods. Aliasing comes about when a rapidly varying function (depending on

the coupling wave vector) is sampled at well separated discrete points (the lattice), and

appears to be a slowing varying function (depending on the minimum of |∆kz + 2πn/d| for

all n). While aliasing may seem like an artificial description in a free electron model, in a real

material the wave functions that determine the coupling are Bloch states, not simple plane

waves. The Bloch states contain a whole series of wave vectors, differing only by reciprocal

lattice vectors, and the resulting coupling should be described by the shortest wave vector

component of the coupling [37].

An additional complication compared to free electron models is the calculation of the

reflection probabilities for states scattering from the interface. For free electron models it

is possible to generate simple matching rules that give reflection probabilities that depend

only on the band structures of the states. However, for realistic treatments of the electronic

states, this is not possible because the reflection probabilities depend on the full atomic scale

details of the wave functions. Not only is the strength of the reflection non-trivial, but there

is also a phase change associated with the reflection that is not included in free electron

models.

One aspect of calculating realistic reflection probabilities is that states can have different

symmetries along high symmetry lines in the Brillouin zone. If they do, they can not

couple. Thus, one might expect that extremal spanning vectors coupling states of different
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symmetry do not lead to an oscillatory couplings. However, this is not the case. For parallel

wave vectors slightly displaced from the high symmetry line, the states can couple. As

is discussed in Sec. II D, the peak contribution to the oscillatory coupling does not come

from the extremum, but from states close to it. For larger and larger thicknesses of the

spacer layer the important states are closer and closer to the extremum. So if the reflection

probability goes to zero at the extremum, there is still an oscillatory coupling, but it falls off

as a higher power of the thickness in the asymptotic region. However, larger thicknesses may

be required before the asymptotic region is reached, and oscillatory couplings from states

of different symmetry may still be important for experimentally relevant thicknesses. These

considerations are important, because a large fraction of the extremal spanning vectors occur

for high symmetry points.

One question raised by this model is how does the coupling strength depends on the

thickness of the magnetic layers in a superlattice. At first glance one might expect this

model to predict a similar dependence as found for the thickness of the spacer layer. A closer

analysis shows that this is not the case. Even though there may be a strong oscillatory

behavior to the energy of the magnetic layer as a function of thickness, it only depends

weakly on the relative alignments of the magnetic layers, and largely cancels between the

two alignments when computing the exchange coupling. The oscillatory exchange coupling,

discussed above, arises from the difference in the reflection probabilities that electrons in the

spacer layer see in the ferromagnetic and anti-ferromagnetic environments. In that case, the

potential directly across the interface is different in the two cases. On the other hand, the

electrons in the magnetic material see the same potential directly across the interface, just

the spacer layer potential. There is a difference in the two environments, but the electrons

have to go all the way through the spacer layer before they detect this difference. Thus, the

differences in the reflection probabilities between the two alignments is likely to be much

smaller.

This entire discussion has ignored the fact that the charge oscillations that are set up

by the standing wave states that give rise to the oscillatory coupling lead to a change in
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the potential that the electrons see. In principle, the whole calculation needs to be done

self-consistently to take this change in the potential into account. On the other hand, when

the spacer layer is thick, the changes in the potential more than a few layers from the

interface are quite small, and do not have a significant effect on the exchange coupling. The

changes in the layers close to the interface effectively just change the reflection probabilities,

affecting the coupling strength, but not the period of the oscillatory coupling. There are

also constant shifts in the energy due to the charge rearrangement near the interface, but

this largely cancels out in the exchange coupling.

III. METHOD

To test the model discussed above and related models, I have calculated the extremal

Fermi surface spanning vectors for a large set of possible spacer layers. First, I calculate the

self-consistent electronic structure from a linearized-augmented-plane wave (LAPW) imple-

mentation of the local density approximation (LDA). Then, I fit resulting band structures

with a phenomenological tight binding approximation, which allows calculating the elec-

tronic structure on a much finer mesh in reciprocal space. Using this fit, I find the Fermi

surface by one dimensional searches as a function of parallel wave vector. I fit the Fermi

surface locally to a quadratic function sheet by sheet. I find the difference between each

pair of fit sheets and search for extremal spanning vectors. For each material, and each low

index interface direction, I compile the set of extremal spanning vectors, and the associated

geometrical weights. In the next section, Sec. IV, I discuss how the calculated extremal

spanning vectors compare with experiment.

The LAPW electronic structure calculations were done for the bulk crystal structures

as described elsewhere [38]. The plane wave cut-offs for the the potential were 120 a−2o for

face-centered cubic (fcc), and body-centered cubic structures (bcc), and 60 a−2o for hexagonal

close-packed (hcp) structures. The plane wave cut-offs for the wave functions were 15 a−2o

for all structures. The final self-consistency iterations were done using 240, 408, and 108
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special points in the irreducible wedge of the Brillouin zone for bcc, fcc, and hcp structures

respectively. The angular momentum cut-offs were � = 8 for bcc and fcc structures, and

� = 6 for hcp structures. The cut-offs give electronic structures that are quite well converged.

The lowest lying bands for each structure were fit with a phenomenological tight binding

model to speed up the calculation of the Fermi surfaces. The fitting procedure uses a three-

center non-orthogonal parameterization including next-nearest neighbors for the fcc and bcc

structures, and third neighbors for the hcp structures. This procedure uses 50, 60, and

164 fitting parameters for the bcc, fcc, and hcp structures respectively. It is similar to

that described by Papaconstantopoulos [39] and is described elsewhere [40]. For the bands

that cross the Fermi level, the quality of the fits range from a 2.4 meV root mean square

(RMS) error for Tc, to a 16.8 meV RMS error for Al, with most fits being approximately 10

meV RMS in error. Using the fit bands, the Fermi levels were found from a special points

calculation using 5740 special points in the irreducible wedge of the Brillouin zone for fcc

structures, 5200 special points for bcc structures, and 4200 special points for hcp structures.

The fit bands are used to find the Fermi surface for each material and interface orienta-

tion. For each parallel wave vector the points on the Fermi surface are found by bisection

of some initial grid with additional bisections whenever a band is close to the Fermi level

so that two points on the Fermi surface that are close to each are not missed. The points

on the Fermi surface are collected into four-by-four sets of parallel wave vectors and sorted

into sheets. Each of the sheets is least squares fit to a general quadratic form. By solving

the least squares fit for an arbitrary set of data, the least squares fit is reduced to a matrix

multiplication. The quadratic fits to each sheet are used to find extrema in the difference

between each pair of sheets that have oppositely directed group velocities. At the same time

the curvature of the extrema and the group velocities are found.

In the next section, the extrema are collected together and presented by the geometrical

weight versus the period predicted by the extremal spanning vector and are compared with

experiment. The geometrical weights are used as indicators of what the strength of the

coupling associated with each extremal spanning vector might be. This indication is not
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that trustworthy; it has only been derived for regions of parallel wave vector where there is

only one sheet of states moving in each direction, although it is physically reasonable that

the same factors contribute in more complicated situations. Even for the simple situations,

the coupling strengths still depend critically on the reflection probabilities for the states in

the well, which can convert a large geometrical weight into a weak coupling strength or vice

versa. Finally, even this form only holds asymptotically, and might be significantly modified

for experimentally accessible layer spacings.

IV. COMPARISON WITH EXPERIMENT

Each spacer layer material and each interface orientation has a set of extremal spanning

vectors, and corresponding expected periods. These periods are compared to periods that

are measured on samples grown by molecular-beam epitaxy (MBE) in Fig. 8. The spanning

vectors have been calculated assuming the bulk structure of the spacer layer material. While

the structure of the spacer layer is expected to be modified in many of the films, the modi-

fication is complicated, and for thick enough spacer layers, the structure should relax to the

bulk structure. Only the periods are compared; the calculated geometrical weight is only

included as a rough guide to which spanning vectors might be more important. In addition,

the measured coupling strengths are more sensitive than the periods to the structural quality

of the films, which can vary from system to system and from growth to growth. Below, I

discuss the sources of uncertainty in both the calculation and the experiment.

The agreement for the noble metal interfaces is good. Ag(100) [16] and Au(100) [17] are

closely lattice matched to Fe(100) when rotated by 45 degrees, and can be grown reasonably

well. For both, two periods are calculated and both are in good agreement with those

that are measured. Cu(100) and fcc Co(100) are closely lattice matched and can be grown

reasonably well [10,12,13]; Cu(100) and fcc Fe(100) structures can be grown with the Cu

lattice constant if the Fe layers are kept thin [14]. For these systems the measurements are

not as consistent. Short period and long period oscillations are found in one case [10]. In
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FIG. 8. Comparison between periods measured on samples grown by MBE and calculated

extremal spanning vectors. The experimental data are shown as circles with an arbitrary y coor-

dinate. The geometrical weight, see Eq.(12), for each extremal wave vector is plotted against the

corresponding period.
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the other cases, long period oscillations are found, and in two of these cases the long period

is significantly shorter than that found in the other measurements. The measured long

periods bracket the calculated period. For the (110) interface between Cu and fcc Co the

measured period [11] agrees well with the longest calculated period , and the shorter periods

are not seen. For the (111) interface between Cu and either Co or Fcc Fe the experimental

results are still controversial [41,11,42]. Reported results are included in Fig. 8. Also, by

appropriate choice of substrates, is is possible to force Cu into a bcc structure [15,10]. One

measurement for (100) interfaces finds a short period oscillation, 0.36 nm, [10] and the other

a long period oscillation, 1.4 nm [15]. The short period is consistent with spanning vectors

calculated for a hypothetical bulk bcc Cu [10].

For the other samples that have been grown by MBE the situation is more complicated.

Al(100) [17] and Cr(100)/Fe(100) [6–8] are quite well lattice matched to Fe(100). For these

systems there are many expected periods, only a few of which are seen experimentally. For

Al, a long period is seen but the range of thicknesses investigated is not large enough to detect

possible longer periods. While the lattice match is good, Fe and Al form many intermetallic

compounds so that the interfaces are probably too rough for shorter period oscillations to

survive. The situation is similar in Cr. When the growth is poor, a long period oscillation

is observed, but when the growth is improved, a short period oscillation, layer-by-layer, is

seen [6]. For good samples the short period oscillation is much stronger than the long period

oscillation, and the former can mask the latter. The short period oscillations are clearly

associated with the tendency toward antiferromagnetism in Cr. However, the short period

oscillations are present to over twice the Neel temperature. These oscillations can thought

of in two equivalent ways. One way is to say that they are caused by the same Fermi surface

nesting as the antiferromagnetism. The other is to say that the Fe substrate stabilizes the

antiferromagnetic state.

Several systems have been investigated that are not as well lattice matched. For

Mo(100)/Fe(100) [9], a short period oscillation is observed, which is consistent with one

of the many expected periods. For Ru(0001)/Co(0001) [18], a long period oscillation con-
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sistent with that found in samples grown by sputtering is found. For Pd(100)/Fe(100) [15]

oscillations are seen on a decaying antiferromagnetic background. The period is difficult to

extract, but is consistent with a calculated period with a large geometrical weight. Short

period oscillations have also been found for body-centered tetragonal Mn grown on Fe(100)

[43] which are consistent with the tendency of Mn toward antiferromagnetism as was the

case for Cr.

There are many factors that complicate the comparison between calculated periods and

measured periods. The main difficulty with the calculation is that the coupling strengths

are not calculated, so that it is not known which possible periods are actually important. An

additional source of error is the use of the local density approximation (LDA) to determine

the Fermi surfaces. While LDA Fermi surfaces are found to be quite good, there is no

rigorous justification for this, and hence no good estimate of the uncertainty. For some

metals, high quality fits to the Fermi surface based on de Hass-van Alphen measurements

can provide more reliable Fermi surfaces and extremal spanning vectors [44].

There are several difficulties facing the experimental determinations of the periods. One

difficulty is the roughness of the interfaces. Not only does this roughness wash out short

period oscillations in a fairly straight forward way [45], but it also changes coupling strengths

in more basic ways [46]. Roughness breaks parallel momentum conservation at the inter-

faces, which can drastically effect the reflection probabilities that determine the coupling

strength. Other difficulties are associated with the range of the measurement. If the range

of thicknesses investigated is restricted, it is impossible to find periods longer than a certain

amount. This difficulty is compounded by the decay of the oscillations, particularly when

there may be several oscillations that decay differently. Additionally, as discussed above,

the effective period measured at short separations may be different than the asymptotic

period that would be measured for larger thicknesses. This is particularly so if the first anti-

ferromagnetic peak is used in the determination of the period because the small thickness

part of that peak may be strongly affected by the presence of pinholes in the spacer layer.

Finally, a rigorous extraction of periodicities from the existing experimental data is quite
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difficult and in general ambiguous. Many more periodicities may be present in the data than

have been extracted.

A set of experiments has been done on samples grown by sputter deposition. The results

for these experiments with Co magnetic layers, V [19], Cu [19–24], Mo [19], Ru [19,25], Rh

[19], Re [19,26], Ir [19], Cr [19], and Os [27] are compared with calculated periods in Fig. 9.

The structure of these samples is not as well known as the structure of the samples grown

by MBE. Since the samples were grown on Co(0001) substrates, I assume for the purpose of

comparison, that the dominant interfaces in these samples involve the hexagonal, fcc(111)

and hcp(0001), or pseudo-hexagonal interfaces bcc(110). For most of the samples at least,

these were the strongest orientations found for the textured films in x-ray measurements [19].

As was the case for the samples grown by MBE, all of the measured periods are consistent

with calculated periods. For many of these interfaces, almost any measured period would

be consistent with a calculated period. Which of the periods are actually important has to

wait for more detailed calculations.

An important issue is why seven out of the nine spacer layers have roughly the same

period, 0.9-1.25 nm, Cr with the period of 1.8 nm and Os with the period of 1.5 nm being the

exceptions. I argue that the explanation depends on the structure of the films and the nature

of the measurement. As mentioned above, rough interfaces wash out short period oscillations,

adding a short period cut-off to the experimentally observable periods. Measurement over

a finite range adds a long period cut-off to the observable periods, because a long period

oscillation may not be observable when superimposed on another decaying oscillation. A

possible explanation is that periods close to 1.0 nm are seen because shorter and longer

periods are filtered out.

While certainly true in part, this explanation is not complete, because in different films

periods ranging from 0.8 nm to 1.8 nm have been observed. If this is the range of experimen-

tal sensitivity, more than one period might be expected for some of the films. Disentangling

this issue requires both theoretical effort and experimental analysis. Both detailed calcula-

tions of the coupling strengths due to each extrema are necessary, and so are calculations
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FIG. 9. Comparison between periods measured on samples grown by sputtering and calculated

extremal spanning vectors. The experimental data are shown as squares with an arbitrary y

coordinate. The geometrical weight, see Eq.(12), for each extremal wave vector is plotted against

the corresponding period. For the calculations, the interface orientations are assumed to be the
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of how they add to produce a final result. A superposition of many oscillatory components

may give results that look periodic over a short range, but not if measured over a wider

range. The experimental data would best be analyzed for the significance of the periods

that are extracted. Ideally, this analysis should include estimations for the largest strength

for couplings of a given period that can be ruled out by a given set of data.

Figures 10-15 show slices through the Brillouin zones relevant to the interfaces discussed

above, indicating some of the important extremal spanning vectors. For the noble metals in

the [100] direction, shown in Fig. 10, all of the slices look quite similar. They are free electron-

like with necks in the [111]-directions and bulges in the [100]-direction of the Brillouin zone.

The long period oscillation is due to the free-electron like spanning vector at the zone center,

and the short period oscillation is due to the other spanning vector. For these interfaces,

all of the inequivalent extremal spanning vectors can be seen in this figure. Since the free

electron sphere for Al extends into the third Brillouin zone, the Fermi surface is much more

complicated than those of the noble metals. There are many extremal spanning vectors, only

some of which can be seen in this figure. The free-electron-like extremal spanning vector at

the zone center agrees well with the experimentally measured period.

For the the [111] direction in Cu, shown in the top of Fig. 11, there is no free-electron-

like spanning vector because of the necks in the [111]-direction. The only extremal spanning

vector for this interface is seen at the zone boundary in this figure. For the (110) interface,

shown in the bottom of Fig. 11, there are several extremal spanning vectors, only some of

which are seen in this slice. The free-electron-like spanning vector at the zone center would

give a short period oscillation that has not been seen experimentally. The spanning vector at

the neck gives a long period oscillation that is consistent with what is seen experimentally.

For (001) interfaces of Mo and Cr, shown in Fig. 12 there are large sections of the Fermi

surface that are very nearly parallel, a condition called nesting, that give rise to the short

period oscillations seen in these materials when grown by MBE. For Cr, there is an extremal

spanning vector that gives a period of 1.74 nm, which is quite close to the long periods seen

for Cr. A complication is that the two states that are coupled have different symmetry.
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FIG. 10. Extremal spanning vectors for fcc(100) interfaces. Slices though the Fermi surface

(heavy lines) in the interface adapted bulk Brillouin zone are shown for the noble metals and Al.

Selected extremal spanning vectors (arrows) are labelled by the period in nm that would arise

from the coupling of these parts of the Fermi surface. Note that some of the displayed spanning

vectors are outside the one dimensional Brilloun zone for coupling vectors and are translated back

in before computing the period (See Sec. II F).
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35



0.30
0.30

0.31

1.74
1.32

0.44

0.44 0.32

0.41
0.38Mo

Cr

FIG. 12. Extremal spanning vectors for bcc(001) interfaces. (Same as Fig. 10)
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FIG. 13. Extremal spanning vectors for bcc(110) interfaces. (Same as Fig. 10)
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FIG. 14. Extremal spanning vectors for fcc(111) interfaces. (Same as Fig. 10)
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FIG. 15. Extremal spanning vectors for hcp(0001) interfaces. (Same as Fig. 10)

Thus the coupling at the extremum is zero. However, as discussed above, this does not

mean that there is no coupling with this period, just that the coupling falls off as a larger

power of the thickness in the asymptotic region. Detailed calculations are needed to answer

the question of whether the coupling from this spanning vector is strong enough to explain

the experimental data.

Figure 13, Fig. 14, and Fig. 15 show slices through bcc, fcc and hcp Brillouin zones

respectively. These slices are all relevant for interfaces in the comparison between calculated

and measured periods shown in Fig. 9. In some cases, Rh(111) being a good example,

the extremal spanning vectors close to the experimental value, with the largest geometrical

weights were at arbitrary points in the Brillouin zone, and not easily shown in a Brillouin

zone slice. One interesting point is the difference in the Fermi surfaces for Ru and Os, which

are very similar except for the small ellipse near the zone center for Ru. The extremal

spanning vector for this small ellipse is close to the experimental period. The lack of this

piece in the Fermi surface of Os may explain why the longer period is found there.

38



A collection of the extremal spanning vectors for a set of interface directions is given in

Figs. 16-19. For each material, the extremal spanning vectors in three low index interface

directions are shown. For most transition metals there are many periods in each direction,

so that lacking a complete calculation of the coupling strengths, just about any period might

be expected.

V. COMPARISON WITH OTHER MODELS

In some sense, calculations of the oscillatory exchange coupling can be described as

different approximations for the reflection probabilities. While some models are based on

simplified band structures, all give periods that are derived from extremal Fermi surface

spanning vectors for the Fermi surface they use. Thus, the only difference between the models

is the approximations for the reflection probabilities. The calculated coupling strengths are

only as good as these approximations. Even though the calculated coupling strengths are

only approximate, these models have made important contributions to the understanding of

the oscillatory coupling. Many of the calculations are reviewed in more detail in a review

article by Hathaway [47]. Below, I discuss various calculations in terms of the approximations

made for the reflection probabilities.

The discussion in Sec. II is very similar to that presented by Bruno [48]. His presentation

is cast in terms of the single electron Green functions of a quantum well. While it may not

be obvious, these Green functions contain exactly the same information as the reflection

probabilities discussed above. These Green functions are a way of organizing the algebra.

As I have done in this paper, he derives an expression for the exchange coupling in terms of

reflection probabilities, but does not calculate them.

The specific calculation in terms of matching free electron wave functions in a quantum

well is identical to the calculation of of Barnas [49] and those of Erickson, Hathaway, and

Cullen et al. [50–52] for the cases of ferromagnetic and antiferromagnetic alignment. Again,

the latter calculations may appear different because their calculation is done in terms of a
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FIG. 16. Calculated extremal spanning vectors for noble metals and Al. The geometrical

weight, see Eq.(12), for each extremal wave vector is plotted against the corresponding period for

several interface orientations.
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FIG. 17. Calculated extremal spanning vectors for several fcc transition metals. (Same as

Fig. 16)
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FIG. 18. Calculated extremal spanning vectors for several bcc transition metals. (Same as

Fig. 16)
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FIG. 19. Calculated extremal spanning vectors for several hcp transition metals. (Same as

Fig. 16)
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spin current as a function of energy rather than a change in density of states as a function

of energy as is done here, but the two calculations are formally identical, and give the same

result. In these calculations, the band structures of the transition metals are treated in a

free electron approximation, and the reflection probabilities are determined by matching free

electron wave functions at the interfaces between the materials.

In the calculation of Erickson et al., the authors solve for the coupling for an arbitrary

alignment of the magnetizations and show that there is not only a Heisenberg term like that

discussed here, but also terms that are proportional to higher powers of the dot product of

the two magnetization vectors, including the next term, which is one contribution to the

biquadratic coupling.

The calculations of Edwards et al. [36,53–57] are also closely related to the previous

model, and the one discussed in this paper. The main difference is that these authors use

a tight binding band structure rather than a free electron band structure. They omit the

s-p bands and only include the bands derived from the d electrons. They also use the

same bands in the anti-ferromagnetic material as in the ferromagnetic material but include

an exchange splitting in the ferromagnet. In these calculations, the reflection probabilities

are determined by matching the tight-binding wave functions at the interfaces between the

materials.

Edwards et al. have carried out a detailed study of the numerical integration over

parallel wave vector. They find that for large separations that enormous number of parallel

wave vectors are required. This requirement is not surprising because for large spacer layer

thicknesses the areas in parallel wave vector space that contribute to the oscillatory coupling

are quite small. The “effective area” associated with each point in the numerical integration

has to be much smaller than the area contributing to the oscillatory coupling. This fact will

make convergence of first principles calculations quite difficult.

Deaven et al. [33] have studied a model Hamiltonian in which the the electrons are free

parallel to the interface, but tight-binding like perpendicular to it. They include nearest

neighbor exchange in the magnetic layer in a Hartree-Fock approximation. This simple
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model allows them to compare their non-perturbative calculations with perturbative calcu-

lations related to the Ruderman-Kittel-Kasuya-Yosida (RKKY) coupling between magnetic

impurities in a non-magnetic matrix. They find that the agreement between the two is quite

good over the range of parameters they investigated.

Several authors, Lacroix et al. [58,59], Wang, Levy, and Fry et al. [45,60–62], and Bruno

and Chappert [44,35,63,64] have carried out perturbative, RKKY-like, calculations of the

coupling strength. While the connection between these calculations and the description of

the coupling in terms of reflection probabilites is less direct, it does exist. It is possible to

think of a perturbative calculation of the scattering states in this geometry. The scattering

states include the reflection probabilities, and can be used to calculate the change in the

energy due to the perturbation. If such a calculation were carried out, and all terms of the

appropriate order in perturbation theory were kept, the results would be exactly the same

as a perturbative calculation of the energy. In this sense, these RKKY-like theories can be

described as being based on a perturbative calculation of the reflection probability. The

approximation for the reflection probabilities is then of free-electron-like states scattering

from local moments.

Several calculations have been carried out for superlattices based on tight-binding de-

scriptions of the bands [46,65–67]. These calculations are a reasonable balance between

effort and accuracy and can lead to considerable insight. They do have two drawbacks how-

ever: the tight binding parameters at the interface are not known, and very fine meshes are

required in reciprocal space integrations. In these calculations the reflection probabilities

depend on both the band structures of the materials, and also the matching rules that are

used at the interface between the materials. Since the tight-binding parameters for the in-

terface are not known, the reflection probabilities used in such calculations are approximate.

The calculations are complicated by the fact that they do not take advantage of the fact

that the interior layers of the spacer layer are essentially the same. The consequence of this

is that the calculations need to be done on an extremely fine mesh in the three dimensional

reciprocal space to be adequately converged, particularly for large spacer layer thicknesses.
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The work of Stoeffler and Gautier [46,65,66] is based on a real space technique. While the

connection with reciprocal space integrations may not be obvious, the requirement of a fine

mesh in reciprocal space translates into the requirement of very large real space calculations.

Finally, several fully self-consistent electronic structure calculations [68–73] have been

carried out. While these calculations should give the correct answer if carried to conver-

gence, they are extremely difficult to converge for the same reasons as the tight-binding

calculations. However, these are the only calculations that can realistically describe the

reflection probabilities at the interfaces.

Except for the self-consistent electronic structure calculations, none of the calculations

described above can be expected to give accurate coupling strengths because they all are

based on approximations for the reflection probabilities. On the other hand, the electronic

structure calculations can not be converged in the asymptotic region. An ideal calculation

would take reflection probabilities calculated from first principles and use them in an ap-

proximate calculation that takes advantage of the approximate symmetry of the interior

layers in the spacer layer.

VI. SUMMARY

This paper has presented a simple model to show why Fermi surface effects are expected

to lead to oscillatory exchange coupling in metallic heterostructures. Complications were

added to this simple model to make it relevant for realistic systems. The model shows that

the periods of the oscillatory coupling are set by extremal spanning vectors of the Fermi

surface of the spacer layer material. The strength of the coupling depends both on the

geometry of the Fermi surface and on the reflection amplitudes for electrons scattering from

the interfaces between the spacer layers and the magnetic layers.

I have calculated the extremal spanning vectors and the associated Fermi surface geomet-

rical factors for a large set of spacer layer materials and interface orientations. All measured

oscillation periods are consistent with the calculated periods, but particularly for transition
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metals there are many more periods calculated than are seen experimentally. More work

needs to be done before a quantitative comparison between theory and experiment is pos-

sible. Accurate calculations of the coupling strengths need to be carried out, and a more

detailed analysis of the experimental data needs to be done.

Most models for the oscillatory coupling predict the same periods if they use the same

band structure for the spacer layer material. On the other hand, the calculations of the

oscillatory coupling strength still approximate. Most models make drastic approximations

for the reflection probabilities, so that coupling strengths are correspondingly approximate.

Self-consistent electronic structure calculations do not make these drastic approximations,

but are very difficult to converge, even for extremely thin layers.

ACKNOWLEDGMENTS

I would like to thank R. J. Celotta, D. T. Pierce, J. Unguris, and W. E. Egelhoff for

many stimulating conversations.

APPENDIX: APPENDIX: GENERAL DERIVATION

In this appendix I derive the results presented in Sec. II. First, I discuss scattering states

for an interface between materials with general band structures. From the properties of the

scattering states I derive the form for the change in the density of states for such interfaces.

Then, I show how this result reduces to the result given in Sec. II for the simple case where

there is only one band crossing the Fermi surface. Finally I use the change in the density

of states for the single band case to derive the oscillatory energy of a quantum well in this

situation.
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1. Scattering States for General Band Structures

Reflection and transmission matrices for the scattering states have superscripts, which

indicate, in order, the material on the left, the material on the right, and the direction of

the incident state; thus RI,II,R is the reflection matrix for an interface between material I

on the left, material II on the right, and a state incident from the left in material I, moving

right toward material II. In region I (II) there are NI (NII) right moving states and NI

(NII) left moving states. In terms of these states, a scattering state has the following form

in the asymptotic region away from the interface,

ψI,n = eikI,R,nxunI,R,n(kI,R,n, x)

+
NI∑
m=1

RI,II,Rn,m eikI,L,mxunI,L,m(kI,L,m, x) x << 0

NII∑
m=1

T I,II,Rn,m eikII,R,mxunII,R,m(kII,R,m, x) x >> 0

ψII,n = eikII,L,nxunII,L,n(kII,L,n, x)

+
NII∑
m=1

RI,II,Ln,m eikII,R,mxunII,R,m(kII,R,m, x) x >> 0

NI∑
m=1

T I,II,Ln,m eikI,L,mxunI,L,m(kI,L,m, x) x << 0,

(A1)

where the sum over m is a sum over all of the outgoing states at a given energy and parallel

wave vector, and there is a state for each n representing an incoming state in each material.

The parallel momentum dependence of the states has been suppressed for clarity. Close to

the interface there are evanescent contributions to the wave functions that fall off away from

the interface. If two interfaces are close to each other these contributions can become quite

important, but they are ignored for the rest of the derivation. From here on, the Bloch

functions, un(k, x), are also suppressed.

The reflection and transmission amplitudes can be put into matrix form in the obvious

way giving matrices of the form,

Shape[RI,II,R] = NI ×NI
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Shape[T I,II,R] = NI ×NII

Shape[RI,II,L] = NII ×NII

Shape[T I,II,L] = NII ×NI .

(A2)

These matrices can in turn be made in to one large matrix,

S =


 T I,II,R RI,II,R

RI,II,L T I,II,L


 . (A3)

This matrix converts incoming states to outgoing states. If materials I and II are the same,

with some arbitrary interface between them, the incoming Bloch states are the same as the

outgoing Bloch states. In this case, all of the eigenvalues of S are phases. If this were

not the case there would be amplification on going through the well, which violates flux

conservation. In general, multiplying S on the left and right by the appropriate diagonal

matrices containing the square roots of the group velocities for the Bloch states gives a

unitary matrix.

2. Change in the density of states

The reflection and transmission matrices for a quantum well structure with two interfaces

can be built up from the reflection and transmission matrices for single interfaces. Such a

calculation is based on the approximation that the evanescent parts of the wave function

due to scattering from each interface do not affect the scattering from the other interface.

The easiest way to carry out this calculation is to consider sequential multiple scattering

processes and add amplitudes rather than solve the whole problem at once. This is possible

because the Schrödinger equation is linear. Consider a situation with material I to the left

of −t/2 and to the right of t/2 and material II in the middle. Consider some combination of

possible incident states traveling from the left incident on the left interface. Part of the wave

reflects with amplitudes given by the matrix multiplication of the reflection matrix times the
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array of the initial amplitudes and some transmits with amplitudes given by similar matrix

multiplication. The part that transmits traverses the well, region II, accumulating phase

due to its propagation. The accumulation of phase can be accounted for by multiplying by

a phase propagation matrix

ΦII,Rn,m,x = δn,meikII,R,nx.

(A4)

Obvious generalizations of the matrix exist for right and left going states in both materials.

When the transmitted wave reaches the other interface on the right, part of it transmits

and part of it reflects. This process continues forever. There is some part of the wave that

keeps reflecting off of the interfaces of the well, each time adding either to the amplitude

to transmit through the structure or to the amplitude to reflect from it. The amplitude

for each part of the process is given by successive matrix multiplications. Finally, all of the

partial amplitudes are summed to give the transmission and reflection amplitudes for the

well as a whole.

Fortunately after two round trips of multiple reflections in the well, the general form

of all of the multiple scattering can be guessed and summed in closed form. The resulting

reflection amplitude is

RW,R = RI,II,R (A5)

+ T I,II,RΦII,Rt RII,I,RΦII,L−t[
I −RI,II,LΦII,Rt RII,I,RΦII,L−t

]−1
T I,II,L,

and the transmission amplitude is

TW,R = T I,II,RΦII,Rt
[
I −RII,I,RΦII,L−t R

I,II,LΦII,Rt
]−1

T II,I,R. (A6)

The transmission and reflection amplitudes for states incident from the right and moving

to the left can be found in the same way and have the same form as these amplitudes. The

inverse matrix in these expressions is due to the multiple reflection in the well.
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The scattering states for the well structure form a complete set of states for each energy

and parallel wave vector. The change in the density of states due to the presence of the

well can be found from these results. Because the asymptotic parts of the structure are

infinite in extent, the density of states is also infinite. Thus, the change in the density of

states requires subtracting the infinite density of states of the “bare” constituent materials

from the density of states of the well structure. To do this subtraction, consider a finite

asymptotic region with periodic boundary conditions and take the limit that the size of the

asymptotic region, L, goes to infinity. The periodic boundary conditions essentially mean

that the electron states exist in a large loop with a well in one part of it. In a finite system

the states are discrete. The density of states is determined by the energy separation of these

states, and how it changes when the well is added to the structure.

A state exists at a given energy whenever it is possible to construct a continuous, differ-

entiable solution of the Schrödinger equation in all parts of space. In this problem, space

breaks into three types of regions, bulk-like regions, the interfaces that define the well at

x = ±t/2, and the point where periodic boundary conditions are applied, x = ±(L + t)/2.

Note that these two apparently different points are in fact the same point when periodic

boundary conditions are applied. Any linear combination of the scattering states are con-

tinuous and differentiable in the bulk regions and at the interfaces, but in general not at

the point where periodic boundary conditions are applied. States exist at energies at which

there is a linear combination of scattering states that satisfy these conditions at this point.

All linear combinations of left and right going scattering states with amplitudes AL and

AR respectively, are continuous and differentiable at the periodic boundary point if the

scattered states reconstruct the incident states. This condition is satisfied when,

AR = ARΦI,RL/2T
W,RΦI,RL/2 +ALΦI,L−L/2R

W,LΦI,RL/2, (A7)

and

AL = ALΦI,L−L/2T
W,LΦI,L−L/2 +ARΦI,RL/2R

W,RΦI,L−L/2. (A8)

These two equations can be written in a matrix form,
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(AR AL)
=

(AR AL)


 ΦI,RL/2T

W,RΦI,RL/2 ΦI,RL/2R
W,RΦI,L−L/2

ΦI,L−L/2R
W,LΦI,RL/2 ΦI,L−L/2T

W,LΦI,L−L/2


 . (A9)

For a state to exist, there must be a solution with at least some A’s not zero, which requires,

Det


 ΦI,RL/2T

W,RΦI,RL/2 − 1 ΦI,RL/2R
W,RΦI,L−L/2

ΦI,L−L/2R
W,LΦI,RL/2 ΦI,L−L/2T

W,LΦI,L−L/2 − 1


 = 0. (A10)

By making use of the properties of the Φ matrices as diagonal phase matrices, this condition

can be simplified to

Det


 ΦI,RL TW,R − 1 ΦI,RL RW,R

ΦI,L−LR
W,L ΦI,L−LT

W,L − 1


 = 0. (A11)

This matrix is of the form,

Det [1− SI(L)SW (t)] = 0 (A12)

where SW (t) is a reflection-transmission matrix for scattering from the well of thickness

t, and SI(L) is diagonal phase matrix describing propagation in the asymptotic regions of

length L. Note that SW (t) includes the propagation through the well.

Based on flux conservation considerations, the eigenvalues of the matrix SI(L)SW (t)

must all be pure phases. If an eigenvalue were not a phase, an initial set of amplitudes

would all uniformly increase on a trip around the loop, increasing the flux through all of the

states. There is a state on the loop whenever the determinant in Eq.(A12) is zero, which

occurs whenever one of the eigenvalues of SI(L)SW (t) is one. Taking the determinant of

this matrix gives the product of the eigenvalues, then taking the log gives the sum of the

exponents of the phases. Whenever one of the exponents is equal to zero there is a state.

For any finite ring, the density of states is always a series of delta functions. In the

limit of a large ring, the spacing of the delta functions is given by the energy derivative of

exponents of the phases,

[∆ε]−1 =
−i

2π

d

dE
[log[DetSI(L)SW (t)]] . (A13)
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If the delta functions are smeared over some finite energy resolution the density of states is

then

n(E,L, t) = −i
d

dE
[log[DetSI(L)SW (t)]] . (A14)

Using the the fact that a determinant of a product is the product of the determinants, and

subtracting the bare density of states of materials I and II of length L and t respectively,

the change in the density of states is

∆n(E, t) = −i
d

dE
[log[DetSW (t)−DetSII(t)]] . (A15)

Since the propagation through the well, but not through the asymptotic regions is included

in SW (t), the final result subtracts the bare density of states of the former, but not the

latter.

This result for the change in the density of states is quite general. It holds for any

band structure in both of the materials. It also holds if the scattering matrix SW (t) is

calculated including the contributions from the evanescent contributions to the scattering

states. In fact, it holds if the scattering is calculated using the self-consistent potential

that would result if the charge transfer due to the presence of the well were accounted for.

Unfortunately, it needs to be calculated numerically in all but the simplest approximations.

Below I discuss such approximations.

Using this general form for the change in the density of states, the change in energy as

a function of thickness is

E(t)

A
=
∫
IBZ

d2K

(2π)2

EF∫
−∞

dE

2π
(E −EF )∆n(E,K, t), (A16)

where the parallel momentum integration is over the interface Brillouin zone (IBZ), and

the dependence of the change in the density of states on parallel momentum, and thickness

have been made explicit. Integrating the change in density of states by parts gives a form

very reminiscent of integrating a phase shift as would be done for scattering from a central

potential.
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3. Symmetric one band case

If there is only one band at a particular energy and both materials have a mirror plane

symmetry perpendicular to the interface normal, then the left going and right going waves

are mirror images of each other, the change in the density of states is particularly simple.

The transmission and reflection matrices are just numbers and commute with each other,

and transmission across the well is the same from either direction TW,L = TW,R = TW . In

this case, the log of the determinant of the unitary transmission-reflection matrix is

log[DetS] = log(TW −RW ) + log(TW +RW )]. (A17)

Using the results for the well transmission and reflection amplitudes, the sum and difference

are,

TW ±RW =
[
I −RI,II,LRII,I,RΦII,R2t

]−1 {
T II,I,LΦII,Rt T I,II,L (A18)

±RII,I,L ±RI,II,LΦII,R2t[
−RII,I,LRII,I,R + T II,I,LT II,I,R

] }
.

For this case, the group velocities of the left and right going states have the same magni-

tude, and current conservation arguments require that, T II,I,LT II,I,R − RII,I,LRII,I,R = eiφ.

Symmetry requires that,RI,II,L = RII,I,R, etc. If one reflection amplitude has the form,

RI,II,L = −ReiφL , the other must be, RI,II,R = Rei(φ−φL). Using these relationships and

pulling out front the phase factor due to propagation through the well gives,

TW ±RW = ΦII,Rt
[eiφ ±Rei(φ−φL)ΦII,R−t ][1∓ReiφLΦII,Rt ]

[1 +ReiφLΦII,Rt ][1−ReiφLΦII,Rt ]
. (A19)

The phase factor out front gives the “bare” density of states for a thickness t of material II.

One of the factors in the numerator cancels against one of those in the denominator giving,

TW ±RW = ΦII,Rt eiφ
[1±Re−iφLΦII,R−t ]

[1±ReiφLΦII,Rt ]
. (A20)
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Substituting this result into Eq.(A17), and Eq.(A15) and using the reflection amplitudes for

the model shown in Fig. 2,

R =

√
2m(E + V )−

√
2mE√

2m(E + V ) +
√

2mE
, (A21)

and phases, φ = φL = 0, gives the change in the density of states plotted in Figs. 1 and 3.

The asymptotic form for the change in the density of states used in the asymptotic

form for the oscillatory energy, Eq.(5), requires the log of the sum and difference of the

transmission and reflection amplitudes,

log[TW +RW ] + log[TW −RW ] = 2ikII,Rt+ 2iφ (A22)

+ log[1 +Re−iφLΦII,R−t ]− log[1 + ReiφLΦII,Rt ]

+ log[1−Re−iφLΦII,R−t ]− log[1−ReiφLΦII,Rt ]

= 2ikII,Rt+ 2iφ+ 2
∞∑
n=1

[Re−iφLΦII,R−t ]2n

2n

− 2
∞∑
n=1

[ReiφLΦII,Rt ]2n

2n

= 2ikII,Rt+ 2iφ− 2i
∞∑
n=1

|R|2n

n
sin (2nφL + 2nkII,Rt)

Note that in general there is a phase shift associated with reflection. This fact is not obvious

in models based on a free electron like treatment of the transmission/reflection process. This

phase shift contributes a non-oscillatory piece to all subsequent quantities, and a phase shift

to the oscillatory energy.

The change in the energy due to the quantum well is

∆E =
EF∫
−∞

dE

2π
(E − EF ) (A23)

(−i)
d

dE

(
log[TW +RW ] + log[TW −RW ]− 2ikII,Rt

)

This expression can be integrated by parts to give

∆E =

EF∫
−∞

dE

2π
(−i)

(
log[TW +RW ] + log[TW −RW ]− 2ikII,Rt

)
. (A24)
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Substituting in the result for the sum of the logs and canceling the contributions from the

“bare” density of states gives

∆E = −

EF∫
−∞

dE

2π
2
∞∑
1

R2n sin(2ntk + 2nφL)

n
. (A25)

There is also a contribution to the energy from the phase shift associated with reflection,

which has suppressed because it does not contribute to the oscillatory part. Taking the

biggest term (assuming that the reflection probability is small) and changing the variables

of integration, gives

∆E = −

kF∫ dk

2π

dE

dk
2R2 sin(2tk + 2φL). (A26)

This simple asymptotic form only holds when the reflection probability is much less than

one. As the reflection probability approaches one from below more and more terms in the

expansion of the logarithm become important. These higher order terms change the shape,

but not the period of the oscillatory component.

Assuming that the reflection probability is slowly varying and that the band dispersion

is quadratic, this integral becomes

∆E = −
1

πm
R2

kF∫
0

dkk sin(2tk + 2φL) (A27)

=
1

π
R2

kF
2m

1

t
[cos(2kF t + 2φL)−

sin(2kF t+ 2φL)− sin 2φL
2kF t

]

Since the second term falls off as a higher power of the well thickness, only the first term

is important in the asymptotic region, recovering the result given above in Eq.(5). This

asymptotic form for the change in energy does not depend on the details of the dispersion.

For a large enough well separation, the final form always holds, provided the bands are

smoothly varying at the Fermi level.

4. General result for an isolated extremum

The results of the last two sections can be generalized to an isolated extrema associated

with an arbitrary form for the Fermi surface. If there is more than one state in either of the
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materials at the Fermi energy the general result holds, Eq.(A15), but the approximate form

derived below does not. Close to the Fermi surface, the dispersion can be written as

E = EF + viF (k − kiF ) +
1

2mxi
(kx − kxi)

2 +
1

2myi
(ky − kyi)

2, (A28)

for one sheet with a similar expression indexed by j for the other sheet. Using these approx-

imate forms, the difference in the z-components of the wave vectors is

∆kz = ∆kijF +
(E − EF )

vijF
−
αxij

2
(kx − kxE)2 −

αyij

2
(ky − kyE)2 (A29)

where,

∆kijF = (kiF − kjF ) (A30)

and

1

vijF
=

1

viF
−

1

vjF
(A31)

where viF and vjF must have the opposite sign, and where

αxij =
1

mxiviF
−

1

mxjvjF
(A32)

is one over the radius of curvature of the Fermi surface in the x direction. Plugging this form

for the difference wave vector in to the expression for the asymptotic oscillatory coupling,

∆E(t)

A
= −2

EF∫
−∞

dE

2π

∫ dkx
2π

∫ dky
2π

R2 sin(t∆kz + 2φL), (A33)

and assuming the the reflection probability is independent of the wave vector gives

∆E∞(t)

A
= −2R2

EF∫
−∞

dE

2π

∞∫
−∞

dkx
2π

∞∫
−∞

dky
2π

(A34)

sin

(
t
[
(kiF − kjF ) +

(E −EF )

vijF

+
αxij

2
(kx − kxE)2 +

αyij

2
(ky − kyE)2

]
+ 2φL

)

First integrating over energy,
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∆E∞(t)

A
= 2R2

vijF

2πt

∞∫
−∞

dkx
2π

∞∫
−∞

dky
2π

(A35)

cos
(
t(kiF − kjF ) + 2φL + tαxij(kx − kxE)2 + tαyij(ky − kyE)2

)

To do the integrals over parallel momentum, expand the cosine factor using multiple angle

formulas, and do the integrations of the form,

∞∫
−∞

dx cos(ax2) =

√
π

2|a|
(A36)

∞∫
−∞

dx sin(ax2) = sign[a]

√
π

2|a|
.

The result is

∆E∞(t)

A
= −
|R|2

2π2
vijF

√
1

|αxijαyij|

1

t2
(A37)

[
− cos(t∆kijF + 2φL)

1− sign[αxij]sign[αyij ]

2

+ sin(t∆kijF + 2φL)
sign[αxij] + sign[αyij ]

2

]
.

The term in square braces gives the phase shift due to the type of extrema. If αxij and αyij

have opposite signs, the extremum is a saddle point, and there is no phase shift due to the

integration over parallel momentum. If they have the same sign, there is a phase shift of

±π/2, depending on whether the extremum is a maximum or a minimum. Simplifying gives

the final result

∆E∞(t)

A
=

1

2π2
vijFκijFR

2 1

t2
cos (t∆kijF + φ′) . (A38)

The phase shift φ′ includes not only the usual phase shift due to the different types of

extrema, but also the phase shift due to reflection from each of the well boundaries.
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