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Choice responding by adult humans in a discrete-trial task was examined as a function of conditions
that manipulated either the delay to point delivery or the delay between points and their exchange
for money. In point-delay conditions, subjects chose between an "impulsive" alternative that provided
a small amount of points immediately and a "self-control" alternative that provided a larger amount
of points delayed by 15, 30, or 60 s. Points were exchanged for money immediately following the
session. Subjects preferred the self-control alternative. In exchange-delay conditions, subjects chose
between a small amount of points exchangeable for money immediately following the session and a
larger amount of points exchangeable for money after 1 day, 3 weeks, or 6 weeks. A self-control
preference observed for all subjects in the 1-day exchange-delay condition reversed to exclusive im-
pulsive preference for 4 of the 6 subjects when choice conditions involved exchange delays of 3 or 6
weeks. These results show that human choice is sensitive to the manipulation of exchange delays and
that impulsive preference can be obtained with exchange delays on the order of weeks._-
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In behavioral experiments, impulsive choice
is most often defined as the choice of a smaller,
less delayed reinforcer over the choice of a
larger, more delayed reinforcer; self-control
choice is the opposite (Ainslie. 1974. 1975:
Logue, 1988; Rachlin, 1974). Pigeons often
_behave impulsively in these kinds of choice
procedures employing positive primary rein-
forcers (e.g., Logue & Peina-Correal, 1984;
Mazur & Logue, 1978). Adult humans, on the
other hand, often exhibit a strong self-control
preference when points and money are used
as positive reinforcers (Logue, Pefna-Correal,
Rodriguez, & Kabela, 1986; Logue, King,
Chavarro, & Volpe, 1990).

Strong impulsive preference has been ob-
served only under certain conditions in the
laboratory with normal adult humans. Im-
pulsive preference has been obtained when
noise reduction was used as a negative rein-
forcer (Navarick, 1982; Solnick, Kannenberg,
Eckerman, & Waller, 1980). However, the
findings are more complicated when experi-
ments have used positive reinforcers. Studies
that used a "consumable" reinforcer such as
picture viewing (Navarick, 1986) or video-
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game playing (Millar & Navarick, 1984) have
produced impulsive preferences on the part of
only a minority of subjects (these studies used
group-statistical methodologies). Studies that
used conditioned reinforcers (points exchange-
able for money) have obtained impulsive pref-
erences only when procedures were arranged
so that impulsivity produced a greater rein-
forcement density (Flora & Pavlik, 1992) or
greater total amount of reinforcement (Logue
et al., 1990, Experiment 1) than the self-con-
trol preference would have produced. Several
researchers (Flora, Schieferecke, & Bremen-
kamp, 1992; Logue et al., 1986, 1990; Na-
varick, 1986) have questioned whether it even
makes sense to call such behavior "impulsive"
when choosing the smaller immediate rein-
forcer leads to more reinforcement overall than
choosing the self-control option does. Logue et
al. (1990) referred to this phenomenon as "mo-
lar self-control."

Several explanations have been offered to
account for the persistent self-control prefer-
ence exhibited by adult humans in studies us-
ing positive reinforcement in light of the im-
pulsive preference exhibited by pigeons. Logue
and her colleagues (1986, 1990) and Belke,
Pierce, and Powell (1989) have suggested that
adult humans show self-control because they
are sensitive to events integrated over long pe-
riods of time (perhaps because of verbal abil-
ities) and thus show a pervasive tendency to
maximize total reinforcement. These same re-
searchers also considered an alternative expla-
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nation that differences attributable to the use
of conditioned reinforcers with humans and
primary reinforcers with pigeons may account
for the different preferences. Specifically, be-
cause points must be exchanged for money
after the session, there is no advantage to ob-
taining them quickly, as there might be with
obtaining food that can be consumed imme-
diately. Indeed, Ragotzy, Blakely, and Poling
(1988) obtained strong impulsive preferences
in their subjects using primary food reinforc-
ers, but the use of mentally retarded adolescent
subjects makes direct comparisons to the other
studies difficult. Belke et al. (1989) suggested
that the differences between primary and con-
ditioned reinforcers in time from choice re-
sponse to consumption may account for the
relative insensitivity ofhuman subjects to delay
as a parameter of choice, a finding in their
study as well as in that by Logue et al. (1986).
These observations suggested to us a closer
examination of conditioned reinforcers and the
various delays they involve.

Conditioned reinforcers of the token type
(such as points exchangeable for money) nec-
essarily involve at least three delays: delay to
receipt of the points (point delay), delay to
exchange of points for money (exchange de-
lay), and delay to spend the money to acquire
or consume a commodity (consumption delay).
The consumption delay may consist of several
additional delays, depending on the particular
commodity. If points serve as reinforcers be-
cause of their relation to backup reinforcers,
then the delays between point delivery and
backup reinforcer (exchange and consumption
delays) might be powerful determinants of
choice. Previous self-control studies using
points/money reinforcers have directly manip-
ulated only point delays. Perhaps impulsive
preference would be more probable if ex-
change or consumption delays were varied in-
stead of point delays. The purpose of this ex-
periment was to examine the effects of
ihai-pulating exchange delays on the impul-
svle ChOlC OI adu1tuhuman sub;ectsT.Sujects
were also exposec to a conventional point-de-
lay choice procedure to provide a point of ref-
erence with previous studies.

METHOD

Subjects

Six undergraduate students, 5 female and 1
male (S2), were recruited from an introductory

behavior analysis course at the University of
North Texas. During recruiting, subjects were
informed that they could earn money for par-
ticipating in an experiment about choice and
human decision making; no course credit was
offered, nor was participation a course re-
quirement.

Apparatus

Sessions were conducted in a small room
(2.1 m by 3 m) in which there was a chair and
a table with an IBM-compatible PC XT mi-
crocomputer and monitor on it. Two windows,
one of which was a one-way mirror, were cov-
ered by miniblinds. All keys on the keyboard
were covered by a cardboard overlay except
the space bar and the two keys on the left and
right edge of the bottom row (the "z" and the
"/" keys). The left key was covered by a green
sticker, and the right key was covered by a
blue sticker. These keys were used as the choice
keys, and their colors matched the colors of
each corresponding half of the screen during
choice trials.

Procedure

A discrete-trials procedure was used, with
four forced-choice trials and 20 choice trials.
Details of the trial structure are presented in
the Session Structure section below, following
a general description of the two major delay
conditions. Prior to each session, the experi-
menter programmed one of the two choice keys
to provide the larger quantity of points that
would be involved in the delayed choice; the
other choice key would then provide the im-
mediate, smaller quantity of points. The de-
layed choice key was alternated between the
left (green) key and the right (blue) key across
sessions.

Point-delay condition. In this condition, the
self-control choice delivered 10 points after ei-
ther 15, 30, or 60 s; the impulsive choice de-
livered 5 points immediately after the choice
was made. Points were exchanged for cash (1
point was worth 2 cents) immediately follow-
ing the session. This is the conventional type
of delay procedure used in discrete-trials for-
mats with humans (e.g., see Logue et al., 1986,
Experiment 1).

Exchange-delay condition. In this condition,
both the impulsive choice and the self-control
choice provided their corresponding points im-
mediately after a choice; however, the points
for the self-control choice were exchangeable
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for money after either 1 day, 3 weeks, or 6
weeks from that session date. Points for the
impulsive choice were exchangeable for money
at the end of that session. Subjects were given
this information at the beginning of the session
(as described below). If money was owed to
the subject from that session, it was paid in
cash immediately after the session. If money
was owed at a later exchange date, the subject
was told the amount owed, the length of the
delay, and the precise date it would be payable.
If money was owed from that session, and
money was owed that same day from a pre-
vious session, the subject was reminded that x
amount was from today's session and that y
amount was from a particular previous ses-
sion.

Efforts were made to reduce the likelihood
that the exchange delays would produce an
impulsive bias because of some associated as-
pect other than the delay itself. First, none of
the delayed dates was later than the end of the
semester. This was intended to reduce the
probability that subjects might avoid choosing
delayed money because of the ambiguity of
next semester's personal schedules. Second,
Rachlin, Raineri, and Cross (1991) showed
that humans may treat delayed reinforcers as
if they were probabilistic. Therefore, subjects
were told that the senior experimenter had the
money in his possession so the delayed pay-
ments were guaranteed. This was intended to
convey to subjects that despite the delay in
payoff, the probability of payoff was certain.

Session structure. Before each session, sub-
jects were required to remove their watches
and any other wrist jewelry and leave them
with their personal belongings in another room.
The watches were removed so that subjects
would not use them to time the delays in the
choice trials. Before the first session began in
the experimental room, subjects were handed
a copy of the following instructions, which were
read aloud to them:

On the keyboard you will see a green key
and a blue key. You will use these keys to
indicate your choices during the experiment.
Points will be delivered for each choice, and
you will see the points add up on the screen.
Each point is worth 2 cents. Therefore, if 100
points appear on the screen, we will exchange
these points for 2 dollars.
The first four times that you have the op-

portunity to press one of the colored keys you
will notice that the computer forces you to choose

either the green key or the blue key in an al-
ternating fashion. These first four chances al-
low you to see what happens when you make
one choice or the other. These sample choices
are not instructions about how you should re-
spond and they won't count as part of the ex-
periment. [This last statement was designed to
prevent subjects from alternating choices due
to misinterpreting the forced trials sequence as
an instruction.] In each of the next 20 choice
opportunities, you are free to choose the green
key or the blue key. Points for these choices
will be exchanged for money.
You have as long as you wish to choose be-

tween the green and blue alternatives, but when
the screen reads, "Press space bar to collect
points" you have only 4 seconds to press the
space bar. If the space bar is pressed in time,
points will add up in the box on the screen that
has the same color as the key you chose. If you
fail to press the space bar within 4 seconds, the
points will be lost.

Instructions will appear at the beginning of
each session telling you when the points you
collect in that session will be exchanged for
money. Make sure you read these instructions
carefully each day. Please don't press any other
keys on the keyboard. Please don't adjust any
of the window blinds.
When you are done, the computer will tell

you how many points you have. Leave the com-
puter as it is and go get the experimenter. Please
don't discuss anything about the experiment
with anyone else until it is over. They may be
subjects and you may influence their behavior.

The instruction sheet was left next to the
computer for all subsequent sessions. The ex-
perimenter answered any questions by reading
the relevant portion of the instructions again.
The experimenter also remained in the room
throughout the forced-trials portion of the first
session to answer any questions about the pro-
cedures.
A subject initiated each daily session by

pressing the space bar, which presented one
of the following sets of instructions on the screen
depending on the experimental condition.
During the point-delay condition, the on-screen
instruction read, "Points for all choices will
be exchanged for money at the end of today's
session." During the exchange-delay condi-
tion, the instructions read, "Points for one
choice will be exchanged for money at the end
of today's session. Money for choosing the other
key will be ." The blank was filled in with
the words "paid in 1 day," "paid in 3 weeks,"
or "paid in 6 weeks," depending on the value
of the exchange delay. These phrases were
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highlighted on the screen to enhance their sa-
lience. The subject pressed the space bar to
proceed to the four forced-choice trials.

Only one of the choice keys was operative
during a forced-choice trial. A green or blue
box (14 cm by 11.5 cm) was displayed on the
left or right half of the screen corresponding
to the operative choice key. Within that box
was a black space (3 cm by 5 cm) that func-
tioned as a cumulative point counter, contin-
uously displaying the point totals for that
choice. During exchange-delay conditions, it
had the words "paid today" or "paid in "
(1 day, 3 weeks, or 6 weeks) displayed below
the point total. Outside and below the box was
a small (2 cm by 1.5 cm) box of the same color
that blinked continuously as a visual prompt
to press the choice key. At the bottom center
of the screen was a brown box (2 cm by 7.5
cm) with the words "choose now" in it. The
forced-choice trials alternated between the blue
and the green choices. When the subject pressed
the colored key designated by the forced choice,
the computer beeped and a point delay ensued
if one was programmed for that choice. Keys
were inoperative during point delays. If no
point delay was programmed, the trial pro-
ceeded immediately to the point-delivery por-
tion. The words "choice made" appeared in
the brown box until the point-delivery portion
of the trial.

In the point-delivery portion of the trial, the
screen displayed the large colored boxes for
each choice (green on the left and blue on the
right), and the brown box was replaced by a
red box that instructed subjects to "Press space
bar to collect points." A 4-s limited hold re-
quired the subjects to press the spacebar or the
point delivery would not occur. After the first
session, subjects never failed to collect points
because of the limited hold. When the subject
pressed the space bar, the point counter in the
appropriate on-screen box was incremented by
either 5 points for the impulsive choice or 10
points for the self-control choice. To make the
point magnitude more salient, digits appeared
above the point counter counting from 1 to 5
or 1 to 10 stacking on top of each other up the
screen within the large colored box at the rate
of one digit per 500 ms; this was accompanied
by a beep as each digit appeared. After point
delivery, the large boxes disappeared and the
centered brown box reappeared and displayed
"please wait." This was present for the du-

ration of a compensating intertrial interval
(ITI) that adjusted for the length of any point
delay to hold the time between trials to 75 s
regardless of which choice was made. The ITI
also ensured that session length was not af-
fected by point delays.

Following the forced-choice trials, an on-
screen instruction told subjects, "Those were
the practice choices, now let's start the exper-
iment. When you are ready to begin, press the
space bar." The cumulative point counters in
each box were reset to zero, and the 20 free-
choice trials ensued. Choice data and point/
money totals were taken from these 20 trials.
The only difference between the forced-choice
trials and the free-choice trials was that both
large colored boxes were simultaneously dis-
played on the screen during the choice portion
of the free-choice trial. Session duration was
approximately one-half hour. Sessions were
held each weekday except for rare absences by
subjects. Exclusive impulsive preference would
yield $2.00 per session; exclusive self-control
would yield $4.00 per session.

Sequence of conditions. All of the subjects
experienced a zero-delay condition first. Dur-
ing this condition, subjects chose between 5
points presented immediately versus 10 points
presented immediately. The purpose of this
condition was to assess whether the larger
amount of points/money was preferred over
the smaller amount given equal delays, and to
insure that subjects were discriminating be-
tween the different point amounts associated
with each choice. There was some concern
about this latter point, because some pilot sub-
jects had shown indifference between the
choices in an earlier version of the procedure
that did not include the salience-enhancing digit
presentation during point delivery described
above.
The zero-delay condition ended when a sta-

bility criterion, used for all conditions, was
met. The stability criterion required that an
experimental condition remain in effect until
the overall percentages of impulsive choices in
consecutive sessions were within 15% of each
other. In addition, the last three session halves
were examined for trends and variability (a
session half was either the first or last 10 trials
of the 20 choice trials). The percentage of im-
pulsive choices in each session half was cal-
culated, and conditions were not changed if
any two of the three percentages differed by
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more than 10%. A condition with a particular
delay value sometimes remained in effect for
additional sessions after the stability criterion
had been met just to confirm the stability.

Half of the subjects were then exposed to

the exchange-delay conditions before the point-
delay conditions, and the other half were ex-

posed to the reverse sequence. The sequence

of these conditions and delay magnitudes for
each subject are presented in Table 1. Only
the delay magnitudes for the self-control choice
are shown, because the delay for the impulsive
choice was held constant at the minimum value
(0 s for point delays, end of session for ex-

change delays). The delay magnitude of the
first exchange delay the subject experienced
was repeated as the last exchange delay for
each subject except S6, for whom this was not

possible because the exchange period would
have been after the semester. The order of
exposure to the different delay magnitudes
within a delay condition was also varied among
subjects.
An additional manipulation was used with

2 subjects (S2 and S6) who showed no change
in preference under the maximum exchange-
delay value. Unfortunately, the time remain-
ing in the semester prohibited any substantial
enlargements of the exchange delays; instead,
the point magnitude for the impulsive choice
was increased until the subject's preference
reversed. This increased point magnitude was

then used in a subsequent point-delay condi-
tion for comparison. Because investigating dif-
ferent point magnitudes was not the focus of
this experiment, this manipulation was strictly
of an exploratory nature.

RESULTS

The data analyzed were the percentage of
impulsive choices; that is, choices for the smaller
amount of points/money that had either no

point delay in the point-delay condition or the
minimum end-of-session exchange delay in the
exchange-delay condition. Figure 1 shows that
the behavior of all subjects stabilized after two
or three sessions, with a preference for the
larger amount of points in the zero-delay con-

dition used to assess sensitivity to the procedure
and its points/money reinforcer. They pre-

ferred 10 points to 5 points given no point delay
and only the end-of-session exchange delay.

All subjects showed exclusive preference for

Table 1

Sequence of delay conditions, delay magnitudes, and num-
ber of sessions for each subject.

Sub- Order of conditions
ject (number of sessions)

SI X: 3W (3), 1D (2), 6W (2), 3W (2)
P: 30 (2), 15 (2), 60 (2)
X: 3W (7)

S2 X: 6W (6; i = 5, 5, 8, 9, 10, 9), 3W (2), 1D (3),
6W (4)

P: 15 (2), 30 (2), 60 (3; i = 5, 9, 9)

S3 X: 1D (2), 3W (3), 6W (2), 1D (4)
P: 60 (2), 30 (2), 15 (2)

S4 P: 30 (2), 15 (2), 60 (2)
X: 3W (3), 1D (2), 6W (3), 3W (4)

S5 P: 60 (2), 30 (2), 15 (2)
X: 1D (2), 3W (4), 6W (2), 1D (2)

S6 P: 15 (2), 30 (2), 60 (2)
X: 6W (8; i = 5, 5, 8, 9, 9, 9, 9, 8), 3W (2), 1D

(2)
P: 60 (2; i = 9, 9)

Note. X = exchange delay (D = day, W = weeks). P =
point delay (values in seconds). Delay magnitude is the
value of the delay for the self-control choice. When point
values for the impulsive choice were changed, the point
value in each session is indicated following the letter i.

the self-control choice (0% impulsivity) in the
point-delay conditions, with the exception of
a single impulsive choice in S4's first session.
Under the exchange-delay conditions, re-
sponding of all subjects stabilized with 0% im-
pulsive preference when the delay to the self-
control choice was 1 day; they preferred to wait
a day to collect $4.00 rather than collect $2.00
immediately or split their choices to collect
some money now and some later. Four of the
6 subjects (Si, S3, S4, and S5) showed stable
responding with 100% impulsive preference at
the 3-week delay, although in two cases (Si
and S4) this occurred only in the second ex-
posure to the 3-week delay after an intervening
exposure to the 1-day and 6-week delays. Si
was reexposed to the 3-week delay a third time
as her last phase, and her responding stabilized
at 100% impulsive preference even though she
had oscillated between exclusive self-control
and exclusive impulsive preference for the first
four sessions of that phase. The same 4 subjects
also showed 100% impulsive preference when
exposed to the 6-week exchange delay for the
self-control choice; they chose to earn $2.00
that day rather than wait 6 weeks for $4.00
or split their choices.
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Two subjects (S2 and S6) made no impul-
sive choices at the 3-week exchange delay or
at the first exposure to the 6-week exchange
delay with the standard point amounts (5 for
each impulsive choice, 10 for each self-control
choice). Point amounts for the impulsive choice
were increased for each subject until they re-
versed their preferences under the 6-week ex-
change-delay condition. Preference reversal
occurred and stabilized for S6 after four ses-
sions when 9 points were available for each
impulsive choice, but not when impulsive
choices produced 8 points. For S2, preference
reversal did not occur until point amounts for
the two choices were the same (10 for each
choice). With equal points for both choices,
the designated impulsive choice does not con-
form to the definition used for impulsive choice
in the rest of the experiment, but the prefer-
ence for that choice showed that the subject
was not making choices just to "bank" money
for later. A second exposure to the 6-week
delay at standard point amounts for this sub-
ject produced two sessions of 100% impulsive
preference followed by two sessions with no
impulsive choices. Neither S2 nor S6 made any
impulsive choices when these choices produced
9 points in a point-delay format (the last phase
for each subject).

DISCUSSION

This experiment has shown that manipu-
lating exchange delays can alter preference in
a self-control choice procedure using points/
money reinforcers. Preference was reversed
from exclusive self-control to exclusive im-
pulsivity in the majority of subjects by varying
the length of the exchange delay. Such strong
impulsive preferences have been observed with
adult humans only when negative reinforcers
have been used or when procedural variations
permitted impulsive preference to result in
greater overall reinforcement amount or den-
sity with points/money reinforcers (and then
it is questionable whether choice with that out-
come should be called impulsive). The im-
pulsive preference seen in the exchange-delay
conditions of the present study always resulted
in less total points/money reinforcement than
would have resulted from a self-control pref-
erence. Point-delay conditions, in which points
were differentially delayed but exchange de-
lays were equal and relatively brief for each

choice, produced an unchanging self-control
preference that has been so often observed in
similar choice procedures.

Exchange delays may be useful as adjustable
parameters in choice procedures because they
can produce impulsive or self-control prefer-
ences, but they bring additional complexities
to the procedures. Several aspects of the find-
ings merit discussion in this regard. There was
some suggestion in subjects' performances and
in debriefing comments that fluctuations in
subjects' total monetary income or expendi-
tures outside the experiment influenced their
preference in the experiment. Because mone-
tary payments are arrayed over a lengthy time
period beyond the experimental sessions, ex-
change-delay procedures may be more suscep-
tible to extraexperimental variables of that na-
ture than are procedures that manipulate only
within-session variables.

There was no discernible effect of exposure
to the point-delay conditions prior to the ex-
change-delay condition or vice versa. How-
ever, within the exchange-delay condition, there
may have been effects of the order of exposure
to the different delay magnitudes. Because
subjects exposed to the 3-week and 6-week
delays as their first exchange delay exhibited
either no impulsivity or impulsivity in their
second exposure to these values, it may be that
exposure to the 1-day exchange delay alters
subsequent reaction to longer exchange delays.
The 1-day delay value may help to establish,
by contrast, 3 or 6 weeks as "a long time,"
making impulsive behavior more likely with
those values of exchange delay. A more sys-
tematic examination of order effects would shed
light on this possibility.
The fact that preference was typically bi-

nary (either exclusive impulsivity or self-con-
trol) in the exchange-delay condition is also
worth noting. This may be a property of choice
with this type of delay, or it may be due to
procedural details of the present experiment.
The size of the exchange delays and the mon-
etary amounts used may have contributed to
the exclusivity of the preferences in lieu of
splitting choices between the alternatives. Per-
haps longer or shorter exchange delays, or
monetary amounts differing in proportion or
absolute quantity, would have produced mixed
preferences. The forced-choice portion of the
sessions probably facilitated any tendencies to-
ward exclusive preference, because it allowed
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subjects to see what the choice outcomes were
for the rest of the session and decide between
the alternatives beforehand.
The preference reversal that occurred at long

exchange delays is consistent with that pre-
dicted by certain mathematical formulations
relating the value of a reinforcer to its delay.
Based on experiments with pigeons, Mazur
(1987) argued that the value of a reinforcer is
discounted with increasing delay according to
a hyperbolic decay function:

V = A (1)
I + KD

where V is the discounted value of a reinforcer,
A is monotonically related to the amount (the
undiscounted value) of the reinforcer, D is the
reinforcer delay, and K is a constant propor-
tional to the degree of discounting. Assuming
that money is the reinforcer of interest, Equa-
tion 1 shows that the discounted value of the
$4.00 delayed by 1 day for exclusive self-con-
trol preference still would be greater than that
of the $2.00 delivered at the end of the session
for exclusive impulsive preference, so subjects
should prefer the self-control choice. All of our
subjects did. Specifically, if K is set to 0.01,
$2.00 delayed until the end the session (0.5
hr) would have a value of $1.99, whereas $4.00
delayed by 24 hr would have a discounted value
of $3.23. On the other hand, the discounted
value of $4.00 delayed by 3 or 6 weeks would
be less than the discounted value of the $2.00
for impulsive preference, so subjects should
prefer the impulsive choice. Most of our sub-
jects did. The discounted value of $4.00 de-
layed by 6 weeks (1,008 hr), for example, would
be $0.36. The same relative reinforcer values
would be predicted with values of K as large
as 0.043.

In a study designed to quantify delay dis-
counting, Rachlin et al. (1991, Experiment 1)
found that the hyperbolic discount function
described the choice data of their human sub-
jects as well. However, subjects in the Rachlin
et al. study were asked to indicate their pref-
erence between imaginary choices. That is,
subjects were asked to choose between cards
that indicated hypothetical monetary amounts
payable after hypothetical delays. One advan-
tage of the hypothetical scenario was that it
allowed the researchers to study choices in-
volving delays (months and years) that were

as long as those that people might encounter
in everyday life. A disadvantage of the pro-
cedure was that subjects did not actually ex-
perience any real delays or receive real payoffs,
so their choices might not have been the same
as those they would make if they faced choices
with real outcomes.

In our experiment, the longest delay was
1.5 months and the monetary amounts were
not as large as in Rachlin et al., but the delays
and payoffs were real. Our study was not de-
signed to evaluate Mazur's (1987) delay dis-
count function, so there were not enough vari-
ations in amount and delay examined to
generate the indifference points necessary to
test the formula adequately. However, the data
are consistent with its predictions, and that
lends some support to Rachlin et al.'s sugges-
tion that the same form of delay discount func-
tion holds for humans as well as pigeons.

Several studies (e.g., Belke et al., 1989;
Logue et al., 1986, 1990) have reported that
human subjects show a tendency to maximize
reinforcer amount and are relatively insensi-
tive to reinforcement delay as a parameter of
choice in many choice procedures. In self-con-
trol choice studies, this may occur because most
procedures manipulate brief point delays (on
the order of seconds) as the reinforcement de-
lay, while exchange delays remain constant for
each choice at the end of the session. Subjects
are paid at the same time regardless of which
choice they make, so choice is reduced to one
between earning a smaller or larger amount
of money per time spent in the session. Varying
the point delays is then a relatively insignifi-
cant manipulation in this context, and subjects
always choose the larger amount, thus pro-
ducing maximization or self-control. In the
present experiment, choice proved to be very
sensitive to exchange delays because they af-
fected when money, not points, was obtained.
If the delay to money is a major determinant
of choice (perhaps only because it sets a lower
limit on when the money can be spent), it is
possible that point delays on the order of days
or weeks in conjunction with exchange delays
of a few seconds would produce similar results.
This suggests that the treatment of points in
self-control studies needs to be reevaluated.

Self-control studies that have used points/
money reinforcers have treated points or point
delivery as the reinforcer (e.g., Flora & Pavlik,
1992). Delay to reinforcement is equated with
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delay to points. However, points are only part
of the reinforcement system when using points
exchangeable for money; the other components
include the money and its exchange delays, and
what is later purchased with the money and
the associated consumption delays. No single
thing is the reinforcer in these systems. Treat-
ing the points as the reinforcer makes these
procedures appear to be analogous to proce-
dures using primary reinforcers such as food,
but it does so at the risk of oversimplifying the
complexity of the conditioned-reinforcement
system. The same could be said of procedures
using tokens other than points. Our findings
show that different arrangements of the rela-
tion between the components of the reinforce-
ment system can produce different preferences.
It is therefore important to consider all of the
components of the reinforcement system in any
analysis of choice using token-based condi-
tioned reinforcers.

REFERENCES

Ainslie, G. W. (1974). Impulse control in pigeons. Jour-
nal of the Experimental Analysis of Behavior, 21, 485-
489.

Ainslie, G. W. (1975). Specious reward: A behavioral
theory of impulsiveness and impulse control. Psycho-
logical Bulletin, 82, 463-496.

Belke, T. W., Pierce, W. D., & Powell, R. A. (1989).
Determinants of choice for pigeons and humans on
concurrent-chains schedules of reinforcement. Journal
of the Experimental Analysis of Behavior, 52, 97-109.

Flora, S. R., & Pavlik, W. B. (1992). Human self-
control and the density of reinforcement. Journal of the
Experimental Analysis of Behavior, 57, 201-208.

Flora, S. R., Schieferecke, T. R., & Bremenkamp, H. G.
(1992). Effects of aversive noise on human self-control
for positive reinforcement. The Psychological Record, 42,
505-517.

Logue, A. W. (1988). Research on self-control: An in-
tegrating framework. Behavioral and Brain Sciences, 11,
665-709.

Logue, A. W., King, G. R., Chavarro, A., & Volpe, J. S.
(1990). Matching and maximizing in a self-control
paradigm using human subjects. Learning and Moti-
vation, 21, 340-368.

Logue, A. W., & Penia-Correal, T. E. (1984). Respond-
ing during reinforcement delay in a self-control par-
adigm. Journal of the Experimental Analysis of Behavior,
41, 267-277.

Logue, A. W., Peiia-Correal, T. E., Rodriguez, M. L., &
Kabela, E. (1986). Self-control in adult humans:
Variation in positive reinforcer amount and delay.
Journal ofthe Experimental Analysis ofBehavior, 46, 159-
173.

Mazur, J. E. (1987). An adjusting procedure for study-
ing delayed reinforcement. In M. L. Commons, J. E.
Mazur, J. A. Nevin, & H. Rachlin (Eds.), Quantitative
analyses of behavior: Vol. 5. The effect of delay and of
intervening events on reinforcement value (pp. 55-73).
Hillsdale, NJ: Erlbaum.

Mazur, J. E., & Logue, A. W. (1978). Choice in a "self-
control" paradigm: Effects of a fading procedure. Jour-
nal of the Experimental Analysis of Behavior, 30, 11-17.

Millar, A., & Navarick, D. J. (1984). Self-control and
choice in humans: Effects of video game playing as a
positive reinforcer. Learning and Motivation, 15, 203-
218.

Navarick, D. J. (1982). Negative reinforcement and
choice in humans. Learning and Motivation, 13, 361-
377.

Navarick, D. J. (1986). Human impulsivity and choice:
A challenge to traditional operant methodology. The
Psychological Record, 36, 343-356.

Rachlin, H. (1974). Self-control. Behaviorism, 2,94-107.
Rachlin, H., Raineri, A., & Cross, D. (1991). Subjective

probability and delay. Journal ofthe Experimental Anal-
ysis of Behavior, 55, 233-244.

Ragotzy, S. R., Blakely, E., & Poling, A. (1988). Self-
control in mentally retarded adolescents: Choice as a
function of amount and delay of reinforcement. Journal
of the Experimental Analysis of Behavior, 49, 191-199.

Solnick, J. V., Kannenberg, C. H., Eckerman, D. A., &
Waller, M. B. (1980). An experimental analysis of
impulsivity and impulse control in humans. Learning
and Motivation, 11, 61-77.

Received September 18, 1993
Final acceptance April 4, 1994


