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The dissociation of excitons into a liquid of holes and electrons in photoexcited semiconductors,
despite being one of the first recognized examples of a Mott transition, still defies a complete under-
standing, especially regarding the nature of the transition, which is found continuous in some cases
and discontinuous in others. Here we consider an idealized model of photoexcited semiconductors
that can be mapped onto a spin-polarised half-filled Hubbard model, whose phase diagram repro-
duces most of the phenomenology of those systems and uncovers the key role of the exciton binding
energy in determining the nature of the exciton Mott transition. We find indeed that the transition
changes from discontinuous to continuous as the binding energy increases. Moreover, we uncover
a rather anomalous electron-hole liquid phase next to the transition, which still sustains excitonic
excitations despite being a degenerate Fermi liquid of heavy mass quasiparticles.

I. INTRODUCTION

The transition between an exciton gas (EG) and an
electron-hole liquid (EHL) in photoexcited semiconduc-
tors (PES) above the exciton condensation temperature
is since long known [1–3] to realise an almost ideal Mott
transition [4], i.e., a metal-insulator transition driven
by interaction and not accompanied by any symmetry
breaking. Nevertheless and despite the great progresses
in the theoretical understanding of the Mott transition,
several aspects remain puzzling; in the first place the
nature of the transition. On one hand, the liquid-gas
analogy suggests that, as the number of photoexcited
electron-hole pairs increases, a gradual crossover be-
tween the two phases takes place via the formation,
within the EG, of liquid droplets that grow till the
system transforms entirely into an EHL, just like in
any phase-separation scenario of a first-order transition.
However, the concurrent growth of screening might
lead to an avalanche effect [3] and thus to an abrupt
transition into the EHL. This scenario could reveal itself
either by the existence of a Mott transition distinct from
the gas-liquid one, as Landau and Zeldovich originally
proposed for liquid mercury [5], or through a bistability
[6]. Experimentally, the nature of the transition, which
can be studied by photoluminescence or optical absorp-
tion, is till now rather controversial. There are, indeed,
evidences of two distinct transitions [7, 8], as well as
of a bistable behaviour [6, 9, 10], but also of a gradual
transition [11–14].
The exciton physics in semiconductors has been given
a new lease of life by transition metal dichalcogenides
(TMD) [15–19], which host strongly bound excitons
[20–22] with appealing potentials [23], e.g., in spin- and
valley-tronics [24–27]. The dynamics of photoexcited
electron-hole pairs in monolayer TMD has been inves-
tigated in many experiments, see, e.g., Refs. [28–35].
At low excitation density, there is consensus that
both the excitons and the electronic gap red shift
[29, 31, 32], signalling an important contribution of
Coulomb repulsion in the semiconducting state of TMD.

At higher excitation densities, where the EG-EHL
transition is expected to occur, the situation is less clear.
Reflectance measurements in WS2 [28] irradiated by an
ultrashort laser pulse show a gradual bleaching of the
exciton absorption peak and, at lower energies, a loss of
reflectance that is attributed [28] to an EHL phase with
a more than 20% reduction of the gap. The coexistence
of both signals indicates phase separation, and thus a
continuous transformation from the EG to the EHL. On
the contrary, time-resolved photoluminescence in MoS2

during a long 500 ns pulse photoexcitation [35] reveals,
at low pump fluence, the aforementioned red shift and a
broadening of the exciton emission peak, which, above a
threshold fluence, suddenly turns into a much broader
and five times more intense emission peak, centred 200
meV below. This behaviour is rather suggestive of a
discontinuous transition, unlike what observed in WS2

[28]. Surprisingly, photoluminescence stops right after
the 500 ns pump pulse [35], which is interpreted as
the system undergoing a transformation from direct to
indirect gap semiconductor, possibly driven by lattice
expansion. All this suggests that photoexcited TMD
may show rather interesting properties, especially be-
cause of the important role played by Coulomb repulsion.

In view of the revived interest in the physics of ex-
citons, the solution of the basic yet open issues in the
exciton Mott transition cannot be further delayed. The
scope of the present work is just putting together some
pieces of that puzzle. For that purpose, we consider an
idealised model of PES that can be mapped onto a half-
filled repulsive Hubbard model at finite spin polarisation,
where the fully polarised state, a trivial insulator, maps
onto the unexcited semiconductor, and each spin flip cor-
responds to adding one electron and one hole in the con-
duction and valence bands, respectively. In turns, the
insulator-metal Mott transition reached at large enough
Hubbard U upon decreasing spin polarisation translates
into the EG-EHL transition on increasing the density of
photoexcited electron-hole pairs. We find that such Mott
transition can be either continuous or discontinuous, in
the sense specified above, depending on the strength of
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U , which translates into the magnitude of the exciton
binding energy, much in accordance with experiments.

The plan of the paper is as follows. In Sec. II we
introduce a simple modelling of PES, while in Sec. III
the tools we make use to study the model. The phase
diagram that we thus obtain is discussed in Sec. IV.
Finally, Sec. V is devoted to concluding remarks.

(a) (c)(b)

FIG. 1: Photoexcitation of a semiconductor by a laser

pulse. (a) A semiconductor initially at equilibrium is shot by
a laser pulse. (b) A transient quasi-stationary local equilib-
rium state is established with excitons in the gap, and electron
and holes in the conduction and valence bands, respectively.
(c) Such local equilibrium state can be probed by optical ab-
sorption of light, blue beams, which either transfers additional
electrons across the gap, above an absorption edge blue shifted
by the presence of other electrons and holes, or excites inter-
nal states of the exciton. Alternatively, photoluminescence
can be used as probe, red beams, which corresponds to radia-
tive recombination either of bound or unbound electron-hole
pairs.

II. THE MODEL

In Fig. 1 we describe schematically a PES in the sim-
ple case of a direct-gap single-valley semiconductor. A
laser pulse excites electrons across the gap, thus leaving
behind holes in the valence band and creating electrons
in the conduction one, panel (a). If the electron-hole (e-
h) recombination time is long enough, a quasi-stationary
local-equilibrium state sets in, panel (b), at finite densi-
ties of electrons, ne, and holes, nh, which, at low temper-
ature, are equal to the density ne-h of photoexcited e-h
pairs, i.e., ne = nh = ne-h. Some of them binds together
and form excitons, drawn inside the gap as e-h pairs con-
nected by strings, while others remain unbound. Such
quasi-stationary state can be probed either by absorp-
tion or photoluminescence, blue and red light beams in
panel (c). Specifically, the system can absorb light by
creating additional e-h pairs above an absorption edge
shifted by the presence of already existing particles and

holes, or, at lower energy, through intra-exciton transi-
tions [36]. Photoluminescence is expected to arise by
the radiative recombination both of unbound e-h pairs
and of excitons. These two processes emit at different
frequencies, and thus the corresponding emission intensi-
ties gives a measure of the relative populations of bound
and unbound e-h pairs. When the gap is instead indi-
rect, light absorption and emission must be accompanied
by emission of phonons to compensate the momentum
mismatch.

The quasi-stationary state in the simple case of Fig. 1
can be described by the Hamiltonian

H =
∑

kσ

(

ǫhk h
†
kσ hkσ + ǫek e

†
kσ ekσ

)

+
∑

q

U(q)

2V

(

ρhq − ρeq

)(

ρh−q − ρe−q

)

,
(1)

at fixed and equal densities of particles and holes, ne =

nh = ne-h. The operators h†kσ and e†kσ create, respec-
tively, a hole in the valence band, with energy cost ǫhk,
and an electron in the conduction one, with energy cost
ǫek, both with momentum k and spin σ. U(q) is the
Coulomb interaction screened by all bands but valence
and conduction ones, while ρhq and ρeq the densities at
momentum q of holes and electrons, which have opposite
charges. Because of our assumption of quasi-stationarity,
we do not include in (1) recombination processes, so that
ne and nh are separately conserved.

In order to single out the interaction physics, we con-
sider here an idealised modelling, discussed, e.g., in
Ref. [37], obtained by further simplifying the Hamilto-
nian (1). First, since the e-h Coulomb attraction is pri-
marily a charge effect, we ignore the spin, and thus as-
sume spinless holes and particles. Second, we neglect
the effective mass difference between valence and conduc-
tion bands, implying ǫhk = ǫek ≡ ǫk, and, for simplicity,
assume the latter as the dispersion relation of a tight-
binding model with nearest neighbour hopping, which is
also quadratic in the small-k regime pertinent to low-
density. Finally, we replace the long-range Coulomb in-
teraction U(q) by a short range one, U , constant in q, so
that the Hamiltonian (1) transforms into

H =
∑

kσ

ǫk

(

h†k hk + e†k ek

)

− U
∑

i

ne i nh i − µ
∑

i

(

ne i + nh i

)

,
(2)

where nh(e) i is the local density at site i of
holes(electrons), and the chemical potential µ is such as
to fix 〈nh i〉 = 〈ne i〉 = ne-h, where ne-h ≪ 1 is the den-
sity of photoexcited e-h pairs. We remark that the model
(2) can describe the same physics of (1) only if U is large
enough to create bound states below the two-particle con-
tinuum, which play the role of the excitons in the original
system.
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The simplified Hamiltonian (2) can be mapped onto a
standard repulsive Hubbard model

H =
∑

k

∑

σ

ǫk d
†
kσ dkσ

+ U
∑

i

ni↑ ni↓ − h
∑

i

(

ni↑ − ni↓

)

,
(3)

through the transformation

ei → di↓ , hi → (−1)i d†i↑ , (4)

under which nh i → 1− ni↑, and np i → ni↓, so that

2ne-h = 〈nh i〉+ 〈ne i〉 → 1− 〈ni↑〉+ 〈ni↓〉 = 1−m,

0 = 〈nh i〉 − 〈ne i〉 → 1− 〈ni↑〉 − 〈ni↓〉 = 1− n .
(5)

It follows that the model (3) must be studied at half-
filling, n = 1, and, in addition, at fixed magnetisation
m = 1 − 2ne-h, which can be enforced by the Lagrange
multiplier h playing the role of a fictitious Zeeman field.

Therefore, the physics of PES can be captured by the
half-filled repulsive Hubbard model at fixed, and large
if ne-h ≪ 1, magnetisation m, provided all assumptions
above are valid. Indeed, the Hamiltonian (3) is expected
to display several phases in one to one correspondence
to those of PES [38–41]: a low-temperature canted anti-
ferromagnetic insulator, which translates into a phase of
condensed excitons, and high temperature paramagnetic
Mott insulating and metallic phases, which correspond
to the EG and EHL, respectively. We are particularly
interested in the high-temperature phases and the tran-
sition between them, which can be inferred from ground-
state calculations of (3) if we force the translational and
residual spin-U(1) symmetries, on the proviso that pre-
venting symmetry breaking in a ground-state calculation
correctly predicts which phases occur above the critical
temperature.

III. THE METHOD

The Hamiltonian (3) is ideally suited to dynamical
mean-field theory (DMFT) [42], which has emerged as
one of the state-of-the-art methods to study Mott transi-
tions, especially when they are not associated to spatial
ordering. However, earlier results on the simple half-filled
repulsive Hubbard model in a Zeeman field [38, 43–46]
show some differences in the nature of the transition, de-
spite an overall agreement on the main features of the
phase diagram. In particular, in the large U ≫ h regime
pertinent to PES, the Mott transition is always found
first order, but Refs. [43] and [38] predict a transition be-
tween a partially polarised metal and a partially polarised
insulator, while Refs. [45] and [46] report a transition be-
tween a partially polarised metal and a fully polarised
insulator, and no evidence of a partially polarised insula-
tor. We also performed a zero-temperature DMFT calcu-
lation using exact diagonalization as impurity solver, and

0.0 0.1 0.2 0.3 0.4 0.5

h/2t
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U/2t=1.7

U/2t=1.9

U/2t=2.0

U/2t=2.2

FIG. 2: Magnetisation m vs. h for increasing values of U/2t
obtained by DMFT using exact diagonalization at zero tem-
perature with 8 bath’s sites, and a semicircular density of
states of width 4t. In the large U regime relevant to PES, we
always find upon increasing h a first order transition from a
partially polarised metal to a fully polarised insulator.

we could not stabilise a partially polarised insulator, see
the magnetisation m vs. h shown in Fig. 2, in agreement
with [45] and [46].

The reason of this discordance can be readily traced
back to the iterative scheme employed to solve DMFT,
which fails to converge when forcing the translational
symmetry and the residual U(1) spin-rotational symme-
try around the z-axis parallel to h, both of which are
instead spontaneously broken in the true canted antifer-
romagnetic ground state.
In DMFT, assuming a semicircular density of states
(DOS) and forcing the aforementioned symmetries, the
lattice model (3) is mapped onto an Anderson impurity
model (AIM), where the spin-resolved hybridisation func-
tion with the bath, Γσ(ǫ), is self-consistently determined
by the single-particle DOS of the impurity, Aσ(ǫ) [42] –
which in turn must correspond to the local DOS of the
lattice model – through the equation

Γσ(ǫ) = t2 Aσ(ǫ) . (6)

Imagine we solve iteratively Eq. (6) at h ≪ t, U in the
Mott insulating regime, which translates into an AIM
whose hybridisation function Γ(ǫ) = Γ↑(ǫ) + Γ↓(ǫ) has a
gap of order U at the chemical potential. This implies
that, at any iteration i, the hybridisation function is ob-
tained by the impurity DOS at the previous iteration,

Γ
(i)
σ (ǫ) = t2 A(i−1)

σ (ǫ), and thus acquires the same spin
polarisation. Since the impurity-bath hybridisation en-
tails an effective antiferromagnetic coupling, at a given
iteration the spin of the impurity will be polarised in the
opposite direction of that of the bath, thus opposite to
the same impurity at the previous iteration. The reversal
of the impurity spin from an iteration to the next one is
unavoidable when Γ(ǫ) is gapped, unless h is large enough
to prevail over the effective antiferromagnetic coupling
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with the bath and thus align the impurity spin parallel
to it. If so, at the next iteration also the bath will be
aligned with h, and the iterations will converge to a triv-
ial solution where both bath and impurity are fully spin
polarised along h, which is evidently eigenstate of the
AIM. In other words, the iterative procedure in the Mott
insulating phase either does not converge to any solution
at all or, for h above a threshold, it converges to a trivial
solution that represents a fully spin-polarised insulator,
in accordance with our calculations and Refs. [45] and
[46], or, in the language of PES, to the equilibrium state
without photoexcited e-h pairs.
The lack of convergence at small h, which prevents the
stabilisation of a partially polarised insulator and simply
signals the tendency to form an antiferromagnetic state,
can be formally avoided by choosing a convergence cri-
terium only within same-parity iterations, i, i + 2, . . . ,
and, at the end, assuming as impurity DOS, Aσ(ǫ), the
average of those at even and odd iterations [38]. This
choice is equivalent to assume a mixed state, despite the
temperature is zero, where the partial spin polarisation
of the Mott insulator results from a statistical ensem-
ble of pure states, with the impurity spin polarised in
opposite directions. Since the impurity spin polarisa-
tion maps in DMFT into the lattice magnetisation, m,
which, in turn, translates into 1−2ne-h in the language of
PES, see Eq. (5), such statistical ensemble of states with
1 − 2ne-h = m ∼ +1 and 1 − 2ne-h = m ∼ −1 actually
describes a rather strange, and not very physical, phase-
separated exciton Mott insulator, where the bound e-h
pairs are circumscribed within a finite portion of the sys-
tem, ne-h ∼ 1, while they are almost absent in the rest,
ne-h ∼ 0. This result would not change when solving,
still iteratively, the DMFT self-consistency equation (6)
at small but finite temperatures [43].

A. The variational ghost-Gutzwiller wavefunction

We emphasise once more that the issue here is the it-
erative implementation of DMFT when forcing symme-
tries that are instead spontaneously broken in the true
ground state. For instance, we would not expect to find
the same unsatisfactory results in a direct constrained op-
timisation of the DMFT functional [47], which however
has never been implemented in practice. A less rigorous
approach, but equally devoid of the problems outlined be-
fore, would be the minimisation of the expectation value
of the Hamiltonian on a constrained variational wave-
function, forced to be invariant under the aforementioned
symmetries. In what follows we shall adopt just this vari-
ational approach.

The main difficulty in this context is finding a varia-
tional wavefunction that can faithfully describe a Mott
insulator. We shall use here a recent extension [48] of the
Gutzwiller wavefunction, which has been named ghost

Gutzwiller wavefunction (g-GW) and reads

|Ψ〉 =
∏

i

Pi |Ψ∗〉 , (7)

where |Ψ∗〉 is a Slater determinant, ground state of a
tight-binding variational Hamiltonian H∗ for N ≥ 1 spin-
ful orbitals, while

Pi =
∑

Γγ

λΓγ(i) |Γi〉〈γi | , (8)

is a linear map at site i, parametrised by the variational
parameters λΓγ(i), from the local N -orbital Hilbert
space, spanned by the states | γi〉, to the physical sin-
gle orbital local space, spanned instead by the states

| Γi〉. In what follows, we shall denote as ciaσ and c†iaσ,
a = 1, . . . , N , the annihilation and creation operators,
respectively, of the N orbitals per each site i in the en-

larged Hilbert space, while as diσ and d†iσ the operators
of the physical orbital. We note that for N = 1 the g-GW
in (7) reduces to the conventional Gutzwiller wavefunc-
tion [49, 50].

The trick of adding subsidiary degrees of freedom to
improve the accuracy of a variational wavefunction has
a long history that goes back to the shadow wavefunc-
tions for 4He [51], and is still very alive, as testified by
the great interest in matrix-product states and tensor
networks [52, 53], or, more recently, in neural-network
quantum states [54].
The wavefunction (7) is simple and bears close similar-
ity to DMFT. Indeed, as noted in [55], the variational
parameters λΓγ(i) can be associated to the components
ψi(Γ, γ̄), where |γ̄〉 is the particle-hole transform of |γ〉,
of a wavefunction |ψi〉 =

∑

Γγ̄ ψi(Γ, γ̄) |Γ〉×|γ̄〉 that de-
scribes an impurity at site i coupled to a bath of N levels.
The analogy with DMFT is thus self-evident. Hereafter,
in order to enforce translationally symmetry and the U(1)
symmetry under spin rotation around the z-axis, we shall
assume that |Ψ∗〉 is translationally invariant, |ψi〉 =|ψ〉,
∀ i, and that both wavefunctions are eigenstates of the
total z-component of the spin.

The expectation values on the g-GW can be computed
analytically in lattices with infinite coordination [48], just
like it happens for the conventional Gutzwiller wavefunc-
tion [56], although it is common to use the same an-
alytical expressions also in lattices with finite coordina-
tion, just replacing the corresponding tight-binding DOS,
which goes under the name of Gutzwiller approximation.
For that, one needs to impose in the impurity model rep-
resentation [55], the obvious normalisation condition

〈ψ | ψ〉 = 1, (9)

as well as the additional constraint

〈ψ | cbσ c†aσ |ψ〉 = 〈Ψ∗ | c†iaσ cibσ |Ψ∗〉 ≡ ∆σ,ab , (10)

where the fermionic operators on the l.h.s. refer to the
N levels of the bath coupled to the impurity. We remark
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that ∆σ,ab is independent of i since |Ψ∗〉 is by assumption
translationally invariant, and diagonal in spin since |ψ〉
and |Ψ∗〉 are both spin U(1) invariant.

Another important ingredient to compute expectation
values is the wave-function renormalization vector Rσ

with elements Raσ, obtained by solving the set of equa-
tions:

〈Ψ∗ | c†iaσ P
†
i diσ Pi |Ψ∗〉 =

∑

b

∆σ,abRσ,b

≡
(

∆̂σ Rσ

)

a
,

(11)

whose formal solution reads [57]

Rσ = Ŝ−1
σ Qσ , (12)

where the vector Qσ has components

Qσ,a = 〈ψ | c†aσ dσ |ψ〉 , (13)

and the Hermitian matrix Ŝσ is defined through

Ŝ2
σ = ∆̂σ ·

(

1− ∆̂σ

)

. (14)

We apply the g-GW approach to study the model (3)
on a Bethe lattice with infinite coordination, which cor-
responds to a semicircular tight-binding DOS. We choose
to work with N = 3 subsidiary orbitals, which was shown
[48] to provide already very accurate ground state prop-
erties in comparison with DMFT. Moreover, we treat all
components ψ(Γ, γ̄) of the wavefunction describing the
quantum impurity coupled to the bath of N = 3 levels as
free variational parameters, apart from the normalisation
and the constraints imposed by spin U(1) and particle-
hole symmetries. This means that, in contrast with the
original work [48], we do not require ψ(Γ, γ̄) to be ground
state of an auxiliary Anderson impurity model, i.e., an
interacting impurity hybridised with a non-interacting
bath, an unnecessary requirement which would lead to
the same problems of the DMFT iterative solution.

The expectation value per site E of the Hamiltonian
(3) at h = 0 on the variational wavefunction (7) at fixed
magnetisation m can be written as a functional of ψ only,
and reads [48]

E[ψ] =
1

V
〈Ψ∗ | H∗ |Ψ∗〉+ U 〈ψ | n↑ n↓ |ψ〉 , (15)

where V is the number of sites, and nσ the spin-σ occupa-
tion number of the impurity. The Slater determinant Ψ∗

is the ground state of the non-interacting Hamiltonian

H∗ = − t√
z

3
∑

a,b=1

∑

<ij>σ

(

R∗
σ,aRσ,b c

†
i aσ cj bσ +H.c.

)

−
∑

i,σ

3
∑

a,b=1

µσ,ab

(

c†i aσci bσ −∆σ,ab

)

,

(16)
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E
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1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8
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0.6

0.8

R R
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R
2

1/2
1/2
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-0.050

-0.045

FIG. 3: Top panel: total energy E per site vs. U , in units of
half-bandwidth 2t, of the stable metal and metastable insu-
lator solutions, red and blue lines, respectively. The starred
symbols are obtained by DMFT using exact diagonalization
as impurity solver with 7 bath levels instead of the 3 as in
the variational g-GW. In the light red region only the metal-
lic solution exists, while in the blue one the system is a pure
Mott insulator. Bottom panel: renormalisation parameters
R1 = R3 and R2. We note that the Mott transition is sig-
nalled by the vanishing of R2, while R1 = R3 approach the
value

√

1/2.

where z → ∞ is the Bethe lattice coordination num-
ber. The Lagrange multipliers µσ,ab in (16) enforce the
constraint in Eq. (10), while the parameters Rσ,a are
defined in Eq. (12). The energy functional E[ψ] in (15)
must be minimised with respect to ψ subject to the con-
straints fixing the density to 1 and m to the desired value
1− 2ne-h, i.e.,

〈ψ | n↑+n↓ |ψ〉 = 1 , 〈ψ | n↑−n↓ |ψ〉 = 1−2ne-h . (17)

Before considering the case relevant for PES, we briefly
mention, in the next section, how the Mott transition in
the absence of a magnetic field occurs within this varia-
tional scheme [48].

B. Paramagnetic Mott transition at h = 0.

At h = 0 the model recovers full SU(2) spin symmetry,
so that, e.g., the impurity model wavefunction |ψ〉 can be
taken as eigenstate of the total spin S2. Moreover, since
the Hamiltonian (3) has particle-hole symmetry, we can
assume that orbital/level 1 is the charge conjugate of 3,
while orbital/level 2 is self-conjugate and thus is pinned
at the chemical potential, which is zero. Therefore, at
large U , 1 and 3 describe the Hubbard sidebands, while
2 the low-energy quasiparticles.

Minimizing the variational energy in Eq. (15) with re-
spect to ψ(Γ, γ) we find the results shown in figure 3. In
agreement with [48], the g-GW with N = 3 displays for
U ∈ [Uc1, Uc2] the metal-insulator coexistence found in
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2.4 2.6 2.8 3.0
0.0

0.1

0.2

U/2t

-0.75

-0.70

-0.65

hS · S2i hd†
σ
c2σi

FIG. 4: Expectation value 〈ψ|S ·S2|ψ〉 of the spin correlation
between the impurity and the level 2. Note that 〈ψ|S · S2|ψ〉
increases in absolute value with U , and is continuous across
the Mott transition, despite the vanishing expectation value
〈ψ|d†

σ
c2σ|ψ〉 of the hybridisation, also shown.

DMFT. The values of the spinodal points, Uc1/2t ≃ 1.85
and Uc2/2t ≃ 2.88, are slightly underestimated with re-
spect to DMFT, Uc1/2t ≃ 2.39 and Uc2/2t ≃ 2.94 [58–
61].

Approaching the Mott transition from the metallic side
R1σ = R3σ → 1/

√
2 and R2σ → 0 [48], see Fig. 3. Just as

in DMFT, the Mott transition is signalled by the vanish-
ing hybridisation between the impurity and the bath level

at the Fermi energy, Q2 = 〈d†σ c2σ〉 → 0, see Fig. 4. In
the insulating phase, the wavefunction |ψ〉 thus factorises
into a spin-1/2 wavefunction |φσ〉 for the impurity plus
levels 1 and 3, with the spin mostly localised on the im-
purity since 1 and 3 are far from the chemical potential,
and a spin-1/2 wavefunction |ϕσ〉 of the decoupled singly-
occupied level 2. However, because of equations (10) and
(12), both of which determine the HamiltonianH∗ in (16)
and thus its ground state, the variational wavefunction
with lowest energy is actually the singlet combination
|ψ〉 = (|φ↑〉×|ϕ↓〉 − |φ↓〉×|ϕ↑〉)/

√
2 lying ∼ J/8 = t2/2U

below the triplet. In other words, despite level 2 is not
hybridised with the impurity, it remains entangled with
the latter in the optimised wavefunction, as evident from
Fig. 4 where we plot, as a function of U around the Mott
transition, the expectation value 〈ψ | S · S2 | ψ〉, where
S and S2 are the spin operators of the impurity and the
level 2, respectively. We note that this quantity is con-
tinuous across the Mott transition and approaches the
spin-singlet limit −3/4 at large U .

The above result naturally suggests how to construct
a good trial insulating wavefunction with fixed impurity
magnetisation m:

|ψ〉 = cos θ |φ↑〉×|ϕ↓〉 − sin θ |φ↓〉×|ϕ↑〉, (18)

with cos 2θ ≃ m. This wavefunction evidently describes
a pure state that cannot be interpreted as the ground
state of an Anderson impurity model. Indeed, the spin
entanglement between |φσ〉 and |ϕσ〉 can only be ratio-
nalised through an effective antiferromagnetic exchange
between level 2 and the remaining sites of the impurity
model, which is not a one-body potential.

ω/2t

U/2t

Eex

FIG. 5: Top panel: density of states (DOS) of an electron in
the conduction band at U/2t = 2.4 with a density ne-h = 0.05
of photoexcited e-h pairs. The narrow peak at negative fre-
quency, the occupied side of the spectrum, corresponds to
the filled exciton state, whereas the conduction band at pos-
itive frequency is empty. Such DOS thus describes an exci-
ton gas, and allows extracting a exciton binding energy Eex

through the distance of the exciton peak from the bottom of
the conduction band, which is shown as function of U/2t in
the bottom panel. Note that a finite Eex requires U/2t above
a threshold ≃ 1.5. The region below that threshold, in light
blue, is therefore not representative of PES.

IV. EXCITON MOTT TRANSITION IN

PHOTOEXCITED SEMICONDUCTORS

We now move to study the phase diagram of the Hamil-
tonian (3) as function of its parameters, i.e., the mag-
netisation m and interaction strength U , with the half-
bandwidth 2t the unit of energy. However, to make con-
tact with experiments on photoexcited semiconductors,
we need to translate both of them into physical properties
that characterise those systems. From Eq. (5) it follows
that m is simply related to the number ne-h of photoex-
cited e-h pairs through m = 1− 2ne-h. On the contrary,
the short-range Hubbard U is not directly related to any
physical property of PES, since it is just meant to mimic
the role of the long-range Coulomb interaction in bind-
ing electrons and holes into excitons. This implies that
the model Hamiltonian (3) must have in common with
PES the existence of exciton states. We shall thus use
the corresponding binding energy Eex as the other state
variable besides ne-h to characterise the phase diagram.

In the present case of a semicircular tight-binding
DOS, whose square root behaviour at the edges repro-
duces that at the bottom or top of a band in three dimen-
sions, the on-site interaction U must exceed a threshold
to produce a bound state, unlike Coulomb repulsion. Its
binding energy Eex can be calculated exactly solving the
problem of a single e-h pair. However, for consistency
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LHB

LHB

UHB

UHB

QP

EHL

EG

FIG. 6: Density of states (DOS) for a spin down particle cor-
responding to an electron in the conduction band, as well as
a hole in the valence one. Top: DOS in the metallic EHL so-
lution at U/2t = 2.2, which corresponds to Eex/2t ≃ 0.9, and
ne-h = 0.08. Bottom: same quantity in the EG Mott insulator
at the same value of U but smaller ne-h = 0.01. In the lan-
guage of the repulsive Hubbard model, the features associated
with lower and upper Hubbard bands are indicated by LHB
and UHB, respectively. Note that they both survive also in
the correlated metal phase, top panel, despite the emergence
of quasiparticles narrowly peaked at the Fermi energy.

with the calculation at ne-h > 0, we determine Eex by
the variational optimisation in the limit ne-h → 0. In the
top panel of Fig. 5 we show for the model Hamiltonian
(3) the single particle DOS of a spin down electron in
the Mott insulator at almost full polarisation, m = 0.98,
which, through Eq. (4), corresponds to the DOS of an
electron in the conduction band within the EG phase at
ne-h = 0.01, as well as, since we assumed particle-hole
symmetry, to the DOS of a hole in the valence band.
We note at positive energies, i.e., above the chemical po-
tential of the quasi stationary local equilibrium state in
Fig. 1(c), the continuum of empty states in the conduc-
tion band, and at negative energy a very narrow peak
that accommodates all the ne-h = 0.01 density of pho-
toexcited electrons. This peak evidently corresponds to
the exciton, and its distance from the bottom of the con-
duction band defines the binding energy Eex, whose de-
pendence on U is shown in the bottom panel of the same
figure 5. Only when Eex > 0, i.e., U/2t > Uex/2t ≃ 1.5,
the model Hamiltonian (3) can be used to describe the
physics of PES. In the language of the repulsive Hubbard
model (3), the exciton peak below the chemical potential
and the broad continuum above translate into the lower
and upper Hubbard bands, respectively, while the thresh-
old value Uex is actually the limit of the Mott insulator
spinodal value of interaction, so-called Uc1 [42], when the
magnetisation m→ 1.

Before discussing in detail the phase diagram, it is
worth highlighting the properties that characterise the
EHL as opposed to the EG. In Fig. 6 we show the
DOSs of an electron in the conduction band, or a hole

in the valence one, in a representative EHL solution at
Eex/2t ≃ 0.9 and ne-h = 0.08, top panel, in contrast to a
representative EG one at the same Eex/2t ≃ 0.9 but at
smaller ne-h = 0.01, bottom panel. We note in the EHL
phase, top panel, still clearly visible Hubbard bands,
the lower one (LHB) corresponding to the exciton, and
the upper (UHB) to the incoherent contribution of the
conduction, for the electron, and valence, for the hole,
bands. In addition, a narrow quasiparticle peak emerges
at the chemical potential, which distinguishes the EHL
DOS in the top panel from the EG one in the bottom
one. The finite gap between the quasiparticle peak and
the UHB is most likely an artefact of our using a three
level bath. We expect that further bath levels would
fill that gap by small spectral weight. Nonetheless, the
correlated metal feature of a coherent quasiparticle peak
distinct from the UHB incoherent background should
persist.
Our ground state calculation does not allow accessing
the two-particle response functions associated to the
optical absorption and luminescence. However, the
DOS shown in the top panel of Fig. 6 suggests that
the optical spectrum of the EHL should still display
exciton signatures, which have been indeed observed
experimentally [12, 62, 63], and predicted theoretically
[64]. Moreover, the narrow width of the quasiparticle
peak suggests an anomalous strongly correlated EHL
metal, also not in disagreement with experiments [63].

Let us move now to discuss the phase diagram, which is
shown in Fig. 7 as function of the exciton binding energy
Eex and the density of photoexcited e-h pairs ne-h. For
completeness, we also show the values of magnetisation
m and interaction U that corresponds to ne-h and Eex in
the repulsive Hubbard model (3). The red curve in that
figure corresponds to the spinodal line above which an
EG solution exists, which is also the spinodal Uc1(m) of
the Mott insulator [47] in the repulsive model (3), and
becomes for m→ 1 the threshold value Uex in Fig. 5. On
the contrary, the blue curve is the spinodal line above
which the EHL becomes unstable, and thus only the EG
exists, which is the metal spinodal Uc2(m) in the repul-
sive model (3).

Considering instead the different phases in Fig. 7, in
the dark region (I) for very small ne-h, which is zoomed in
the inset and, strictly speaking, is not pertinent to PES
since U < Uex, we find phase separation between two
metallic phases, one liquid (EHL) at larger ne-h, and the
other gaseous (EHG), at smaller ne-h. The two phases
merge at a second order critical point.
In the light grey region (II) above Eex/2t ≃ 0.557, now
relevant to PES, we instead find phase separation be-
tween an EG and an EHL. In the top panel of Fig. 8
we plot the chemical potential obtained from the energy
per site E and ne-h through µ = −∂E/∂ne-h, together
with the common tangent construction. It follows that
for ne-h ∈ [0.05, 0.095] the system phase separates into
an EG at low density ne-h = 0.05 and an EHL at larger
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FIG. 7: Phase diagram as function of the exciton binding
energy Eex and the density ne-h of photoexcited electron-hole
pairs, left y and bottom x axes, respectively, or, equivalently,
U/2t and magnetisation m = 1−2ne-h, right y and top x axes,
respectively. In red we plot the insulator spinodal line, while
in blue the metal one. The different regions, labeled from (I)
to (VI) are discussed in the text. The inset shows a zoom of
the phase-diagram around region (I).

density ne-h = 0.095.
On the contrary, within the intermediate region (III),

dark grey in the phase diagram Fig. 7, we could not
make a common-tangent construction, see bottom panel
of Fig. 8. This may suggest a bistable behaviour with
a sudden transformation of the EG into the EHL, which
has been invoked [6] to explain some experimental evi-
dences [63], even though we cannot exclude a numerical
artefact since the variational optimisation is hard at very
low ne-h.

In region (IV), below Uc1(m), only the EHL is stable.
On the contrary, in region (V), white in the figure, we
find coexistence between a stable EHL and a metastable
EG. Finally, in region (VI), blue in the figure, only the
EG is stable. We find that the transition line separating
(V) and (VI) has a second order character. We note that
in the language of the repulsive Hubbard model (3), this
second order line persists down to m = 0, while, for the
reasons outlined in Sec. III, DMFT calculations find a
continuous transition only at m = 0, and a discontinuous
one at any m 6= 0 [38, 43, 45, 46].

The phase diagram in Fig. 7 has been obtained at zero
temperature forcing all symmetries of the Hamiltonian
(3), and should be representative of that above the exci-
ton condensation temperature with the caveat that the
character of all transition lines, and the size of the stabil-
ity domain of each phase might change when accounting
for entropy effects. Let us therefore discuss what we ex-
pect might change at finite temperature. Since the exci-
ton peak in Fig. 6 presumably carries more entropy than
the quasi-particle peak [42], it is most likely that the sec-

ne-h

EHL

EG

EHLEG

stableunstable

stableunstable

region (II)

region (III)

FIG. 8: Top panel: phase separation at Eex/2t ≃ 1, region
(II) in Fig. 7. We plot the chemical potential extracted by E
vs. ne-h for both EHL (red line) and EG (blue line) solutions.
The vertical line indicate the EHL spinodal value of ne-h, be-
low which this phase is not stable anymore. The dotted line
corresponds to the common tangent construction, which im-
plies that for ne-h ∈ [0.05, 0.095] the system phase separates
into an EG at ne-h = 0.05 and an EHL at ne-h = 0.095.
Bottom panel: bistability at Eex/2t ≃ 1, region (III) in Fig. 7.
Here the behaviour of the chemical potential of the EHL (red
line) and EG (blue line) solutions does not allow a common
tangent construction.

ond order line separating regions (V) and (VI) transforms
into a first order transition accompanied by phase sepa-
ration, i.e., a gradual crossover as ne-h increases from the
EG phase to the EHL one that simply extends region (II)
to higher values of ne-h.

On the contrary, we cannot exclude that, if the bista-
bility in region (III) is true and not due to numerical
issues, it might survive at finite temperature, nor that,
at the border between regions (I) and (III), a discontinu-
ous exciton Mott transition appears besides the gaseous-
liquid transition EHG → EHL.

V. CONCLUSIONS

Despite its extreme simplicity, the spin-polarised half-
filled repulsive Hubbard model shows the rather rich
phase diagram in Fig. 7 with phase transitions that, upon
translation in the language of semiconductors at finite
density of photoexcited electron-hole pairs, bear strong
similarities with the transitions from an exciton gas to an
electron-hole liquid observed in those systems, among the
earliest known realisations of Mott transitions. In partic-
ular, taking into account finite temperature entropy ef-
fects not included in our calculation, the phase diagram
in Fig. 7 encompasses a first order exciton Mott tran-
sition that almost everywhere is accompanied by phase
separation, thus implying a continuous transformation
of the exciton gas into the electron-hole liquid. However,
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within a small region in the phase diagram at low exciton
binding energy, we also find bistability, which would cor-
respond to a sudden transformation of the exciton gas
into the electron-hole liquid without phase-separation.
We mentioned that experimentally there are both evi-
dences of continuos exciton Mott transitions, i.e., phase
separation [11, 13, 14, 28], as well as of discontinuous
ones [6, 7, 9, 10, 35, 63, 65]. The discriminant param-
eter might well be the exciton binding energy Eex, as
we do find, since a discontinuous transition is mostly ob-
served in bulk semiconductors, while a continuous one
in confined geometries, like quantum wells, where Eex

is supposedly larger. Transition metal dichalcogenides
seem to constitute an exception to this rule, since, de-
spite their large exciton binding energy, they have been
shown to display either a continuous transition [28] after
an ultrashort laser pulse, or a discontinuous one [35] un-
der continuous-wave photoexcitation, although we can-
not exclude that the different photoexcitation processes
are responsible of the different outcomes.
We end remarking that the electron-hole liquid that we
find is rather anomalous, see the single-particle density

of states shown in the top panel of Fig. 6, since it still
displays excitonic signatures despite being a degenerate
Fermi liquid of holes and electrons, at odds with the ex-
pectation that the exciton binding energy should vanish
at the transition. Moreover, we find that the effective
mass of the unbound electrons and holes is quite large,
as clear from the narrow width of the coherent peak at
the chemical potential. Both these features have been
observed experimentally [63].
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