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By solving the first-principles many-body Bethe-Salpeter equation, we compare the optical properties of two

prototype and technological relevant organic molecular crystals: picene and pentacene. Albeit very similar for the

structural and electronic properties, picene and pentacene show remarkable differences in their optical spectra.

While for pentacene the absorption onset is due to a charge-transfer exciton, in picene it is related to a strongly

localized Frenkel exciton. The detailed comparison between the two materials allows us to discuss, on general

grounds, how the interplay between the electronic band dispersion and the exchange electron-hole interaction

plays a fundamental role in setting the nature of the exciton. It represents a clear example of the relevance of the

competition between localization and delocalization in the description of two-particle electronic correlation.

DOI: 10.1103/PhysRevB.86.195307 PACS number(s): 78.40.Me, 71.35.Cc, 78.20.Bh

I. INTRODUCTION

Organic molecular crystals have been in the last years the

focus of intense experimental and theoretical interest1–5 for

the large number of promising (opto)electronic applications,

such as field-effect transistors, light-emitting diodes, or photo-

voltaic devices, just to mention a few examples. Nevertheless,

there are still several fundamental open questions, concerning

for example the mechanism of the charge transport (incoherent

phonon-assisted hopping or coherent band transport)6 or the

nature of the lowest optical transition (weakly bound charge-

transfer exciton or tightly bound Frenkel exciton).7,8 The latter

plays a crucial role in the applications of these materials in

optoelectronic devices and will be the focus of the present

work.

Organic molecular crystals consist of molecular units

interacting through weak van der Waals forces. As a con-

sequence, their electronic properties are mainly dictated by

the electronic structure of the isolated molecules, which gives

rise to nondispersive bands with π and σ character. Due to

the strong localization of the electronic wave functions, the

excited electron-hole (e-h) pairs tend to be confined to the

single molecules. Thus, molecular solids are often considered

a textbook example for the formation of Frenkel excitons with

large binding energies.9–12 However, if the dimension of the

molecular units is large enough, the effective interaction for e-h

pairs located on the same site or on two different sites becomes

comparable. This leads to a competition between charge-

transfer (CT) and Frenkel (FR) type excitons, even if the

overlap between wave functions localized on different sites is

negligible. Under these conditions, many-body effects become

crucial for setting the character of the lowest-energy excitons

and the optical properties of the molecular system. This

makes molecular crystals interesting not only for the practical

applications discussed above, but also as model systems for

fundamental studies. In fact, the excitations in these systems

can be described qualitatively, and often quantitatively, using

simple models based on molecular orbitals.9,10 In this way it

is possible to identify and analyze in a transparent manner

the role played by the different effects, such as exchange and

direct e-h interactions or hopping processes, obtaining a clear

and simple picture of the excitonic effects that is also valid for

the description of other kinds of materials.
Although a large number of theoretical works have focused

on the optical properties of molecular systems,9,10 only
recently the description of excitonic effects could be addressed
using ab initio methods based on the solution of the Bethe-
Salpeter equation (BSE) for the e-h Green’s function.13,14

Pioneering studies on oligomers of different type and size
and on conjugated polymers (see, e.g., Refs. 15–24) have
investigated, for instance, the effect of the crystal packing
(also as a function of external pressure), the reduction of the
exciton binding energy with the unit size, and the singlet-triplet
splitting. On the experimental side, charge-transfer excitons,
which often have small oscillator strength in conventional
absorption spectra, could be identified using the Stark effect
in electroabsorption spectroscopy.25–27

In the present work, by means of first-principles BSE calcu-

lations, we compare the optical properties of two isoelectronic

aromatic molecular crystals: picene and pentacene. In both

materials, the molecular units are made of five benzene rings,

which in picene are joined in an armchair manner, while in

pentacene they have a zigzag conformation (see Fig. 1). In the

solid, the molecules are arranged in a herringbone structure,

with two units per primitive cell, giving rise to a triclinic crystal

structure in pentacene and to a monoclinic one in picene (see

Fig. 1).28,29 Pentacene belongs to the acene family, which is

one of the most investigated families of organic crystals.30,31

Picene has attracted a large interest very recently after the

discovery of superconductivity with potassium doping.32,33

Here we demonstrate that although very similar for both

electronic and structural properties, these two systems present

remarkable differences in the absorption spectra. We show

that while the low-energy region in pentacene is characterized

by charge-transfer excitons,7,15,17 in picene it is dominated

by strongly bound Frenkel excitons. We relate the different

behavior to the competition between direct and exchange

e-h interactions, which becomes crucial in molecular crystals
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FIG. 1. (Color online) Molecular and crystal structure of picene

and pentacene. We also indicate the shorter x and longer y molecular

axes and their orientation with respect to the lattice vectors a, b,

and c.

characterized by large aromatic molecular units. Finally, we

discuss a simple and very general picture of many-body effects

in this class of systems showing that the basic mechanism

for the charge transfer is the interplay between exchange

e-h interaction and band dispersion. This discussion allows

us to elucidate the competition between localization and

delocalization that is a key to understanding two-particle

correlation effects in the materials.

II. THEORY

The Bethe-Salpeter equation in the Tamm-Dancoff approx-

imation can be cast into an effective excitonic Hamiltonian

(for an introduction to the theoretical framework see Ref. 14):

Ĥex =
∑

ck

ǫcka
†
ckack −

∑

vk

ǫvkb
†
vkbvk

+
∑

vck,v′c′k′

(

2v̄vck
v′c′k′ − W vck

v′c′k′

)

a
†
ckb

†
vkbv′k′ac′k′, (1)

where v (c) is a valence (conduction) band, k is in the

first Brillouin zone, and a† (a) and b† (b) are creation

(annihilation) operators for electrons and holes, respectively.

The quasiparticle (QP) energies, ǫvk and ǫck, are here obtained

within Hedin’s GW approximation (GWA),34 as first-order

perturbative corrections with respect to Kohn-Sham (KS)

results in the local-density approximation (LDA). The BSE

kernel is given by the sum of 2v̄, which includes only

the short-range G �= 0 microscopic components of the bare

Coulomb interaction v and the statically screened Coulomb

interaction W . The matrix elements of v̄ and W enter the BSE

kernel as exchange and direct e-h interactions, respectively:

v̄vck
v′c′k′ = 〈ck,v′k′|v̄|vk,c′k′〉, (2)

W vck
v′c′k′ = 〈ck,v′k′|W |c′k′,vk〉. (3)

The latter takes into account excitonic effects, while the former

is responsible for crystal local-field effects (the factor 2 for

v̄ derives from the spin summation in the singlet channel).

In this formalism, the optical spectra are obtained from the

imaginary part of the macroscopic dielectric function, ǫ2 =

Im ǫM , expressed in terms of the excitonic eigenenergies Eλ

and eigenfunctions |�λ〉 =
∑

vck Aλ
vcka

†
ckb

†
vk|0〉:

ǫ2(ω) = lim
q→0

8π

q2

∑

λ

∣

∣

∣

∣

∣

∑

vck

Aλ
vck〈vk + q|e−iqr|ck〉

∣

∣

∣

∣

∣

2

δ(ω − Eλ).

(4)

On a mathematical level, the diagonalization of the excitonic

Hamiltonian (1) leads to the mixing of the different transitions

between valence and conduction bands through the coefficients

Aλ
vck, and the modification of the excitation energies Eλ.

In the following we present the calculated spectra obtained

with three different levels of approximation: (i) setting v̄ =

W = 0 in Eq. (1) corresponds to Fermi’s golden rule within an

independent-particle picture, where the spectrum (4) reduces

to a sum over independent vertical transitions between bands

calculated in the GWA; (ii) setting only W = 0 in Eq. (1)

corresponds to the random-phase approximation (RPA), with

the inclusion of crystal local-field effects (LFEs); (iii) the full

solution of the BSE (1) allows also for the description of the

excitonic effects, including bound excitons inside the QP band

gap.

III. RESULTS

The spectra calculated35 in the different approximations

discussed in the previous section are summarized in Fig. 2 for

pentacene and Fig. 3 for picene for polarizations along the

three reciprocal lattice axes a∗, b∗, and c∗. For pentacene the

calculated spectra are in agreement with those available in the

literature,15,17,18 the discrepancies being related to the different

crystal structures adopted in the different calculations.

From the results obtained in the independent-particle

picture [v̄ = W = 0 in Eq. (1)], it is clear that both picene
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FIG. 2. (Color online) Absorption spectra of pentacene molecular

crystal for different polarization directions: a∗, b∗, and c∗. The spectra

are calculated with the following approximations: RPA without

crystal local fields (RPA-NLFE) (black dashed lines), RPA with

crystal local fields (RPA-LFE) (solid black lines), and full solution of

the BSE (BSE) (red lines).
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FIG. 3. (Color online) Same as Fig. 2 for picene.

and pentacene present strong anisotropic optical properties

(see black dashed lines in Figs. 2 and 3). Picene and pentacene

molecules belong to the C2v and D2h point group, respectively.

Thus, by symmetry the only allowed transitions in the dipole

approximation are π → π∗ and σ → σ ∗ for polarization

directions on the plane of the molecule and π → σ ∗ and

σ → π∗ for directions perpendicular to the molecular plane.

In the condensed phase, due to the small overlap between

wave functions localized on different sites, this picture is

approximately still valid. The a∗ and b∗ axes have a large

component normal to the xy plane of the molecule, while

c∗ is nearly parallel to the molecular main axis y (see

Fig. 1). Therefore, in the low-energy region, where only

π → π∗ transitions are active, the oscillator strengths for

light polarized in the a∗b∗ plane have low intensities and

the spectrum is dominated by transitions with polarizarion

along c∗. However, in pentacene the transition between the

highest occupied molecular orbital (HOMO) and the lowest

unoccupied molecular orbital (LUMO) for a polarization

parallel to the main axis y of the molecule is forbidden

by symmetry. So also in the solid the absorption onset in

pentacene has only contributions arising from transitions

with polarization belonging to the a∗b∗ plane, contrary to

picene where the HOMO-LUMO transition is allowed. In the

independent-particle picture, the onset corresponds to the GW

band gap, which in picene37 is 4.08 eV and in pentacene15 is

2.02 eV. In both cases, the GWA corrects the underestimation

of the band gaps in LDA, where they are 2.39 eV for picene

and 0.67 eV for pentacene.

Beyond an independent-particle picture, we find that in

both systems LFEs strongly affect the spectra (see solid black

lines in Figs. 2 and 3). In fact, in both materials the electronic

charge is strongly localized and polarizable, giving rise to an

important Hartree response, which is responsible for LFEs

through the matrix elements of the bare Coulomb interaction

v̄.14 However, while in pentacene LFEs induce mainly a rigid

blueshift of the spectrum, in picene LFEs lead also to a strong

redistribution of the oscillator strength of the different features,

modifying substantially the shape of the spectrum.

Finally, excitonic effects, which are taken into account

through the full solution of the BSE, induce another remarkable

redistribution of the oscillator strengths, counteracting LFEs

(see red lines in Figs. 2 and 3). In both systems the resulting

absorption spectrum is dominated by a large peak (located

at 4.73 eV in pentacene and 5.00 eV in picene) related to a

free exciton with polarization along the c∗ axis. Moreover,

e-h interactions give rise to several new structures inside the

GW band gap (i.e., bound excitons). The calculated optical

gap in picene is 3.34 eV and in pentacene is 1.53 eV. These

values are in good agreement with results (3.3 eV for picene

and 1.8 eV for a pentacene polymorph) from optical and

electron-energy-loss experiments.7,8,37,42,43

The exciton binding energy, which is defined as the

difference between the quasiparticle band gap and the peak

position of the exciton, is hence larger in picene (0.7 eV) than

in pentacene (0.5 eV), where for the higher polarizability the

direct e-h interaction W is weaker than in picene. Both excitons

are mainly related to HOMO-LUMO transitions. However

while in pentacene the effect of higher energy transitions is

negligible, in picene they give a remarkable contribution. In

fact the exciton binding energy in picene evaluated including

only HOMO-LUMO bands is 0.3 eV smaller than the value

obtained from the full calculation. In both cases, several peaks

corresponding to bound excitons are visible inside the QP gap

(see Fig. 4). In picene the first three are located at 3.34, 3.37,

and 3.64 eV and are visible for light polarized along the a∗, b∗,

and c∗ axis, respectively. In pentacene they have a remarkable

oscillator strength only for light polarized in the a∗b∗ plane

and the first three are located at 1.53, 1.73, and 1.76 eV.
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FIG. 4. (Color online) Bound excitons in pentacene (a) and picene

(b) (the band gap in picene is 4.08 eV and in pentacene is 2.02 eV).

The arrows indicate the Davydov splitting (DS). Note that the various

structures in the spectra all have a pure electronic origin and do not

derive from a coupling with vibrational excitations.
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(a) (b)

Picene Pentacene

FIG. 5. (Color online) Electronic charge distribution |�λ(rh,re)|
2

for a fixed position rh of the hole (blue ball) for the lowest-energy

singlet excitons in picene [panel (a)] and pentacene [panel (b)]. While

in picene it is a Frenkel exciton, in pentacene it is a charge-transfer

exciton. In ionic crystals for example, charge-transfer excitons arise

from excitation from valence states localized around the anion to

conduction states localized around the cation. On the contrary, in

the present case note that valence and conduction wave functions are

localized on both inequivalent molecules in the unit cell. Therefore, an

exchange of the position of the hole between the two molecules would

correspondingly exchange also the localization of the electronic

charge distribution.

In Figs. 5(a) and 5(b) we draw the electronic charge

distribution |�λ(rh,re)|2 for a fixed position of the hole rh,

for the lowest-energy exciton in the two systems, which is

visible only for light polarized along the a∗ axis (see Fig. 4).

We find that in the two systems this exciton has a different

character. In pentacene it is a charge-transfer exciton: With

respect to the position of the hole, the electronic charge is

mainly localized on the nearest-neighbor molecules (see also

Refs. 15, 16, and 18). In picene, instead, it is a Frenkel exciton

with both the hole and electron charges mainly localized on

the same molecule.

For the b∗-axis polarization the onset is given by a second

exciton located at 1.76 eV in pentacene and 3.37 eV in

picene (see Fig. 4). In both systems this exciton has the same

character as the first one, i.e., a Frenkel exciton in picene and

a charge-transfer exciton in pentacene, and mainly involves

HOMO-LUMO states. Therefore we interpret the energy shift

observed moving from the a∗ to the b∗ axis as the Davydov

splitting9 (DS) related to the first bound exciton. This splitting,

which arises from the exchange e-h interaction, is peculiar to

all molecular crystals made of pairs (or groups) of inequivalent

molecules, oriented in some specific way one respect to the

other. Thus, as in the present case, excitonic states that are

symmetric and antisymmetric with respect to the exchange

of an e-h pair between two nonequivalent molecules have

different excitation energies.9–11 We note that the DS is about

0.2 eV in pentacene, in good agreement with the experimental

value43 0.15 eV, while in picene the DS is negligible: about

one order of magnitude smaller. These observations suggest

that in the two systems the DS has a different nature.

Finally, in addition to the lowest spin-singlet excitons, we

consider also the lowest spin-triplet excitons that are dipole

forbidden and thus not accessible in absorption experiments.

To this end, we diagonalized the excitonic Hamiltonian (1)

)b()a(

enecatnePeneciP

FIG. 6. (Color online) Same as Fig. 5 for the lowest-energy triplet

excitons in picene [panel (a)] and pentacene [panel (b)]. It is a Frenkel

exciton for both systems.

without exchange e-h interaction 2v̄. As for the singlet, also the

lowest-energy triplet excitons involve mainly HOMO-LUMO

transitions. Since the repulsive exchange e-h interaction 2v̄ is

now missing, the triplet exciton is characterized by a higher

binding energy: 1.3 eV for picene and 1.1 eV for pentacene.

Moreover, in both systems it is a strongly localized Frenkel

exciton, as can be inferred from Figs. 6(a) and 6(b). Therefore,

the comparison between singlet and triplet excitons shows

how the exchange e-h interaction plays a key role in setting

the charge-transfer character of the singlet exciton that is ex-

perimentally visible in the absorption spectrum of pentacene.

To summarize, from the comparison of the optical spectra

in picene and pentacene crystals we have found that (i) in both

systems the spectra are highly anisotropic as a consequence

of the molecular character of the involved transitions; (ii) in

both cases, crystal local-field and excitonic effects strongly

modify the shape of the independent-particle spectra, with the

creation of bound excitons inside the band gap; (iii) in picene

the screening of the direct e-h interaction W is weaker, giving

rise to excitons with larger binding energy than in pentacene;

(iv) the lowest-energy excitons have different character: a

Frenkel exciton for both spin singlet and spin triplet in picene,

a charge-transfer exciton for spin singlet and a Frenkel exciton

for spin triplet in pentacene—this shows that the exchange e-h

interaction v̄ plays a key role in the mechanism of the charge

transfer exciton; (v) the Davydov splitting is much larger in

pentacene than in picene and has a different nature in the two

systems. In the following section we will present a physical

explanation of these observations on the basis of a simple

excitonic model.

IV. DISCUSSION

To better understand the excitonic effects in these systems,

we rewrite the excitonic Hamiltonian (1) in a basis of

wave functions localized on the molecular units, which in

a first approximation are the wave functions of the isolated

molecules:

Ĥex =
∑

Ri,Sj

he
Ri,Sja

†
RiaSj −

∑

Ri,Sj

hh
Ri,Sjb

†
RibSj

+
∑

Ri,Sj,Pl,Qm

(

2v̄
Sj,Pl

Qm,Ri − W
Sj,Pl

QmRi

)

a
†
Rib

†
QmbSjaPl, (5)
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with

v̄
Sj,Pl

Qm,Ri = 〈cRi,vSj |v̄|vQm,cPl〉, (6)

W
Sj,Pl

QmRi = 〈cRi,vSj |W |cPl,vQm〉. (7)

Here the bold and thin letters indicate the lattice vectors

and the molecular unit in the primitive cell, respectively.

he is the single-particle Hamiltonian describing the motion

of independent electrons: he
Ri,Sj = εcδRi,Sj + tcRi,Sj , where εc

is the electron level and tc is the electron hopping integral.

hh is defined correspondingly for holes. 
ǫ = εc − εv is the

HOMO-LUMO gap. From now on we drop the band index

since we are interested in the lowest excitation that involves

mainly the HOMO-LUMO states of the isolated molecule.

The excitonic wave function is written as a superposition

of e-h pairs localized on different sites:44

|�ex〉 =
∑

R

eiq·R
∑

S

∑

ij

C
q

S,ija
†
Rib

†
R+Sj |0〉, (8)

where the coefficient C
q

S,ij are given by solution of the secular

problem,

〈0|aRibR+Sje
−iq·RĤex |�ex〉 = Eex(q)C

q

S,ij . (9)

We neglect the overlap between wave functions localized

on different molecules. Matrix elements of v̄ are thus zero

unless the condition Ri = Qm and Sj = Pl is verified; that

is, e-h pairs are on the same site. At the same time, matrix

elements of W are not zero only when Ri = Pl and Sj = Qm,

which means that an electron (or a hole) cannot scatter on a

different site. The Hamiltonian (5) in this way becomes

Ĥex =
∑

Ri,Sj

he
Ri,Sja

†
RiaSj −

∑

Ri,Sj

hh
Ri,Sjb

†
RibSj

+
∑

Ri,Sj

(

2v̄
Sj,Sj

Ri,Ri − δRi,SjW
Sj,Sj

RiRi

)

a
†
Rib

†
RibSjaSj

+
∑

Ri,Sj

(1 − δRi,Sj )W
Sj,Ri

SjRi a
†
Rib

†
SjbSjaRi . (10)

Here the third term describes the interaction between an

electron and a hole localized on the same site. The fourth

term instead describes the interaction between an electron and

a hole on different sites. These two terms are coupled by the

hopping terms (i.e., the first two), which are responsible for

scattering processes of an electron (or a hole) from site to site.

In a first time we further neglect the hopping integrals in

he and hh that give rise to the finite dispersion of the bands.

In this way, the excitonic Hamiltonian (10) decouples in two

independent blocks ĤFR
ex and ĤCT

ex , where the interacting parts

Kex = 2v̄ − W are, respectively,

K̂FR
ex =

∑

Ri,Sj

(

2v̄
Sj,Sj

Ri,Ri − δRi,SjW
Sj,Sj

Ri,Ri

)

a
†
Rib

†
RibSjaSj , (11)

K̂CT
ex =

∑

Ri,Sj

(1 − δRi,Sj )W
Sj,Ri

Sj,Ri a
†
Rib

†
SjbSjaRi . (12)

The first block gives rise to a Frenkel (FR) exciton with both

electron and hole localized on the same site:
∣

∣�FR
ex

〉

=
∑

Ri

eiq·RC
q

S=0,iia
†
Rib

†
Ri |0〉. (13)

The second block, instead, produces a charge-transfer (CT)

exciton with electron and hole localized on different sites:
∣

∣�CT
ex

〉

=
∑

Ri,Sj

(1 − δRi,R+Sj )eiq·RC
q

S,ija
†
Rib

†
R+Sj |0〉. (14)

In the triplet channel the exchange e-h interaction v̄ is absent.

Therefore, for the triplet both Hamiltonians ĤFR
ex and ĤCT

ex

have only the direct e-h interaction W . However, as can be

seen from Eqs. (11) and (12), while in the FR Hamiltonian

the interacting e-h pairs are localized on the same molecule,

in the CT they belong to different units. Thus, in general, the

direct interaction W is always stronger in the FR Hamiltonian.

As a consequence, this interaction being attractive, the lowest

excited state in the triplet channel is always a FR excitation.

On the other hand, in the singlet channel both solutions are

in principle possible. In fact, in this case, while the CT

Hamiltonian has only the direct e-h interaction W , the FR has

both direct and exchange terms. Therefore, even if the direct

e-h attraction is stronger for FR excitons, it is possible that,

due to the presence of the repulsive exchange e-h interaction,

the FR solution goes above the CT state.

In particular, for a system with two nonequivalent

molecules in the unit cell, the secular problem of Eq. (9) for

the FR Hamiltonian simplifies to the diagonalization of a 2 × 2

matrix with eigenvalues

EFR±
ex (q) = 
ǫ + I (q) − W ± |J (q)|, (15)

where W = W
Ri,Ri
Ri,Ri is the on-site screened Coulomb interac-

tion, and I and J are given by

I (q) = 2v̄
Ri,Ri
Ri,Ri +

∑

R′

2v̄
R′i,R′i
Ri,Ri eiq·R′

, (16)

J (q) =
∑

R′

2v̄
R′j,R′j

Ri,Ri;(i �=j )e
iq·R′

. (17)

J and the last term in I are the excitation transfer interactions12

(we assume that v̄
R′j,R′j

Ri,Ri = v̄
Ri,Ri
R′j,R′j ). J is related to the

scattering process of an e-h pair between two inequivalent

molecules and, analogously, I between equivalent molecules

in different unit cells. They are responsible for the dispersion

of the FR exciton. The corresponding eigenstates at q = 0 are

symmetric, |�FR+
ex 〉, and antisymmetric, |�FR−

ex 〉, with respect

to the exchange of the e-h pair between two nonequivalent

molecules:

|�FR±
ex 〉 = a

†
R1b

†
R1|0〉 ± a

†
R2b

†
R2|0〉. (18)

The energy difference (EFR+
ex − EFR−

ex ) between symmetric

and antisymmetric states is the Davydov splitting and is given

by 2|J (q = 0)|.

For the CT state, taking into account only the interaction

between an electron and a hole on nearest neighbors and

assuming that the corresponding matrix element is the same

W̃ along all the directions, the secular problem in Eq. (9) is

already in diagonal form with solution

ECT ±
ex (q) = 
ǫ − W̃ . (19)

This solution is at least twofold degenerate due to the

lack of the exchange interaction that, through the Davydov

splitting, removes the degeneracy between symmetric and

antisymmetric states (extra degeneracy is related to the number
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of nearest neighbors). Moreover, due to the lack of the

exchange interaction, the CT exciton does not disperse.

Comparing the two solutions EFR
ex and ECT

ex , we note that

in this simplified model the condition for the CT state to be

the lowest-energy excitation is

I − W − |J | � −W̃ . (20)

In general, in molecular crystals made by small molecules

this condition is not satisfied due to the large difference

between W and W̃ : The lowest excitation is thus a FR exciton.

However, in aromatic molecular crystals where the size of the

molecular units is large enough, the average e-h distances

for an e-h pair on the same molecule or on two adjacent

molecules are very close to each other so that W and W̃

become comparable. Under these conditions, if the repulsive

contribution stemming from the exchange e-h interaction is

strong enough, the condition in Eq. (20) is satisfied and the CT

solution becomes energetically favorable.

Finally, the effect of the hopping integrals in the terms he

and hh in Eq. (5) is to mix CT and FR states.5,10,45–49 Thus,

in a real system with a nonzero band dispersion, the lowest

excitation is always a mixture of the two solutions.

Taking into account only the hopping between nearest

neighbors and treating it perturbatively, the correction to the

energy level at q = 0 is


E±
ex ∝ −

(tc ± tv)2

∣

∣EFR±
ex − ECT ±

ex

∣

∣

, (21)

where tc and tv are the hopping integrals for conduction and

valence bands, respectively. The energy correction and the

mixing between CT and FR states get stronger for larger

hoppings and for smaller energy difference between CT and

FR states (see Fig. 7). We note that at q = 0 the perturbation

couples only states with the same symmetry and has different

effects on the CT and FR states. When the lowest excited state

is a FR exciton [Fig. 7(a)] (see, e.g., Ref. 45), the effect of

the hopping is to reduce the Davydov splitting or, if strong

enough, even to invert the order between the Davydov-split

FR levels. On the other hand, when the lowest excited state

is a CT exciton [Fig. 7(b)], the effect of the perturbation is

to induce a Davydov splitting, which is absent in a pure CT

state. Thus the Davydov splitting has different nature for CT

and FR excitons. In general, we expect that it is smaller in

FR states, since in this case it is related to the competition

between the exchange e-h interaction J and the hopping term.

Moreover the hopping is responsible for the dispersion of the

CT exciton. While for FR states the dispersion is related to the

exchange e-h interaction, in CT states it is mainly related to

band-structure effects.

On the basis of this simple model, it is now possible to

discuss the excitonic effect in picene and pentacene. First of

all, we point out that in both systems, due to the nonzero band

dispersion, the lowest excitation is always a mixture of FR and

CT states.

Due to the strong localization of the excitonic wave

function, it is clear that for the lowest-energy exciton in picene

the effect of the hopping term is so small that the mixing with

the CT state is negligible and the exciton preserves its Frenkel

character [see Fig. 7(a)]. The main effect of the hopping is

−
FR

FR
+

(FR+CT)
+

−
FR

CT = CT
+ −

CT
−

(CT+FR)
+

(FR+CT)
+

FR
+

−
FR

−
FR

(CT+FR)
+

CT = CT
+ −

CT
−

)b()a(

DS

DS′ DS′

FIG. 7. (Color online) Energy-level diagram for the singlet

channel showing the interaction between Frenkel (FR) and charge-

transfer (CT) state when the lowest excitation is a Frenkel (a)

or a charge-transfer (b) exciton. For simplicity, we assume that

the hopping integrals for valence and conduction bands are the

same (tv = t c). Thus antisymmetric states are not modified by the

perturbation being in this case 
E−
ex ∝ (t c − tv)2 = 0. FR± and CT±

are the Frenkel and charge-transfer states in the absence of the

hopping terms, while (FR + CT)+ and (CT + FR)+ are the mixture

of Frenkel and charge-transfer states arising from the action of the

hopping term on the FR+ and CT+ excitons, respectively. DS and

DS′ are the Davydov splittings with and without the hopping term.

Note that DS is zero in a pure charge-transfer state [panel (b)]. When

the lowest excitation is a Frenkel exciton [panel (a)] mixing with CT

exciton of the same symmetry can in principle (for large values of

the hopping term) cause a shift of the symmetric state (FR + CT)+

below the antisymmetric state FR−, as shown in panel (a).

to reduce the Davydov splitting. Thus, as expected for a pure

FR exciton, the lowest excited state has an antisymmetric FR−

character.

On the other hand, the strong FR-CT mixing in pentacene

is due to the smaller difference between the FR and CT

solutions and to the larger value of the hopping integrals. In

fact, the widths of pentacene and picene LUMO-derived bands

are 0.96 and 0.27 eV, respectively (they are 0.77 and 0.72 eV

for the HOMO-derived bands). And, since W̃ is more similar

to W , the difference between FR and CT (which is given by

I − J + W̃ − W ) is strongly reduced in pentacene. Thus, the

effects of the exchange interaction are more relevant than in

picene. Therefore, from our simple model we can conclude

that the charge-transfer character of the exciton in pentacene

arises from the interplay between the exchange e-h interaction

and the band dispersion that makes the hopping term large

enough to cause a strong mixing between FR and CT states.

In particular, it shifts the mixed symmetric state below the

antisymmetric one,54 with a Davydov splitting about one order

of magnitude larger than in picene and with opposite sign.

Our results for pentacene are in good agreement with

previous ab initio theoretical works.15,17 However, they seem

to be in contrast with the traditional interpretation of the

electroabsorption experiments,25 which suggests that the

lowest excited state in pentacene is a FR exciton. The

electroabsorption signal has different behavior for FR and

CT states. Its shape thus identifies unequivocally the exciton

character when this is a pure FR or CT state. However,

the interpretation of the electroabsorption spectra is rather

complicated in real materials where the excitons are always

195307-6



EXCITONS IN MOLECULAR CRYSTALS FROM FIRST- . . . PHYSICAL REVIEW B 86, 195307 (2012)

a mixture of the two configurations.48–53 In order to settle

definitely this issue, a first-principles BSE calculation of the

electroabsorption spectra would be very useful, which at the

moment is unfortunately not possible.

Finally, also the anisotropy of the absorption spectra and

their behavior moving from the a∗ to the b∗ axis can be

interpreted in terms of a molecular picture.9 Here we call

x̂ and ŷ the dipole matrix elements for the HOMO-LUMO

transition of the isolated molecule for the direction parallel to

the x and to the y axis, respectively (see Fig. 1). The dipole

matrix element for the optical transition corresponding to the

FR exciton in picene can be calculated as

〈�FR±|r|0〉 = (αA ± αB)x̂ + (βA ± βB)ŷ, (22)

where αA and βA are the projections of r along the x and y

axes of the molecule A (and, analogously, αB and βB for the

molecule B). From the orientation of the two molecules A

and B in the unit cell of the crystal, we find that in picene

βA and βB have always the same sign. Moreover αA = −αB

for the dipole moment along a∗ and αA = αB along b∗. Thus

the antisymmetric FR− state is visible only along the a∗ axis,

while the symmetric FR+ state is in principle visible along

both directions a∗ and b∗. However, the two molecules are

oriented in such a way that the y axis is nearly perpendicular

to the a∗b∗ plane. Hence |βA| and |βB | ≈ 0 and this explains

why the symmetric and antisymmetric states are visible only

along the b∗ and a∗ axes, respectively.

If we neglect dipole matrix elements between wave func-

tions localized on different molecules, we can still describe the

optical spectra of pentacene in terms of Eq. (22), although in

this case the excitonic wave function is delocalized on different

molecules. In the present case, due to the orientation of the

molecules (see Fig. 1), αA = αB for the dipole moment along

a∗ and αA = −αB along b∗. Moreover due to the symmetry

of the pentacene molecule ŷ is zero so that the symmetric and

antisymmetric states are visible only along the a∗ and b∗ axes,

respectively.

V. CONCLUSIONS

To summarize, we have compared the optical properties of

two similar organic molecular crystals, picene and pentacene.

On the basis of an ab initio Bethe-Salpeter calculation, we

have found that while the lowest-energy singlet exciton in

pentacene has a weakly bound charge-transfer character, in

picene it is a tightly bound Frenkel exciton. We have also

discussed the different origin of the Davydov splitting in the

two materials, together with the anisotropy of the absorption

spectra.

The comparison between picene and pentacene has served

as a model study to elucidate the interplay between the

attractive direct and the repulsive exchange electron-hole inter-

actions, and the effect of the hopping integrals. This discussion

has a general validity and is useful to understand the result of

the competition between localization and delocalization for

the two-particle electronic correlation, which determines the

optical properties of the materials.
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A. Rubio, and M. Knupfer, New J. Phys. 12, 103036 (2010).
38P. Cudazzo, M. Gatti, F. Roth, B. Mahns, M. Knupfer, and A. Rubio,

Phys. Rev. B 84, 155118 (2011).
39X. Gonze, G.-M. Rignanese, M. Verstraete, J.-M. Beuken,

Y. Pouillon, R. Caracas, F. Jollet, M. Torrent, G. Zerah, M. Mikami,

Ph. Ghosez, M. Veithen, J.-Y. Raty, V. Olevano, F. Bruneval,

L. Reining, R. Godby, G. Onida, D. R. Hamann, and D. C. Allan,

Z. Kristallogr. 220, 558 (2005).
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