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#### Abstract

The initial value problem for the drift-diffusion equation arising from a model of semiconductor-devices is studied. The goal in this paper is to derive wellposedness and real analyticity of solutions of the initial value problem for the driftdiffusion equation with its dissipating term $\Lambda=(-\Delta)^{1 / 2}$. In the preceding works for some associated equations, the case corresponding to this is known as critical. In this case, the drift-diffusion equation with $\Lambda$ is of elliptic type, so we may not apply the $L^{p}$-theory for parabolic partial differential equations used in the case that the dissipating term is $\Lambda^{\theta}=(-\Delta)^{\theta / 2}$ with $1<\theta \leq 2$.


## 1. Introduction

We consider the following initial value problem for the drift-diffusion equation arising from a model of semiconductors:

$$
\left\{\begin{array}{lr}
\partial_{t} u+\Lambda^{\theta} u-\nabla \cdot(u \nabla \psi)=0, & t>0, x \in \mathbf{R}^{n},  \tag{1}\\
-\Delta \psi=u, & t>0, x \in \mathbf{R}^{n}, \\
u(0, x)=u_{0}(x), & x \in \mathbf{R}^{n},
\end{array}\right.
$$

where $n \geq 2,1 \leq \theta \leq 2, \partial_{t}=\partial / \partial t, \nabla=\left(\partial_{1}, \ldots, \partial_{n}\right), \partial_{j}=\partial / \partial x_{j}(j=1, \ldots, n)$, $\Lambda^{\theta} \varphi=\mathscr{F}^{-1}\left[|\xi|^{\theta} \mathscr{F}[\varphi]\right], \Delta=\sum_{j=1}^{n} \partial_{j}^{2}$, and $u_{0}=u_{0}(x)$ is given real valued initial data. The unknown functions $u=u(t, x)$ and $\psi=\psi(t, x)$ stand for the density of electrons and the potential of electromagnetic-field in a semiconductor, respectively. When $\theta=2$, the dissipative operator $\Lambda^{2}$ gives the positive Laplacian $-\Delta$. When $1 \leq \theta<2$, the fractional Laplacian $\Lambda^{\theta}$ involves the jumping-process in the stochastic-process and it gives the suitable dissipation to describe the dynamics of electrons in a semiconductor. This operator yields the anomalous diffusion in dissipative equations. For the basic properties of

[^0]the anomalous diffusion we refer to Brandolese and Karch [1], Karch [14], Metzler and Klafter [25], and references therein. In particular, when $\theta=1$, the operator $\Lambda \varphi=\mathscr{F}^{-1}[|\xi| \mathscr{F}[\varphi]]$ is called the half-Laplacian and the first equation on (1) is of elliptic type.

The drift-diffusion equation was first considered as a Neumann problem on a bounded domain with $\theta=2$ in Mock [27]. The first equation $\partial_{t} u-\Delta u-$ $\nabla \cdot(u \nabla \psi)=0$ is derived from the mass-conservation-law for electrons and the Poisson equation $-\Delta \psi=u$ provides the potential of an electromagnetic-field. For this Neumann problem, well-posedness and asymptotic-stability of time steady solutions were shown. For the initial value problem (1) with $1<\theta \leq 2$, well-posedness, global existence in time, decay and spatial analyticity of solutions were proved in Kawashima and Kobayashi [19], Kurokiba and Ogawa [21], Ogawa and the first author [29], Matsumoto and Tanaka [24] and the first author [35]. These facts were shown by employing the $L^{p}$-theory for equation of parabolic type. Unfortunately these arguments are difficult to extend into the case $\theta=1$ since the dissipation balances the nonlinearity. Namely our equation is of elliptic type in the case $\theta=1$ (see the remark after Theorem 1 in this section). Our goal is to derive well-posedness and analyticity of solutions of (1) when $\theta=1$.

Before stating our results, we refer to some preceding works for involving equations. When $\theta=2$, we see the Navier-Stokes equation describes the model of incompressible fluid flow and the Keller-Segel equation appearing in the model of chemotaxis (cf. Escudero [9], Giga, Miyakawa and Osada [11], Keller and Segal [20], and Nagai, Senba and Yoshida [28]). For those problems, well-posedness, global existence in time and decay of solutions are considered by many authors. Moreover spatial analyticity of solutions under several conditions was shown in Giga and Sawada [12], Kahane [13], Masuda [23], and Sawada [30]. When $1 \leq \theta \leq 2$, we refer to the following twodimensional quasi-geostrophic equation with the fractional dissipation:

$$
\begin{cases}\partial_{t} u+\Lambda^{\theta} u-\nabla^{\perp} \psi \cdot \nabla u=0, & t>0, x \in \mathbf{R}^{2}, \\ (-\Delta)^{1 / 2} \psi=u, & t>0, x \in \mathbf{R}^{2},\end{cases}
$$

where $\nabla^{\perp}=\left(-\partial_{2}, \partial_{1}\right)$. We remark that, for the potential-term on this equation, the divergence-free condition $\nabla \cdot \nabla^{\perp} \psi=0$ holds. The quasi-geostrophic equation is a model which corresponds to geophysical fluid dynamics. This is very much related to the three-dimensional incompressible Euler equation (see Chae, Constantin and Wu [4], and Constantin, Majda and Tabak [5]). For the initial value problem of this equation with $1<\theta \leq 2$, existence of smooth solutions was shown. On the preceding studies for the quasigeostrophic equation, the case $\theta=1$ is known as critical (cf. Caffarelli and

Vasseur [3], Constantin and Wu [7], Cordoba and Cordoba [8], Kiselev and Nazarov [17], Kiselev, Nazarov and Volberg [18] and references therein). Indeed the structure of the quasi-geostrophic equation with $\theta=1$ is similar to that of the three-dimensional Navier-Stokes equation. For this fact we refer to Miura [26]. On the studies for the critical case by Constantin, Cordoba and Wu [6], smallness of the initial data in $L^{\infty}\left(\mathbf{R}^{2}\right)$ was assumed in order to derive existence of solutions. Moreover the structure of the potential-term, namely the divergence-free condition, was applied in those preceding works. Maekawa and Miura [22] also studied well-posedness of solutions to the fractional dissipative equation with a generalized potential-term which satisfies the divergence-free condition. Since our potential-term $\nabla \psi$ has not such a structure, the idea of the preceding studies might not work to our problem (1).

Before considering the critical case, we briefly review the results of the subcritical case for our problem. For the initial value problem (1) with $1<\theta \leq 2$, Ogawa and the first author [29] and Matsumoto and Tanaka [24] showed the following properties.

Proposition 1. Let $n \geq 2, \quad 1<\theta \leq 2, n / \theta \leq p<n$ and $u_{0} \in L^{p}\left(\mathbf{R}^{n}\right)$. Then there exist a positive constant $T$ and a unique solution $u$ of (1) such that

$$
u \in C\left([0, T) ; L^{p}\left(\mathbf{R}^{n}\right)\right) \cap C\left((0, T) ; W^{\theta, p}\left(\mathbf{R}^{n}\right)\right) \cap C^{1}\left((0, T) ; L^{p}\left(\mathbf{R}^{n}\right)\right) .
$$

Moreover, if $u_{0} \geq 0$ and $u_{0} \in L^{1}\left(\mathbf{R}^{n}\right)$ are assumed, then $u(t, x) \geq 0$ and $\|u(t)\|_{1}=\left\|u_{0}\right\|_{1}$ hold for any $t>0$ and $x \in \mathbf{R}^{n}$. In addition, assume that $u_{0} \in L^{1}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$, then the solution of (1) exists globally in time and satisfies

$$
\|u(t)\|_{L^{p}\left(\mathbf{R}^{n}\right)} \leq C(1+t)^{-(n / \theta)(1-1 / p)}
$$

for any $t>0$ and $1 \leq p \leq \infty$.
Proposition 2. Let $n \geq 2,1<\theta \leq 2$ and $u_{0} \in L^{n / \theta}\left(\mathbf{R}^{n}\right)$. Assume that the solution $u$ of (1) exists globally in time and satisfies

$$
\|u(t)\|_{L^{p}\left(\mathbf{R}^{n}\right)} \leq C(1+t)^{-(n / \theta)(\theta / n-1 / p)}
$$

for any $t>0$ and $n / \theta \leq p \leq \infty$. Then there exist positive constants $K_{1}$ and $K_{2}$ and $1 / \theta<\delta<1$ such that

$$
\left\|\nabla^{\beta} u(t)\right\|_{L^{p}\left(\mathbf{R}^{n}\right)} \leq K_{1}\left(K_{2}|\beta|\right)^{|\beta|-\delta} t^{-(n / \theta)(\theta / n-1 / p)-|\beta| / \theta}
$$

for any $n / \theta \leq p \leq \infty, \beta \in \mathbf{Z}_{+}^{n} \backslash\{0\}$ and $t>0$. Especially, the solution $u$ is analytic in $x$.

Proposition 2 was proved in [35]. The above propositions are proved by employing the $L^{p}$-theory for equation of parabolic type. Unfortunately, in the case $\theta=1$, we cannot extend those propositions since our equation is of elliptic type. Hereafter we consider this case. Namely we study

$$
\partial_{t} u+\Lambda u-\nabla \cdot(u \nabla \psi)=0
$$

In order to discuss our results, we introduce the following weighted-Sobolev spaces:

$$
\begin{align*}
& H_{m}^{s}\left(\mathbf{R}^{n}\right)=\left\{\varphi \in \mathscr{D}^{\prime}\left(\mathbf{R}^{n}\right) \mid\langle x\rangle^{m} J^{s} \varphi \in L^{2}\left(\mathbf{R}^{n}\right)\right\},  \tag{2}\\
& \mathscr{H}_{m}^{s}\left(\mathbf{R}^{n}\right)=\left\{\left.\varphi \in \mathscr{D}^{\prime}\left(\mathbf{R}^{n}\right)| | x\right|^{m} J^{s} \varphi \in L^{2}\left(\mathbf{R}^{n}\right)\right\},
\end{align*}
$$

where $J^{s}=(1-\Delta)^{s / 2}$ and $\langle x\rangle=\sqrt{1+|x|^{2}}$. For simplicity, we represent $H_{m}\left(\mathbf{R}^{n}\right)=H_{m}^{0}\left(\mathbf{R}^{n}\right)$ and $\mathscr{H}_{m}\left(\mathbf{R}^{n}\right)=\mathscr{H}_{m}^{0}\left(\mathbf{R}^{n}\right)$. The inner-products on $H_{m}^{s}\left(\mathbf{R}^{n}\right)$ and $\mathscr{H}_{m}^{s}\left(\mathbf{R}^{n}\right)$ are given by

$$
\begin{aligned}
\langle f, g\rangle_{H_{m}^{s}\left(\mathbf{R}^{n}\right)} & =\left\langle\langle x\rangle^{m} J^{s} f,\langle x\rangle^{m} J^{s} g\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}, \\
\langle f, g\rangle_{\mathscr{H}_{m}^{s}\left(\mathbf{R}^{n}\right)} & \left.=\left.\langle | x\right|^{m} J^{s} f,|x|^{m} J^{s} g\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)},
\end{aligned}
$$

where $\langle\cdot, \cdot\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}$ is the standard inner-product on $L^{2}\left(\mathbf{R}^{n}\right)$. Then we give well-posedness of solutions of (1).

Theorem 1. Let $n \geq 3, \theta=1, s>\frac{n}{2}+1$ and $u_{0} \in H_{2}^{s}\left(\mathbf{R}^{n}\right)$. Then there exist a positive constant $T>0$ and a unique solution $u$ of (1) such that

$$
u \in L^{\infty}\left(0, T ; H_{2}^{s}\left(\mathbf{R}^{n}\right)\right) \cap L^{2}\left(0, T ; \dot{H}^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right)
$$

where $H_{2}^{s}\left(\mathbf{R}^{n}\right)$ is defined as (2).
In the assumption of this theorem the regularity $H^{s}\left(\mathbf{R}^{n}\right)$ with $s>n / 2+1$ is not essential. Indeed it is possible that we solve (1) on some natural class in view of the invariant-scaling $u_{\lambda}(t, x)=\lambda u(\lambda t, \lambda x)(\lambda>0)$ but we will not develop this point here. Also we can prove the assertion of this theorem if the initial function is in $H_{1}^{s}\left(\mathbf{R}^{n}\right)$ instead of in $H_{2}^{s}\left(\mathbf{R}^{n}\right)$. However the proof would be longer in this case, because the estimate of the term $\left[\langle x\rangle J^{s}, \Lambda\right]$ is more complicated than that of $\left[|x|^{2} J^{s}, \Lambda\right]$ in (20) for example. For simplicity, we assume that the initial function is in $H_{2}^{s}\left(\mathbf{R}^{n}\right)$ in this paper. A more complete claim will be proved in our forthcoming paper [32]. The proof of Theorem 1 is based on the energy method with weighted $L^{2}\left(\mathbf{R}^{n}\right)$-norm. When $1<\theta \leq 2$, we have derived Proposition 1 by employing the energy method with usual $L^{2}\left(\mathbf{R}^{n}\right)$-norm and the Sobolev inequality (see [21, 29]). Unfortu-
nately, when $\theta=1$, we cannot apply the similar procedure as in the proof of Proposition 1 since the regularizing effect from $\Lambda$ is too weak in this case. In Section 3, we prove Theorem 1 by employing a commutator estimate via Kato and Ponce [16] and Hardy's inequality.

Our second objective is established as follows.
Theorem 2. Let $n \geq 3, \theta=1, s>\frac{n}{2}+1$ and $u_{0} \in H_{2}^{s}\left(\mathbf{R}^{n}\right)$, where $H_{2}^{s}\left(\mathbf{R}^{n}\right)$ is defined as (2). Then the solution of (1) is real analytic with respect to both the space and the time variable on $(0, T) \times \mathbf{R}^{n}$, where $T$ is the positive constant which is determined in Theorem 1.

We do not use the decay property that $\langle x\rangle^{2} u(t, x) \in L^{2}\left(\mathbf{R}^{n}\right)$ in the proof of Theorem 2. Our proof works when $u \in C^{\infty}\left((0, T) ; H^{\infty}\left(\mathbf{R}^{n}\right)\right)$ is ensured. In [15], the second author showed analyticity of the solution to elliptic equations by using a cut-off function. In Section 4, we employ this idea in order to prove Theorem 2.

By using the similar arguments as in this paper, we can treat some fractional dissipative equations with a potential-term. For example we consider the following Keller-Segel equation of parabolic-elliptic type:

$$
\left\{\begin{array}{lr}
\partial_{t} u+\Lambda^{\theta} u+\nabla \cdot(u \nabla \psi)=0, & t>0, x \in \mathbf{R}^{n},  \tag{3}\\
\psi-\Delta \psi=u, & t>0, x \in \mathbf{R}^{n}, \\
u(0, x)=u_{0}(x), & x \in \mathbf{R}^{n} .
\end{array}\right.
$$

Then we have well-posedness of solutions of (3) with $0<\theta \leq 2$. In particular we obtain analyticity of the solution when $1 \leq \theta \leq 2$.

Notation. In this paper, we use the following notation. For $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{R}^{n}$, we denote $x \cdot y=x_{1} y_{1}+\cdots+x_{n} y_{n}$, $|x|=\sqrt{x \cdot x}$ and $\langle x\rangle=\sqrt{1+|x|^{2}}$. We define the Fourier transform and the Fourier inverse transform by $\mathscr{F}[\varphi](\xi)=(2 \pi)^{-n / 2} \int_{\mathbf{R}^{n}} e^{-i x \cdot \xi} \varphi(x) d x, \mathscr{F}^{-1}[\varphi](x)=$ $(2 \pi)^{-n / 2} \int_{\mathbf{R}^{n}} e^{i x \cdot \xi} \varphi(\xi) d \xi, \quad \mathscr{F}_{t, x}[\varphi](\tau, \xi)=(2 \pi)^{-(n+1) / 2} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{-i t \tau-i x \cdot \xi} \varphi(t, x) d x d t$, $\mathscr{F}_{\tau, \xi}^{-1}[\varphi](t, x)=(2 \pi)^{-(n+1) / 2} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i t \tau+i x \cdot \xi} \varphi(\tau, \xi) d \xi d \tau$, where $i=\sqrt{-1}$. For simplicity we denote $\hat{\varphi}(\xi)=\mathscr{F}[\varphi](\xi)$. The partial derivative operators are denoted by $\partial_{t}=\partial / \partial t, \partial_{j}=\partial / \partial x_{j}(1 \leq j \leq n), \nabla=\left(\partial_{1}, \ldots, \partial_{n}\right), \Delta=\partial_{1}^{2}+\cdots+\partial_{n}^{2}, \Lambda^{\theta} \varphi=$ $\mathscr{F}^{-1}\left[|\xi|^{\theta} \mathscr{F}[\varphi]\right]$ and $J^{s} \varphi=(1-\Delta)^{s / 2} \varphi=\mathscr{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[\varphi]\right]$. The gamma function $\Gamma(p)$ for $p>0$ is provided by $\Gamma(p)=\int_{0}^{\infty} e^{-t} t^{p-1} d t$. We write $[A, B]=A B-B A$ for operators $A$ and $B$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $\beta=$ $\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbf{Z}_{+}^{n}$, we use $\nabla^{\alpha}=\prod_{i=1}^{n} \partial_{i}^{\alpha_{i}}$ and $|\beta|=\sum_{i=1}^{n} \beta_{i}$, where $\mathbf{Z}_{+}=\mathbf{N} \cup\{0\}$. We write $\alpha \leq \beta$ if $\alpha_{j} \leq \beta_{j}(1 \leq j \leq n)$, and $\alpha<\beta$ if $\alpha \leq \beta$ and $\alpha \neq \beta$. We denote $\binom{\beta}{\alpha}=\prod_{j=1}^{n} \frac{\beta_{j}!}{\alpha_{j}!\left(\beta_{j}-\alpha_{j}\right)!}$ for $\alpha$ and $\beta \in \mathbf{Z}_{+}^{n}$ such as $\alpha \leq \beta$. We denote $L^{p}$ and $H^{s}$ the Lebesgue spaces and the Sobolev spaces for $1 \leq p \leq \infty$ and $s \in \mathbf{R}$.

The norm of $L^{p}\left(\mathbf{R}^{n}\right)$ and $H^{s}\left(\mathbf{R}^{n}\right)$ are represented by $\|\cdot\|_{L^{p}\left(\mathbf{R}^{n}\right)}$ and $\|\cdot\|_{H^{s}\left(\mathbf{R}^{n}\right)}$. In particular the inner-products on $L^{2}\left(\mathbf{R}^{n}\right)$ and $H^{s}\left(\mathbf{R}^{n}\right)$ are denoted by $\langle f, g\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}=\int_{\mathbf{R}^{n}} f(x) g(x) d x$ and $\langle f, g\rangle_{H^{s}\left(\mathbf{R}^{n}\right)}=\left\langle J^{s} f, \boldsymbol{J}^{s} g\right\rangle_{L^{2}}$. The homogenous Sobolev spaces and their inner-products are represented by $\dot{H}^{s}\left(\mathbf{R}^{n}\right)$ and $\langle f, g\rangle_{\dot{H}^{s}\left(\mathbf{R}^{n}\right)}=\left\langle\Lambda^{s} f, \Lambda^{s} g\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}$. We denote the set of all functions $f$ on $\mathbf{R}^{n}$ whose Lipschitz-norm $\|f\|_{\operatorname{Lip}\left(\mathbf{R}^{n}\right)}=\|f\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}+\|\nabla f\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}$ is finite by $\operatorname{Lip}\left(\mathbf{R}^{n}\right)$. For $\mu \in \mathbf{R}$, the Gauss' symbol $[\mu]$ describes $[\mu]=\max \{m \in \mathbf{Z} \mid m \leq \mu\}$. The dual space of a normed space $X$ is denoted by $X^{*}$. We denote the coupling of $f \in X^{*}$ and $x \in X$ by $\langle f, x\rangle$. For normed spaces $X$ and $Y$, we denote the set of linear bounded operators $X$ to $Y$ by $\mathscr{L}(X, Y)$. Especially we denote $\mathscr{L}(X)=\mathscr{L}(X, X)$ and $\|A\|_{\mathscr{L}(X)}=\sup _{x \neq 0}\|A x\|_{X} /\|x\|_{X}$ for $A \in \mathscr{L}(X)$. Various constants are simply denoted by $C$.

## 2. Preliminaries

In this section, we prepare several lemmas to be used in the proof of our main conclusions.

Lemma 1 (Kato-Ponce's inequality). Let $s>0$ and $f \in H^{s}\left(\mathbf{R}^{n}\right) \cap \operatorname{Lip}\left(\mathbf{R}^{n}\right)$ and $g \in H^{s-1}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$. Then the following inequality holds:

$$
\left\|\left[J^{s}, f\right] g\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C\left(\|f\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|g\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}+\|f\|_{\operatorname{Lip}\left(\mathbf{R}^{n}\right)}\|g\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}\right)
$$

where $J^{s}=(1-\Delta)^{s / 2}$ and $C$ is a positive constant which is independent of $f$ and $g$.

Proof. For the proof of this lemma, see [16].
Lemma 2 (Hardy's inequality). Let $0 \leq s<n / 2$. Then there exists a positive constant $C$ such that the inequality

$$
\left\||x|^{-s} f\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C\left\|\Lambda^{s} f\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}
$$

holds for any $f \in H^{s}\left(\mathbf{R}^{n}\right)$.
Proof. The proof of this lemma is given in [33].
Hardy's inequality provides the following inequalities.
Lemma 3. Let $n \geq 3$. Then there exists a positive constant $C$ such that the inequality

$$
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C\|\varphi\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}
$$

holds for any $\varphi \in \mathscr{H}_{1}\left(\mathbf{R}^{n}\right)$.

Proof. Using the Perseval identity, we see that

$$
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C\left\||\xi|^{-1} \hat{\varphi}\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
$$

Applying Lemma 2, we obtain the desired inequality.
Lemma 4. Let $s>\frac{n}{2}+1$. Then there exists a positive constant $C$ such that the inequality

$$
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq C\left(\|\varphi\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}+\|\varphi\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\right)
$$

holds for any $\varphi \in H_{1}^{s-1}\left(\mathbf{R}^{n}\right)$.
Proof. The Sobolev inequality yields

$$
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)} \leq C\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{H^{s}\left(\mathbf{R}^{n}\right)} .
$$

Hence, employing the Perseval identity, we see that

$$
\begin{align*}
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} \leq & C \int_{\mathbf{R}^{n}} \frac{\left(1+|\xi|^{2}\right)^{s}}{|\xi|^{2}}|\hat{\varphi}(\xi)|^{2} d \xi \\
= & C \int_{|\xi| \leq 1} \frac{\left(1+|\xi|^{2}\right)^{s}}{|\xi|^{2}}|\hat{\varphi}(\xi)|^{2} d \xi \\
& +C \int_{|\xi|>1} \frac{\left(1+|\xi|^{2}\right)^{s}}{|\xi|^{2}}|\hat{\varphi}(\xi)|^{2} d \xi . \tag{4}
\end{align*}
$$

Lemma 2 yields

$$
\begin{aligned}
\int_{|\xi| \leq 1} \frac{\left(1+|\xi|^{2}\right)^{s}}{|\xi|^{2}}|\hat{\varphi}(\xi)|^{2} d \xi & \leq C \int_{\mathbf{R}^{n}} \frac{|\hat{\varphi}(\xi)|^{2}}{|\xi|^{2}} d \xi \\
& \leq C\|\varphi\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

For the second term on the right hand side of (4), we have

$$
\begin{aligned}
\int_{|\xi|>1} \frac{\left(1+|\xi|^{2}\right)^{s}}{|\xi|^{2}}|\hat{\varphi}(\xi)|^{2} d \xi & \leq C \int_{\mathbf{R}^{n}}\left(1+|\xi|^{2}\right)^{s-1}|\hat{\varphi}(\xi)|^{2} d \xi \\
& \leq C\|\varphi\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Thus we obtain that

$$
\begin{equation*}
\left\|\nabla(-\Delta)^{-1} \varphi\right\|_{H^{s}\left(\mathbf{R}^{n}\right)} \leq C\left(\|\varphi\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}+\|\varphi\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\right) . \tag{5}
\end{equation*}
$$

Consequently we derive the desired inequality.

The following lemma is well-known in functional analysis.
Lemma 5 (Banach-Alaoglu's theorem). Let $X$ be a separable normed space, and let $\left\{f_{n}\right\}_{n \in \mathbf{N}} \subset X^{*}$ be a sequence which is norm bounded. Then there exists a subsequence of $\left\{f_{n}\right\}_{n \in \mathbf{N}}$ which converges weakly*. Namely there exists $f \in X^{*}$ such that

$$
\lim _{n \rightarrow \infty}\left\langle f_{n}, x\right\rangle=\langle f, x\rangle
$$

holds for any $x \in X$.
Proof. For the proof of Lemma 5, we refer [2].
On the Sobolev spaces, a product of functions is treated by the following inequality.

Lemma 6. Let $s>0$. Then there exists a positive constant $C$ such that the inequality

$$
\|u v\|_{H^{s}\left(\mathbf{R}^{n}\right)} \leq C\left(\|u\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|v\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}+\|u\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\|v\|_{H^{s}\left(\mathbf{R}^{n}\right)}\right)
$$

is satisfied for any $u, v \in H^{s}\left(\mathbf{R}^{n}\right) \cap L^{\infty}\left(\mathbf{R}^{n}\right)$.
Proof. The proof of this lemma is given in [34].
For a pseudo-differential operator, we obtain the following lemma.
Lemma 7 (Calderón-Vaillancourt's theorem). Let $p \in C^{2 n+1}\left(\mathbf{R}^{n} \times \mathbf{R}^{n}\right)$ and the pseudo-differential operator $P\left(x, D_{x}\right)$ be defined by

$$
P\left(x, D_{x}\right) \varphi(x)=\int_{\mathbf{R}^{n}} e^{i x \cdot \xi} p(x, \xi) \hat{\varphi}(\xi) d \xi
$$

for $\varphi \in L^{2}\left(\mathbf{R}^{n}\right)$. Assume that

$$
\begin{equation*}
\sum_{|\alpha+\beta| \leq 2 n+1}\left\|\nabla_{x}^{\alpha} \nabla_{\xi}^{\beta} p\right\|_{L^{\infty}\left(\mathbf{R}^{n} \times \mathbf{R}^{n}\right)}<\infty \tag{6}
\end{equation*}
$$

is satisfied. Then

$$
P\left(x, D_{x}\right) \in \mathscr{L}\left(L^{2}\left(\mathbf{R}^{n}\right)\right)
$$

holds.
Proof. For the proof of Lemma 7, we refer to [10].

## 3. Proof of well-posedness of solutions

In order to prove Theorem 1, we represent our problem as

$$
\left\{\begin{array}{lr}
\partial_{t} u+\Lambda u-\nabla(-\Delta)^{-1} u \cdot \nabla u+u^{2}=0, & t>0, \\
u(0, x)=\mathbf{R}^{n}, \\
u(x), & x \in \mathbf{R}^{n}
\end{array}\right.
$$

where the operator $(-\Delta)^{-1}$ is defined by

$$
(-\Delta)^{-1} \varphi(x)=\frac{\Gamma(n / 2)}{2 \pi^{n / 2}(n-2)} \int_{\mathbf{R}^{n}} \frac{\varphi(y)}{|x-y|^{n-2}} d y .
$$

For some $s>\frac{n}{2}+1$ and $T>0$, we introduce the following complete metric spaces $X_{T}$ and $Y_{T}$ :

$$
\begin{array}{ll}
X_{T}=L^{\infty}\left(0, T ; H_{2}^{s}\left(\mathbf{R}^{n}\right)\right), & \|u\|_{X_{T}}=\sup _{t \in(0, T)}\left\|\langle x\rangle^{2} J^{s} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}, \\
Y_{T}=L^{\infty}\left(0, T ; H_{2}\left(\mathbf{R}^{n}\right)\right), & \|u\|_{Y_{T}}=\sup _{t \in(0, T)}\left\|\langle x\rangle^{2} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}
\end{array}
$$

where $H_{2}^{s}\left(\mathbf{R}^{n}\right)$ and $H_{2}\left(\mathbf{R}^{n}\right)$ are defined as (2). For $M>0$, we define

$$
\begin{equation*}
X_{T, M}=\left\{u \in X_{T} \mid\|u\|_{X_{T}} \leq M\right\} \tag{7}
\end{equation*}
$$

in which we look for solutions.
Proposition 3. Let the function spaces $X_{T, M}$ and $Y_{T}$ be defined as above. Then $X_{T, M}$ is a closed subset in $Y_{T}$.

Proof. Since $Y_{T}$ is a Banach space, for any Cauchy sequence $\left\{u_{m}\right\}_{m \in \mathbf{N}}$ in $Y_{T}$ with $\left\{u_{m}\right\}_{m \in \mathbf{N}} \subset X_{T, M}$, there exists $u \in Y_{T}$ satisfying $u_{m} \rightarrow u$ as $m \rightarrow \infty$ in $Y_{T}$. Namely

$$
\lim _{m \rightarrow \infty}\langle x\rangle^{2} u_{m}=\langle x\rangle^{2} u \quad \text { in } L^{\infty}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right)
$$

We show $u \in X_{T, M}$. Since $u_{m} \in X_{T, M}$, we see that

$$
\sup _{0<t<T}\left\|\langle x\rangle^{2} J^{s} u_{m}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq M
$$

In addition $L^{\infty}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right)$ is the dual space of $L^{1}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right)$. Hence Lemma 5 states that there exist a subsequence $\left\{u_{m_{j}}\right\}_{j \in \mathbf{N}} \subset\left\{u_{m}\right\}_{m \in \mathbf{N}}$ and $v \in L^{\infty}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right)$ such that

$$
\mathrm{w}^{*}-\lim _{j \rightarrow \infty}\langle x\rangle^{2} J^{s} u_{m_{j}}=v \quad \text { in } L^{\infty}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right)
$$

We define the function $\tilde{u}$ by $\tilde{u}=J^{-s}\left(\langle x\rangle^{-2} v\right)$. Then we see that

$$
\tilde{u} \in L^{\infty}\left(0, T ; H_{2}^{s}\left(\mathbf{R}^{n}\right)\right)
$$

and

$$
\begin{aligned}
\sup _{0<t<T}\left\|\langle x\rangle^{2} J^{s} \tilde{u}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} & =\sup _{0<t<T}\|v(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \leq \liminf _{j \rightarrow \infty} \sup _{0<t<T}\left\|\langle x\rangle^{2} J^{s} u_{m_{j}}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq M .
\end{aligned}
$$

Namely we have that $\tilde{u} \in X_{T, M}$. On the other hand, since the limit value of $\left\{u_{m_{j}}\right\}_{j \in \mathbf{N}}$ is unique, we obtain that $\tilde{u}=u$. Thus we complete the proof.

For $v \in X_{T, M}$, we introduce the following linearized problem:

$$
\left\{\begin{array}{lr}
\partial_{t} u+\Lambda u-\nabla(-\Delta)^{-1} v \cdot \nabla u+v u=0, & 0<t<T,  \tag{8}\\
u(0, x)=u_{0}(x), & x \in \mathbf{R}^{n},
\end{array}\right.
$$

The solution of (8) can be constructed by using the following approximated problem of (8):

$$
\left\{\begin{array}{l}
\partial_{t} u_{\varepsilon}+\Lambda J_{\varepsilon}\left(D_{x}\right) u_{\varepsilon}-J_{\varepsilon}\left(D_{x}\right) \nabla(-\Delta)^{-1} v \cdot \nabla J_{\varepsilon}\left(D_{x}\right) u_{\varepsilon}+v u_{\varepsilon}=0  \tag{9}\\
u_{\varepsilon}(0, x)=u_{0}(x)
\end{array}\right.
$$

where $J_{\varepsilon}\left(D_{x}\right)$ is a Friedrich's mollifier. (9) can be regarded as a linear ordinary differential equation for $u_{\varepsilon}$ in Banach space $H^{s}\left(\mathbf{R}^{n}\right)$, which is solved for each $\varepsilon$. The same estimate as in the proof of Proposition 4 and the standard weak convergent argument show existence and uniqueness of solutions of (8) (see [34, Chapter 5] for more details). Then (8) has a unique solution

$$
u \in L^{\infty}\left(0, T ; H_{2}^{s}\left(\mathbf{R}^{n}\right)\right) \cap L^{2}\left(0, T ; \dot{H}^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right)
$$

associated with $v$. We define a map $\Phi$ by

$$
\begin{equation*}
\Phi[v]=u \tag{10}
\end{equation*}
$$

for $v \in X_{T, M}$. Then the following proposition holds.
Proposition 4. Let $s>\frac{n}{2}+1$ and $M=4\left\|u_{0}\right\|_{H^{s} .}$. Let the function-class $X_{T, M}$ and the mapping $\Phi$ be defined by (7) and (10). Then the inequality

$$
\begin{equation*}
\|\Phi[v]\|_{X_{T}} \leq M \tag{11}
\end{equation*}
$$

holds for all $v \in X_{T, M}$, if $T>0$ is sufficiently small. Moreover there exists a constant $0<L<1$ such that the inequality

$$
\begin{equation*}
\left\|\Phi\left[v_{1}\right]-\Phi\left[v_{2}\right]\right\|_{Y_{T}} \leq L\left\|v_{1}-v_{2}\right\|_{Y_{T}} \tag{12}
\end{equation*}
$$

is satisfied for all $v_{1}$ and $v_{2} \in X_{T, M}$.

Proof. We show the inequality (11). Using (8), we see that

$$
\begin{aligned}
& \left\langle\partial_{t} J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}+\left\langle\Lambda J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad=\left\langle J^{s}\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}-\left\langle J^{s}(v u)(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}
\end{aligned}
$$

Hence we obtain that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad=\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s}\left(\mathbf{R}^{n}\right)}-\langle v(t) u(t), u(t)\rangle_{H^{s}\left(\mathbf{R}^{n}\right)} \tag{13}
\end{align*}
$$

since $\Lambda^{1 / 2}$ is self-adjoint on $L^{2}\left(\mathbf{R}^{n}\right)$. For the first term on the right hand side of this equality, we see that

$$
\begin{align*}
\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s}\left(\mathbf{R}^{n}\right)}= & \left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& +\left\langle\left[J^{s}, \nabla(-\Delta)^{-1} v\right] \nabla u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} . \tag{14}
\end{align*}
$$

Using integration by parts for the first term on the right hand side of (14), we have that

$$
\begin{aligned}
\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} & =\frac{1}{2} \int_{\mathbf{R}^{n}} \nabla\left(\left(J^{s} u(t)\right)^{2}\right) \cdot \nabla(-\Delta)^{-1} v(t) d x \\
& =\frac{1}{2} \int_{\mathbf{R}^{n}}\left(J^{s} u(t)\right)^{2} v(t) d x .
\end{aligned}
$$

Hence, applying the Hölder inequality and the Sobolev inequality, we obtain that

$$
\begin{aligned}
\left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right| & \leq C\|v(t)\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\left\|J^{s} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \leq C\|v(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Thus the condition of $v(t)$ concludes that

$$
\left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla J^{s} u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right| \leq C M\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2}
$$

Schwarz' inequality and Lemma 1 yield that the second term on the right hand side of (14) satisfies

$$
\begin{aligned}
& \mid\left\langle\left[ J^{s},\right.\right. \\
& \left.\left.\quad, \nabla(-\Delta)^{-1} v\right] \nabla u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq C\left\|\left[J^{s}, \nabla(-\Delta)^{-1} v\right] \nabla u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\left\|J^{s} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C\left\|\nabla(-\Delta)^{-1} v(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Thus, applying (5) to this inequality, we have that

$$
\begin{aligned}
\left|\left\langle\left[J^{s}, \nabla(-\Delta)^{-1} v\right] \nabla u(t), J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right| & \leq C\|v(t)\|_{H_{2}^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} \\
& \leq C M\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Consequently, employing those inequalities on (14), we conclude that the first term on the right hand side of (13) satisfies

$$
\begin{equation*}
\left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s}\left(\mathbf{R}^{n}\right)}\right| \leq C M\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} . \tag{15}
\end{equation*}
$$

For the second term on the right hand side of (13), the Hölder inequality, Lemma 6 and the Sobolev inequality yield that

$$
\begin{align*}
\left|\langle v(t) u(t), u(t)\rangle_{H^{s}\left(\mathbf{R}^{n}\right)}\right| & \leq C\|v(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} \\
& \leq C M\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} . \tag{16}
\end{align*}
$$

Applying (15) and (16) into (13), we see that

$$
\frac{1}{2} \frac{d}{d t}\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} \leq C M\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} .
$$

Hence we obtain that the inequality

$$
\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2}+\int_{0}^{t}\left\|\Lambda^{1 / 2} u(\tau)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} d \tau \leq\left\|u_{0}\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2}+C M T \sup _{0<\tau<T}\|u(\tau)\|_{H^{s\left(\mathbf{R}^{n}\right)}}^{2}
$$

holds for any $t \in(0, T)$. Consequently, if $T>0$ is sufficiently small, we conclude that

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(t)\|_{H^{s}}^{2}+\int_{0}^{T}\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s}}^{2} d t \leq M^{2} / 4 \tag{17}
\end{equation*}
$$

We estimate $\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}$ in order to conclude the inequality (11). Using (8), we obtain that

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} & \|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2}+\langle\Lambda u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \\
& =\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}-\langle v(t) u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \tag{18}
\end{align*}
$$

The second term on the left hand side of this equality is split into

$$
\begin{aligned}
\langle\Lambda u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}= & \left.\left.\langle | x\right|^{2} J^{s} \Lambda u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
= & \left.\left.\left\langle\Lambda\left(|x|^{2} J^{s} u\right)(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \left.+\left.\left\langle\left[|x|^{2} J^{s}, \Lambda\right] u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Since the operator $\Lambda^{1 / 2}$ is self-adjoint on $L^{2}\left(\mathbf{R}^{n}\right)$, the first term on the right hand side of this satisfies

$$
\left.\left.\left\langle\Lambda\left(|x|^{2} J^{s} u\right)(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}=\left\|\Lambda^{1 / 2}\left(|x|^{2} J^{s} u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2}
$$

and the equation (18) is represented as

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} & \|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2}\left(|x|^{2} J^{s} u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
= & \left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}-\langle v(t) u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \\
& \left.\quad-\left.\left\langle\left[|x|^{2} J^{s}, \Lambda\right] u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} . \tag{19}
\end{align*}
$$

In the last term on the right hand side of (19), the commutator $\left[|x|^{2} J^{s}, \Lambda\right]$ is represented as

$$
\begin{align*}
{\left[|x|^{2} J^{s}, \Lambda\right] u=} & |x|^{2} \mathscr{F}^{-1}\left[|\xi|\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right]-\mathscr{F}^{-1}\left[|\xi| \mathscr{F}\left[|x|^{2} J^{s} u\right]\right] \\
= & \mathscr{F}^{-1}\left[\left(-\Delta_{\xi}\right)\left(|\xi|\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right)\right] \\
& -\mathscr{F}^{-1}\left[|\xi|\left(-\Delta_{\xi}\right)\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right)\right] \\
= & \mathscr{F}^{-1}\left[\left(-\Delta_{\xi}|\xi|\right)\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right] \\
& +2 \mathscr{F}^{-1}\left[\left(-\nabla_{\xi}|\xi|\right) \cdot \nabla_{\xi}\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right)\right] . \tag{20}
\end{align*}
$$

The Plancherel identity and Lemma 2 yield that the first term on the right hand side of (20) satisfies

$$
\begin{aligned}
& \left\|\mathscr{F}{ }^{-1}\left[\left(-\Delta_{\xi}|\xi|\right)\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right](t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C\left\||\xi|^{-1}\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u](t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Applying Lemma 2 and the Plancherel identity again, we obtain that

$$
\begin{gather*}
\left\|\mathscr{F}^{-1}\left[\left(-\Delta_{\xi}|\xi|\right)\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right](t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
\leq C\left(\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right) . \tag{21}
\end{gather*}
$$

For the second term on the right hand side of (20), employing the Plancherel identity and the Hölder inequality, we have that

$$
\begin{aligned}
& \left\|\mathscr{F}^{-1}\left[\left(-\nabla_{\xi}|\xi|\right) \cdot \nabla_{\xi}\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[u]\right)\right](t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq\left\|\nabla_{\xi}\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{\mathscr { F }}[u]\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Hence the Plancherel identity yields that

$$
\begin{align*}
\| \mathscr{F}^{-1} & {\left[\left(-\nabla_{\xi}|\xi|\right) \cdot \nabla_{\xi}\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}^{[ }[u]\right)\right](t) \|_{L^{2}\left(\mathbf{R}^{n}\right)} } \\
& \leq C\|u(t)\|_{\mathscr{H}_{1}^{s}\left(\mathbf{R}^{n}\right)} \\
& \leq C\left(\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right) . \tag{22}
\end{align*}
$$

Applying the inequalities (21) and (22) into (20), we obtain that

$$
\begin{aligned}
\left\|\left[|x|^{2} J^{s}, \Lambda\right] u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} & \leq C\left(\|u(t)\|_{H_{1}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right) \\
& \leq C\left(M+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right)
\end{aligned}
$$

Hence the last term on the right hand side of (19) satisfies that

$$
\begin{align*}
& \left.\left|\left\langle\left[|x|^{2} \boldsymbol{J}^{s}, \Lambda\right] u(t),\right| x\right|^{2} \boldsymbol{J}^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq\left\|\left[|x|^{2} \boldsymbol{J}^{s}, \Lambda\right] u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \boldsymbol{J}^{s} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C\left(M+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} . \tag{23}
\end{align*}
$$

We consider the first term on the right hand side of (19). The identity

$$
\begin{aligned}
&|x|^{2} J^{s}\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right) \\
&= {\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)+\left[J^{s}, \nabla(-\Delta)^{-1} v\right]\left(|x|^{2} \nabla u\right) } \\
&+\nabla(-\Delta)^{-1} v \cdot\left[J^{s},|x|^{2}\right] \nabla u+|x|^{2} \nabla(-\Delta)^{-1} v \cdot J^{s} \nabla u
\end{aligned}
$$

gives that

$$
\begin{align*}
&\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{\mathscr{f _ { 2 } ^ { s }}\left(\mathbf{R}^{n}\right)} \\
&=\left.\left.\left\langle\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&\left.+\left.\left\langle\left[J^{s}, \nabla(-\Delta)^{-1} v\right]\left(|x|^{2} \nabla u\right)(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&\left.+\left.\left\langle\nabla(-\Delta)^{-1} v(t) \cdot\left[J^{s},|x|^{2}\right] \nabla u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&\left.+\left.\langle | x\right|^{2} \nabla(-\Delta)^{-1} v(t) \cdot J^{s} \nabla u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} . \tag{24}
\end{align*}
$$

By the similar calculation as in (20), the commutator on the first term on the right hand side of this equality is represented by

$$
\begin{aligned}
{\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)=} & \mathscr{F}^{-1}\left[\left(-\Delta_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}\right) \mathscr{F}\left[\nabla(-\Delta)^{-1} v \cdot \nabla u\right]\right] \\
& -2 \mathscr{F}^{-1}\left[\left(\nabla_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}\right) \cdot \nabla_{\xi} \mathscr{F}\left[\nabla(-\Delta)^{-1} v \cdot \nabla u\right]\right] .
\end{aligned}
$$

Since $\nabla_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}=s \xi\left(1+|\xi|^{2}\right)^{s / 2-1}$ and $\Delta_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}=\operatorname{sn}\left(1+|\xi|^{2}\right)^{s / 2-1}+$ $s(s-2)|\xi|^{2}\left(1+|\xi|^{2}\right)^{s / 2-2}$, we have that

$$
\begin{aligned}
\left\|\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \leq & C\left\|J^{s-2}\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& +C\left\|J^{s-1}\left(x \nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Thus Lemma 6, the Sobolev inequality and (5) give

$$
\begin{aligned}
\left\|\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} & \leq C\left(\|v(t)\|_{H_{2}^{s}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{H_{1}^{s}\left(\mathbf{R}^{n}\right)}\right) \\
& \leq C\left(M+\|u(t)\|_{H_{1}^{s}\left(\mathbf{R}^{n}\right)}\right)
\end{aligned}
$$

and we see that the first term on the right hand side of (24) satisfies

$$
\begin{align*}
& \left.\left|\left\langle\left[|x|^{2}, J^{s}\right]\left(\nabla(-\Delta)^{-1} v \cdot \nabla u\right)(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq C\left(M+\|u(t)\|_{H_{1}^{s}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} . \tag{25}
\end{align*}
$$

The Hölder inequality and Lemma 1 give that the second term on the right hand side of (24) satisfies

$$
\begin{aligned}
& \mid\left\langle\left[ J^{s},\right.\right. \\
& \left.\left.\quad, \nabla(-\Delta)^{-1} v\right]\left(|x|^{2} \nabla u\right)(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq\left\|\left[J^{s}, \nabla(-\Delta)^{-1} v\right]\left(|x|^{2} \nabla u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \boldsymbol{J}^{s} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C\left\|\nabla(-\Delta)^{-1} v(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \nabla u(t)\right\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Thus the inequality (5) and the condition of $v(t)$ provide that

$$
\begin{align*}
& \mid\left\langle\left[ J^{s},\right.\right.\left.\left.\nabla(-\Delta)^{-1} v\right]\left(|x|^{2} \nabla u\right)(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \leq C\|v(t)\|_{H_{2}^{s}\left(\mathbf{R}^{n}\right)}\left(\|u(t)\|_{H^{s-2}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{\left.\mathscr{H}_{2}^{s} \mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C M\left(M+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} . \tag{26}
\end{align*}
$$

The commutator on the third term on the right hand side of (24) is represented as

$$
\begin{aligned}
{\left[J^{s},|x|^{2}\right] \nabla u=} & -\mathscr{F}^{-1}\left[\left(-\Delta_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}\right) \mathscr{F}[\nabla u]\right] \\
& +2 \mathscr{F}^{-1}\left[\left(\nabla_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}\right) \cdot \nabla_{\xi} \mathscr{F}[\nabla u]\right] .
\end{aligned}
$$

Hence we see that

$$
\begin{aligned}
\left\|\left[J^{s},|x|^{2}\right] \nabla u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} & \leq C\left\|J^{s-2} \nabla u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}+C\left\|J^{s-1}(x \nabla u)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \leq C\|u(t)\|_{H_{1}^{s-1}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

A combination of this and Lemma 4 gives that the third term on the right hand side of (24) satisfies

$$
\begin{aligned}
& \left.\left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot\left[J^{s},|x|^{2}\right] \nabla u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq\left\|\nabla(-\Delta)^{-1} v(t)\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\left\|\left[J^{s},|x|^{2}\right] \nabla u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{\mathscr { H } _ { 2 } ^ { s } ( \mathbf { R } ^ { n } )}} \\
& \quad \leq C\|v(t)\|_{H_{2}^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Thus, using (17) and the condition of $v(t)$, we conclude that

$$
\begin{equation*}
\left.\left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot\left[J^{s},|x|^{2}\right] \nabla u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \leq C M^{2}\|u(t)\|_{\mathscr{H}}^{2}\left(\mathbf{R}^{n}\right) . \tag{27}
\end{equation*}
$$

Applying integration by parts, we have that the last term on the right hand side of (24) is split into

$$
\begin{align*}
\left.\langle | x\right|^{2} \nabla & \left.(-\Delta)^{-1} v(t) \cdot J^{s} \nabla u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
= & \left.-\left.2\left\langle\left(\nabla|x|^{2}\right) \cdot \nabla(-\Delta)^{-1} v(t) J^{s} u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \left.+\left.\langle | x\right|^{2} v(t) J^{s} u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \left.-\left.\langle | x\right|^{2} \nabla(-\Delta)^{-1} v(t) J^{s} u(t),|x|^{2} J^{s} \nabla u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \tag{28}
\end{align*}
$$

We transport the last term on the right hand side of (28) into the left hand side of (28), then we obtain

$$
\begin{aligned}
&\left.\left.\langle | x\right|^{2} \nabla(-\Delta)^{-1} v(t) \cdot J^{s} \nabla u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&=\left.-\left.\left\langle\left(\nabla|x|^{2}\right) \cdot \nabla(-\Delta)^{-1} v(t) J^{s} u(t),\right| x\right|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&\left.+\left.\frac{1}{2}\langle | x\right|^{2} v(t) J^{s} u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Hence the Hölder inequality and Lemma 4 provide that

$$
\begin{aligned}
& \left.|\langle | x|^{2} \nabla(-\Delta)^{-1} v(t) \cdot J^{s} \nabla u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \leq C\left(\left\|\nabla(-\Delta)^{-1} v(t)\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{1}^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right. \\
& \left.\quad+\|v(t)\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2}\right) \\
& \leq C\|v(t)\|_{H_{2}^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Thus the condition of $v(t)$ gives that

$$
\begin{equation*}
\left.|\langle | x|^{2} \nabla(-\Delta)^{-1} v(t) \cdot J^{s} \nabla u(t),|x|^{2} J^{s} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \leq C M\|u(t)\|_{\mathscr{H} 2}^{2}\left(\mathbf{R}^{n}\right) . \tag{29}
\end{equation*}
$$

Applying (25)-(27) and (29) into (24), we see that the first term on the right hand side of (19) satisfies

$$
\begin{align*}
& \left|\left\langle\nabla(-\Delta)^{-1} v(t) \cdot \nabla u(t), u(t)\right\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right| \\
& \quad \leq C(1+M)\left(M+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} . \tag{30}
\end{align*}
$$

Schwarz' inequality gives that the second term on the right hand side of (19) satisfies

$$
\left|\langle v(t) u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right| \leq\|v(t) u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} .
$$

Since the equality

$$
|x|^{2} J^{s}(v u)=\mathscr{F}^{-1}\left[\left(-\Delta_{\xi}\right)\left(\left(1+|\xi|^{2}\right)^{s / 2} \mathscr{F}[v u]\right)\right]
$$

is satisfied, we see by Lemma 6 and the Sobolev inequality that

$$
\begin{gathered}
\|v(t) u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \leq C\left(\|v(t) u(t)\|_{H^{s-2}\left(\mathbf{R}^{n}\right)}+\left\|\left(\nabla_{\xi}\left(1+|\xi|^{2}\right)^{s / 2}\right) \cdot \mathscr{F}[x v u](t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\right. \\
\left.\quad+\left\||x|^{2} v(t) u(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}\right) \\
\leq C M\left(\|u(t)\|_{H^{s}\left(\mathbf{R}^{n}\right)}+\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right) .
\end{gathered}
$$

Thus we obtain that

$$
\begin{equation*}
\left|\langle v(t) u(t), u(t)\rangle_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right| \leq C M\left(M+\|u(t)\|_{\left.\mathscr{H}_{2}^{s} \mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} . \tag{31}
\end{equation*}
$$

Applying the inequalities (23), (30) and (31) into (19), we obtain that

$$
\begin{align*}
& \frac{d}{d t}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2}\left(|x|^{2} \boldsymbol{J}^{s} u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad \leq C(1+M)\left(M+\|u(t)\|_{\mathscr{E}_{2}^{s}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)} \tag{32}
\end{align*}
$$

Using Gronwall's inequality, we have that

$$
\sup _{0<t<T}\|u(t)\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2} \leq e^{C(1+M) T}\left\|u_{0}\right\|_{\mathscr{H}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2}+C(1+M) M^{2}\left(e^{C(1+M) T}-1\right) .
$$

Hence we derive that

$$
\sup _{0<t<T}\|u(t)\|_{\mathscr{C}_{2}^{s}\left(\mathbf{R}^{n}\right)}^{2} \leq M^{2} / 4
$$

holds if $T>0$ is sufficiently small. Summing up this inequality and (17), we obtain the desired inequality (11).

Next we show the inequality (12). For $v_{1}$ and $v_{2} \in X_{T, M}$, we denote $u_{j}=\Phi\left[v_{j}\right](j=1,2), \tilde{v}=v_{1}-v_{2}$ and $\tilde{u}=u_{1}-u_{2}$. Then we obtain

$$
\left\{\begin{array}{rlr}
\partial_{t} \tilde{u}+\Lambda \tilde{u}= & \nabla(-\Delta)^{-1} v_{1} \cdot \nabla \tilde{u}-v_{1} \tilde{u} &  \tag{33}\\
& +\nabla(-\Delta)^{-1} \tilde{v} \cdot \nabla u_{2}-\tilde{v} u_{2}, & t>0, \\
\tilde{u}(0, x)=0, & x \in \mathbf{R}^{n} \\
\tilde{R}^{n}
\end{array}\right.
$$

We multiply the first equation on this by $\tilde{u}$ and obtain

$$
\begin{align*}
& \frac{d}{d t}\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} \tilde{u}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad=\frac{1}{2} \int_{\mathbf{R}^{n}} \tilde{u}(t)^{2} v_{1}(t) d x-\left\langle v_{1}(t) \tilde{u}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad+\left\langle\nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}-\left\langle\tilde{v}(t) u_{2}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} . \tag{34}
\end{align*}
$$

The first, the second and the last terms on the right hand side of this equality are estimated in the similar way as in the derivation of (17). Indeed the inequalities

$$
\int_{\mathbf{R}^{n}} \tilde{u}(t)^{2} v_{1}(t) d x \leq C M\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2}
$$

and

$$
\begin{aligned}
& \left|\left\langle v_{1}(t) \tilde{u}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right|+\left|\left\langle\tilde{v}(t) u_{2}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right| \\
& \quad \leq C M\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}\|\tilde{v}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}
\end{aligned}
$$

hold. Since $s>n / 2+1$, the Hölder inequality and Lemma 4 imply that the third term on the right hand side of (34) satisfies

$$
\begin{aligned}
& \left|\left\langle\nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t), \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}\right| \\
& \quad \leq\left\|\nabla(-\Delta)^{-1} \tilde{v}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\left\|\nabla u_{2}(t)\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C\|\tilde{v}(t)\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\left\|u_{2}(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C M\|\tilde{v}(t)\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Hence we obtain that

$$
\begin{align*}
& \frac{d}{d t}\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} \tilde{u}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad \leq C\left(\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}+\|\tilde{v}(t)\|_{H_{1}\left(\mathbf{R}^{n}\right)}\right)\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)} \tag{35}
\end{align*}
$$

Before concluding the estimate for $\|\tilde{u}(t)\|_{L^{2}\left(\mathbf{R}^{n}\right)}$, we estimate $\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}=$ $\left\||x|^{2} \tilde{u}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}$. We multiply the first equation on (33) by $|x|^{2} \tilde{u}|x|^{2}$ and obtain

$$
\begin{align*}
& \frac{d}{d t}\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}^{2}+\langle\Lambda \tilde{u}(t), \tilde{u}(t)\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)} \\
&=\left\langle\nabla(-\Delta)^{-1} v_{1}(t) \cdot \nabla \tilde{u}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}-\left\langle v_{1}(t) \tilde{u}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)} \\
&+\left\langle\nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}-\left\langle\tilde{v}(t) u_{2}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)} . \tag{36}
\end{align*}
$$

The first, the second and the last terms on the right hand side and the second term on the left hand side of this equality are treated in the same way as in the derivation of (32). Indeed the first and the second term on the right hand side of (36) can be estimated as

$$
\begin{equation*}
\left|\left\langle\nabla(-\Delta)^{-1} v_{1}(t) \cdot \nabla \tilde{u}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right| \leq C M\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}^{2} \tag{37}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\left\langle v_{1}(t) \tilde{u}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right|+\left|\left\langle\tilde{v}(t) u_{2}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right| \\
& \quad \leq C M\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\left(\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}+\|\tilde{v}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right) . \tag{38}
\end{align*}
$$

The second term on the left hand side of (36) satisfies

$$
\begin{equation*}
\left.\langle\Lambda \tilde{u}(t), \tilde{u}(t)\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}=\left\|\Lambda^{1 / 2}\left(|x|^{2} \tilde{u}(t)\right)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2}+\left.\left\langle\left[|x|^{2}, \Lambda\right] \tilde{u}(t),\right| x\right|^{2} \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left|\left\langle\left[|x|^{2}, \Lambda\right] \tilde{u}(t),\right| x\right|^{2} \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \leq C\|\tilde{u}(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}^{2} \tag{40}
\end{equation*}
$$

For the third term on the right hand side of (36), using the Hölder inequality, we see that

$$
\begin{aligned}
& \left|\left\langle\nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right| \\
& \left.\quad=|\langle | x|^{2} \nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t),|x|^{2} \tilde{u}(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \mid \\
& \quad \leq\left\|\nabla(-\Delta)^{-1} \tilde{v}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \nabla u_{2}(t)\right\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \tilde{u}(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Employing Lemma 3 and the Sobolev inequality, we obtain that

$$
\begin{align*}
& \left|\left\langle\nabla(-\Delta)^{-1} \tilde{v}(t) \cdot \nabla u_{2}(t), \tilde{u}(t)\right\rangle_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}\right| \\
& \quad \leq C\|\tilde{v}(t)\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\left\||x|^{2} \nabla u_{2}(t)\right\|_{H^{s-1}\left(\mathbf{R}^{n}\right)}\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)} \\
& \quad \leq C M\|\tilde{v}(t)\|_{\mathscr{H}_{1}\left(\mathbf{R}^{n}\right)}\|\tilde{u}(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)} . \tag{41}
\end{align*}
$$

Hence, applying (37)-(41) into (36), we have that

$$
\begin{aligned}
& \frac{d}{d t}\|u(t)\|_{\mathscr{H}_{2}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2}\left(|x|^{2} u\right)(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad \leq C\left(\|u(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}+\|v(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}
\end{aligned}
$$

By summing up this and (35), we obtain that

$$
\frac{d}{d t}\|\tilde{u}(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}^{2} \leq C\left(\|\tilde{u}(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}+\|\tilde{v}(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}\right)\|\tilde{u}(t)\|_{H_{2}\left(\mathbf{R}^{n}\right)}
$$

Thus Gronwall's inequality provides that

$$
\|\tilde{u}\|_{Y_{T}}^{2} \leq C\left(e^{C T}-1\right)\|\tilde{v}\|_{Y_{T}}^{2} .
$$

Consequently we conclude (12) if $T>0$ is sufficiently small.
We remark that the norm $\|u(t)\|_{H_{2}^{s}}^{2}$ may not be differentiated with the time variable. The proof of Proposition 4 is justified by employing a mollifier. In the following, we give our proofs with formal calculus, but we can justify the proofs by applying the argument with mollifier.

Proposition 4 provides the proof of Theorem 1.
Proof of Theorem 1. Since $X_{T, M}$ is a closed subset on $Y_{T}$, Proposition 4 and Banach's contraction mapping theorem imply that there exists $u \in X_{T, M}$ such that $\Phi[u]=u$ if we take $T>0$ as sufficiently small. Especially this $u$ is a unique solution of (1) with $\theta=1$. Employing (17), we see that

$$
\int_{0}^{T}\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s}\left(\mathbf{R}^{n}\right)}^{2} d t<\infty
$$

In particular we have $u \in L^{2}\left(0, T ; \dot{H}^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right)$. Thus we complete the proof.

## 4. Proof of analyticity of the solution

Ellipticity of the equation (1) with respect to $(t, x)$ gives the following proposition which is proved in the same way as in Proposition 7.1.B in Taylor's textbook [34].

Proposition 5. Let $n \geq 3, s>\frac{n}{2}+1$ and $u_{0} \in H_{2}^{s}\left(\mathbf{R}^{n}\right)$. Then the solution of (1) satisfies

$$
u \in C^{\infty}\left((0, T) ; H^{\infty}\left(\mathbf{R}^{n}\right)\right),
$$

where $T$ is the positive constant which appears in Theorem 1.

Proof. We prove this proposition by applying the formal argument, which can be justified by employing a mollifier. We put

$$
M=\sup _{0<t<T}\|u(t)\|_{H_{2}^{s_{0}\left(\mathbf{R}^{n}\right)}}
$$

for some $s_{0} \in\left(1+\frac{n}{2}, s\right)$. Since $u \in L^{\infty}\left(0, T ; L^{2}\left(\mathbf{R}^{n}\right)\right) \cap L^{2}\left(0, T ; \dot{H}^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right)$, we see that $u(t) \in H^{s+1 / 2}\left(\mathbf{R}^{n}\right)$ for almost all $t \in(0, T)$. We show that $u(t) \in$ $H^{s+1 / 2}\left(\mathbf{R}^{n}\right)$ for any $t \in(0, T)$ and

$$
u \in L^{2}\left(0, T ; H^{s+1}\left(\mathbf{R}^{n}\right)\right) \cap L^{\infty}\left(0, T ; H^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right)
$$

In the similar way as in the proof of Theorem 1, we have that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \quad=\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}-\left\langle u(t)^{2}, u(t)\right\rangle_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} . \tag{42}
\end{align*}
$$

The first term on the right hand side of this equality is split into

$$
\begin{align*}
&\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} \\
&=\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla J^{s+1 / 2} u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
&+\left\langle\left[J^{s+1 / 2}, \nabla(-\Delta)^{-1} u\right] \cdot \nabla u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} . \tag{43}
\end{align*}
$$

Using integration by parts, we have that

$$
\begin{gathered}
\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla J^{s+1 / 2} u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
\quad=\frac{1}{2}\left\langle u(t) J^{s+1 / 2} u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} .
\end{gathered}
$$

Hence the Hölder inequality and the Sobolev inequality give that the first term on the right hand side of (43) satisfies

$$
\begin{aligned}
\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla J^{s+1 / 2} u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} & \leq C\|u(t)\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\left\|J^{s+1 / 2} u(t)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} \\
& \leq C\|u(t)\|_{H^{s_{0}\left(\mathbf{R}^{n}\right)}}\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2} .
\end{aligned}
$$

Applying the Schwarz inequality and Lemma 1 into the second term on the right hand side of (43), we have that

$$
\begin{aligned}
& \left\langle\left[J^{s+1 / 2}, \nabla(-\Delta)^{-1} u\right] \cdot \nabla u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \\
& \leq \\
& C\left(\left\|\nabla(-\Delta)^{-1} u(t)\right\|_{\operatorname{Lip}\left(\mathbf{R}^{n}\right)}\|\nabla u(t)\|_{H^{s-1 / 2}\left(\mathbf{R}^{n}\right)}\right. \\
& \left.\quad+\left\|\nabla(-\Delta)^{-1} u(t)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}\|\nabla u(t)\|_{L^{\infty}\left(\mathbf{R}^{n}\right)}\right)\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} .
\end{aligned}
$$

Thus Lemma 4, the inequality (5) and the Sobolev inequality provide that

$$
\left\langle\left[J^{s+1 / 2}, \nabla(-\Delta)^{-1} u\right] \cdot \nabla u(t), J^{s+1 / 2} u(t)\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)} \leq C M\left(1+\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}\right) .
$$

Consequently, by those inequalities on (43), the following estimate holds for the first term on the right hand side of (42):

$$
\begin{equation*}
\left\langle\nabla(-\Delta)^{-1} u(t) \cdot \nabla u(t), u(t)\right\rangle_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} \leq C M\left(1+\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}\right) \tag{44}
\end{equation*}
$$

Employing Lemma 6, we see that the second term on the right hand side of (42) satisfies

$$
\begin{equation*}
\left\langle u(t)^{2}, u(t)\right\rangle_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} \leq C M^{2}\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)} \tag{45}
\end{equation*}
$$

Applying (44) and (45) into (42), we obtain that

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}+\left\|\Lambda^{1 / 2} u(t)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2} \leq C M\left(1+\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}\right) \tag{46}
\end{equation*}
$$

Here we choose $t_{0} \in(0, T)$ such that $u\left(t_{0}\right) \in H^{s+1 / 2}\left(\mathbf{R}^{n}\right)$. Then Gronwall's inequality gives that

$$
\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}+\int_{t_{0}}^{t} e^{C M(t-s)}\left\|\Lambda^{1 / 2} u(s)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2} d s \leq\left(1+\left\|u\left(t_{0}\right)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}\right) e^{C M t}
$$

Especially we have that $u(t) \in H^{s+1 / 2}\left(\mathbf{R}^{n}\right)$ for any $t \in\left(t_{0}, T\right)$ and

$$
u \in L^{2}\left(t_{0}, T ; H^{s+1}\left(\mathbf{R}^{n}\right)\right)
$$

Since we can choose $t_{0}>0$ sufficiently small, we conclude that $u(t) \in H^{s+1 / 2}\left(\mathbf{R}^{n}\right)$ for any $t \in(0, T)$ and $u \in L^{2}\left(0, T ; H^{s+1}\left(\mathbf{R}^{n}\right)\right)$. From (46), we have that for any $t, \tau \in(0, T)$,

$$
\left|\|u(t)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}-\|u(\tau)\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2}\right|+\int_{\tau}^{t}\left\|\Lambda^{1 / 2} u(s)\right\|_{H^{s+1 / 2}\left(\mathbf{R}^{n}\right)}^{2} d s \leq C|t-\tau|
$$

where the positive constant $C$ depends on $M$ and $T$, which implies that

$$
u \in C\left((0, T) ; H^{s+1 / 2}\left(\mathbf{R}^{n}\right)\right) \cap C^{1}\left((0, T) ; H^{s-1 / 2}\left(\mathbf{R}^{n}\right)\right)
$$

by the equations in (1) and the fact that $u \in L^{2}\left(0, T ; H^{s+1}\left(\mathbf{R}^{n}\right)\right)$. By repeating this procedure, we obtain the desired conclusion.

In order to prove Theorem 2, we introduce a cut-off function as follows. We choose $t_{0} \in(0, T)$ arbitrarily. For this $t_{0}$, we introduce a real-valued function $r_{1} \in C_{0}^{\infty}(0, T)$ such that $0 \leq r_{1}(t) \leq 1$ and $r_{1}=1$ on a neighborhood of $t_{0}$. We prove the following proposition.

Proposition 6. Let $n \geq 3, s>\frac{n}{2}+1, u_{0} \in H_{2}^{s}\left(\mathbf{R}^{n}\right)$ and $u$ be the solution of (1). Let $r_{1}=r_{1}(t)$ be defined as above. Let $\sigma$ be an even integer which satisfies $\sigma \geq\left[\frac{n+1}{2}\right]+1$. Then there exist positive constants $C^{*}$ and $K$ such that

$$
\begin{equation*}
\left\|r_{1}(t)^{m+|\alpha|+1} \partial_{t}^{m} \nabla^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq K^{m+|\alpha|}(m+|\alpha|)! \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|r_{1}(t)^{m+|\alpha|} \partial_{t}^{m} \nabla^{\alpha} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C^{*} K^{m+|\alpha|-1}(m+|\alpha|-1)! \tag{48}
\end{equation*}
$$

hold for any $(m, \alpha) \in \mathbf{Z}_{+} \times \mathbf{Z}_{+}^{n} \backslash\{(0,0)\}$.
Proof. By the definition of $r_{1}$, there exists a small constant $\delta>0$ such that supp $r_{1} \subset\left(t_{0}-\delta, t_{0}+\delta\right)$. We introduce a cut-off function $\zeta_{0} \in C_{0}^{\infty}(\mathbf{R})$ such that $0 \leq \zeta_{0}(t) \leq 1$ and

$$
\begin{cases}\zeta_{0}(t)=1, & t \in\left(t_{0}-\delta, t_{0}+\delta\right) \\ \zeta_{0}(t)=0, & t \in\left(-\infty, t_{0}-2 \delta\right) \cup\left(t_{0}+2 \delta, \infty\right)\end{cases}
$$

Since we estimate $u(t, x)$ only on supp $r_{1}$, we can identify $u(t, x)$ with $\zeta_{0}(t) u(t, x)$. By Proposition 5, we see that (47) with $(m, \alpha)=(0,0)$ holds. We prove (47) and (48) by induction in three steps. For $N \in \mathbf{Z}_{+}$, we assume that (47) and (48) hold for any $(m, \alpha) \in \mathbf{Z}_{+} \times \mathbf{Z}_{+}^{n}$ with $m+|\alpha| \leq N$. Under this assumption, we show that (47) for any $(m, \alpha) \in \mathbf{Z}_{+} \times \mathbf{Z}_{+}^{n}$ with $|\alpha| \neq 0$ for $m+|\alpha|=N+1$ in the first step, (47) with $|\alpha|=0$ for $m+|\alpha|=N+1$ in the second step and (48) for $m+|\alpha|=N+1$ in the third step. Those are done if we take $C^{*}$ and $K$ sufficiently large, which are determined later.

First Step. We take and fix $\alpha, \beta \in \mathbf{Z}_{+}^{n}$ and $m \in \mathbf{Z}_{+}$with $m+|\alpha|=N$ and $|\beta|=1$. We estimate

$$
r_{1}(t)^{m+|\alpha|+2} \nabla^{\beta} \partial_{t}^{m} \nabla^{\alpha} u=\nabla^{\beta}\left(r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla^{\alpha} u\right)
$$

The crucial point of the first step is to replace $\nabla^{\beta}$ by $\partial_{t}+\Lambda-\nabla \psi \cdot \nabla$, which is carried out in (60). Putting

$$
\begin{equation*}
U(t, x)=r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla^{\alpha} u(t, x) \tag{49}
\end{equation*}
$$

we prove that

$$
\begin{equation*}
\left\|\nabla^{\beta} U\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq K^{N+1}(N+1)! \tag{50}
\end{equation*}
$$

We introduce a positive function $\zeta_{1} \in C_{0}^{\infty}\left(\mathbf{R} \times \mathbf{R}^{n}\right)$ such that $0 \leq \zeta_{1} \leq 1$ and

$$
\zeta_{1}(\tau, \xi)= \begin{cases}1 & \text { for }|(\tau, \xi)| \leq 1 \\ 0 & \text { for }|(\tau, \xi)| \geq 2\end{cases}
$$

where $|(\tau, \xi)|=\sqrt{\tau^{2}+|\xi|^{2}}$. We put

$$
\begin{equation*}
\zeta_{2}(\tau, \xi)=1-\zeta_{1}(\tau, \xi) \tag{51}
\end{equation*}
$$

Then, employing the Plancherel identity, we obtain that

$$
\begin{align*}
\left\|\nabla^{\beta} U\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}= & \left\|\mathscr{F}_{\tau, \xi}^{-1}\left[\xi^{\beta} \mathscr{F}_{t, x}[U]\right]\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
\leq & \left\|\mathscr{F}_{\tau, \xi}^{-1}\left[|(\tau, \xi)| \zeta_{1}(\tau, \xi) \mathscr{F}_{t, x}[U]\right]\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& +\left\|\mathscr{F}_{\tau, \xi}^{-1}\left[\frac{|(\tau, \xi)| \xi^{\beta} \zeta_{2}(\tau, \xi)}{\sqrt{1+|(\tau, \xi)|^{2}}} \mathscr{F}_{t, x}[U]\right]\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} . \tag{52}
\end{align*}
$$

Since $|(\tau, \xi)| \zeta_{1} \leq 2$ holds, the assumption of induction shows

$$
\begin{equation*}
\left\|\mathscr{F}_{\tau, \xi}^{-1}\left[|(\tau, \xi)| \zeta_{1} \mathscr{F}_{t, x}[U]\right]\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq 2 K^{N} N!\leq \frac{1}{2} K^{N+1}(N+1)!, \tag{53}
\end{equation*}
$$

if $K$ satisfies $K \geq 4$.
Putting $L=\partial_{t}+\Lambda-\nabla \psi \cdot \nabla$, integration by parts yields that

$$
\begin{align*}
\mathscr{F}_{t, x}[L U](\tau, \xi)= & (i \tau+|\xi|) \mathscr{F}_{t, x}[U](\tau, \xi)-\mathscr{F}_{t, x}[u U](\tau, \xi) \\
& -(2 \pi)^{-(n+1) / 2} i \xi \cdot \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{-i s \tau-i y \cdot \xi}(U \nabla \psi)(s, y) d y d s . \tag{54}
\end{align*}
$$

We divide the first term of the right hand side of the above into

$$
\begin{align*}
(i \tau & +|\xi|) \mathscr{F}_{t, x}[U](\tau, \xi) \\
& =\left(i \tau+|\xi| \zeta_{4}(\xi)\right) \mathscr{F}_{t, x}[U](\tau, \xi)+|\xi| \zeta_{3}(\xi) \mathscr{F}_{t, x}[U](\tau, \xi), \tag{55}
\end{align*}
$$

where $\zeta_{3} \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ is a positive function such that $0 \leq \zeta_{3} \leq 1$ and

$$
\begin{align*}
& \zeta_{3}(\xi)= \begin{cases}1 & \text { for }|\xi| \leq \frac{1}{8} \min \left\{1,\left(\sup _{[0, T]}\|\nabla \psi\|_{L^{\infty}}\right)^{-1}\right\} \\
0 & \text { for }|\xi| \geq \frac{1}{4} \min \left\{1,\left(\sup _{[0, T]}\|\nabla \psi\|_{L^{\infty}}\right)^{-1}\right\}\end{cases}  \tag{56}\\
& \zeta_{4}(\xi)=1-\zeta_{3}(\xi) .
\end{align*}
$$

Here we assume that $\nabla \psi \not \equiv 0$ without of loss of generality. Indeed, when $\nabla \psi \equiv 0$, our problem is trivial. Since the Taylor expansion of $\psi$ is represented by

$$
\begin{align*}
\nabla \psi(s, y)= & \sum_{k+|\gamma| \leq l} \frac{\partial_{t}^{k} \nabla^{\gamma} \nabla \psi(t, x)}{k!\gamma!}(s-t)^{k}(y-x)^{\gamma} \\
& +\sum_{k+|y|=l+1} \int_{0}^{1} \frac{\partial_{t}^{k} \nabla^{\gamma} \nabla \psi(t+\lambda(s-t), x+\lambda(y-x))}{k!\gamma!} \\
& \times(1-\lambda)^{l} d \lambda(s-t)^{k}(y-x)^{\gamma}, \tag{57}
\end{align*}
$$

the equalities (54) and (55) provide that

$$
\begin{align*}
& \mathscr{F}_{t, x}[L U](\tau, \xi) \\
&=\left(i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right) \mathscr{F}_{t, x}[U](\tau, \xi)-\mathscr{F}_{t, x}[u U](\tau, \xi) \\
&+|\xi| \zeta_{3}(\xi) \mathscr{F}_{t, x}[U](\tau, \xi)+\sum_{1 \leq k+|x| \leq l} \tilde{R}_{k, \gamma}(t, \tau, x, \xi)+\tilde{R}_{l}(t, \tau, x, \xi), \tag{58}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{R}_{k, \gamma}(t, \tau, x, \xi)= & -(2 \pi)^{-(n+1) / 2} \frac{i \xi \cdot \partial_{t}^{k} \nabla_{x}^{\gamma} \nabla_{x} \psi(t, x)}{k!\gamma!} \\
& \times \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{-i s t-i y \cdot \xi} U(s, y)(s-t)^{k}(y-x)^{\gamma} d y d s, \\
\tilde{R}_{l}(t, \tau, x, \xi)= & -(2 \pi)^{-(n+1) / 2} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{-i s \tau-i y \cdot \xi} U(s, y) i \xi \\
& \cdot \sum_{k+|y|=l+1} \int_{0}^{1} \frac{\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla_{x} \psi(t+\lambda(s-t), x+\lambda(y-x))}{k!\gamma!}(1-\lambda)^{l} d \lambda \\
& \times(s-t)^{k}(y-x)^{\gamma} d y d s . \tag{59}
\end{align*}
$$

We determine $l \in \mathbf{Z}_{+}$on (57) later. Dividing the both sides of (58) by $\left(i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right)$, we obtain that

$$
\begin{aligned}
\mathscr{F}_{t, x}[U](\tau, \xi)= & \left(i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right)^{-1}\left(\mathscr{F}_{t, x}[L U](\tau, \xi)+\mathscr{F}_{t, x}[u U](\tau, \xi)\right. \\
& \left.-|\xi| \zeta_{3}(\xi) \mathscr{F}_{t, x}[U](\tau, \xi)-\sum_{1 \leq k+|v| \leq l} \tilde{R}_{k, \gamma}(t, \tau, x, \xi)-\tilde{R}_{l}(t, \tau, x, \xi)\right) .
\end{aligned}
$$

The second term on the right hand side of (52) is represented by

$$
\begin{align*}
(1+ & \left.|(\tau, \xi)|^{2}\right)^{\sigma / 2} \rho(\tau, \xi) \mathscr{F}_{t, x}[U](\tau, \xi) \\
& =\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\left(\mathscr{F}_{t, x}[L U](\tau, \xi)+\mathscr{F}_{t, x}[u U](\tau, \xi)\right. \\
& \left.-|\xi| \zeta_{3}(\xi) \mathscr{F}_{t, x}[U](\tau, \xi)-\sum_{1 \leq k+|\gamma| \leq l} \tilde{R}_{k, \gamma}(t, \tau, x, \xi)-\tilde{R}_{l}(t, \tau, x, \xi)\right), \tag{60}
\end{align*}
$$

where

$$
\rho(\tau, \xi)=\frac{|(\tau, \xi)| \xi^{\beta} \zeta_{2}(\tau, \xi)}{\sqrt{1+|(\tau, \xi)|^{2}}}
$$

and

$$
S(t, \tau, x, \xi)=\rho(\tau, \xi)\left(i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right)^{-1}
$$

The symbol $S(t, \tau, x, \xi)$ is smooth since this contains the cut-off functions $\zeta_{2}(\tau, \xi)$ and $\zeta_{4}(\xi)$ which are defined by (51) and (56). The symbol $S(t, \tau, x, \xi)$ satisfies the assumption on Lemma 7 with $p=S$. Namely the inequality

$$
\sum_{m_{1}+m_{2}+|\alpha+\beta| \leq 2 n+3}\left\|\partial_{t}^{m_{1}} \partial_{\tau}^{m_{2}} \nabla_{x}^{\alpha} \nabla_{\xi}^{\beta} S\right\|_{L^{\infty}\left(\mathbf{R} \times \mathbf{R} \times \mathbf{R}^{n} \times \mathbf{R}^{n}\right)}<\infty
$$

holds. The symbol satisfies that

$$
\begin{equation*}
\left|\partial_{\tau}^{k} \nabla_{\xi}^{\gamma} S(t, \tau, x, \xi)\right| \leq C\left(1+\tau^{2}\right)^{-1}\left(1+|\xi|^{2}\right)^{-(\sigma+n+1) / 2} \tag{61}
\end{equation*}
$$

for any $k \in \mathbf{Z}_{+}$and $\gamma \in \mathbf{Z}_{+}^{n}$ with $k+|\gamma| \geq l$ if we choose $l \in \mathbf{Z}_{+}$as sufficiently large. We remark that $l$ depends only on $S(t, \tau, x, \xi)$. Thus $l$ is independent of $N$. The inequality (61) can be checked easily by using the inequality

$$
|(\tau, \xi)| \leq C\left|i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right|,
$$

where $\zeta_{4}(\xi)$ is defined by (56). We remark that the symbol $S(t, \tau, x, \xi)$ does not belong to the standard class $S_{1,0}^{0}$, where the definition of $S_{1,0}^{0}$ is given in [10]. Indeed the coefficient $\left(i \tau+|\xi| \zeta_{4}(\xi)-i \xi \cdot \nabla \psi(t, x)\right)^{-1}$ on $S(t, \tau, x, \xi)$ is not included in $S_{1,0}^{0}$. Putting $\tilde{S}(t, \tau, x, \xi)=\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)$, we have that the equality $(60)$ derives

$$
\begin{align*}
& \mathscr{F}_{\tau, \xi}^{-1}\left[\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} \rho \mathscr{F}_{t, x}[U]\right](t) \\
& \quad=\tilde{S}\left(t, D_{t}, x, D_{x}\right)\left(L U+u U-\Lambda_{x} \zeta_{3}\left(D_{x}\right) U\right)(t)+R(U)(t) \tag{62}
\end{align*}
$$

where $\tilde{S}\left(t, D_{t}, x, D_{x}\right)$ is the pseudo-differential operator provided by

$$
\begin{gather*}
\tilde{S}\left(t, D_{t}, x, D_{x}\right) v(t, x)=(2 \pi)^{-(n+1) / 2} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i t \tau+i x \cdot \xi} \tilde{S}(t, \tau, x, \xi) \mathscr{F}_{t, x}[v](\tau, \xi) d \xi d \tau \\
R(U)=R_{1}(U)+R_{2}(U) \tag{63}
\end{gather*}
$$

and

$$
\begin{aligned}
R_{1}(U)(t, x)= & -(2 \pi)^{-(n+1) / 2} \sum_{1 \leq k+|y| \leq l} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i t \tau+i x \times \xi}\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} \\
& \times \tilde{S}(t, \tau, x, \xi) \tilde{R}_{k, \gamma}(t, \tau, x, \xi) d \xi d \tau \\
R_{2}(U)(t, x)= & -(2 \pi)^{-(n+1) / 2} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i t \tau+i x \cdot \xi}\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} \\
& \times \tilde{S}(t, \tau, x, \xi) \tilde{R}_{l}(t, \tau, x, \xi) d \xi d \tau .
\end{aligned}
$$

Lemma 7 implies that

$$
S\left(t, D_{t}, x, D_{x}\right)\left(1+\left|\left(D_{t}, D_{x}\right)\right|^{2}\right)^{\sigma / 2} \in \mathscr{L}\left(H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right), L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)\right),
$$

from which, the second term of the right hand side of (52) can be estimated as

$$
\begin{align*}
\| \mathscr{F}_{\tau, \xi}^{-1} & {\left[\frac{|(\tau, \xi)| \xi^{\beta} \zeta_{2}}{\sqrt{1+|(\tau, \xi)|^{2}}} \mathscr{F}_{t, x}[U]\right] \|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} } \\
= & \left\|\mathscr{F}_{\tau, \xi}^{-1}\left[\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} \rho \mathscr{F}_{t, x}[U]\right]\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
\leq & \left\|\tilde{S}\left(t, D_{t}, x, D_{x}\right) L U\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}+\left\|\tilde{S}\left(t, D_{t}, x, D_{x}\right)(u U)\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad+\left\|\tilde{S}\left(t, D_{t}, x, D_{x}\right) \Lambda_{x} \zeta_{3}\left(D_{x}\right) U\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}+\|R(U)\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
\leq & C_{1}\left(\|L U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}+\|u U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}+\left\|\Lambda_{x} \zeta_{3}\left(D_{x}\right) U\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\right) \\
& \quad+\|R(U)\|_{L^{2}}, \tag{64}
\end{align*}
$$

where

$$
\begin{equation*}
C_{1}=\left\|\tilde{\boldsymbol{S}}\left(t, D_{t}, x, D_{x}\right)\right\|_{\mathscr{L}\left(H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right), L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)\right)} . \tag{65}
\end{equation*}
$$

The first term on the right hand side of (64) is rewritten by (49) and the equation $L u=u^{2}$ as

$$
\begin{align*}
L U= & {\left[L, r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\right] u+r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\left(u^{2}\right) } \\
= & {\left[L, r_{1}(t)^{m+|\alpha|+2}\right] \partial_{t}^{m} \nabla_{x}^{\alpha} u+r_{1}(t)^{m+|\alpha|+2}\left[L, \partial_{t}^{m}\right] \nabla_{x}^{\alpha} u } \\
& +r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m}\left[L, \nabla_{x}^{\alpha}\right] u+r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\left(u^{2}\right) . \tag{66}
\end{align*}
$$

Since

$$
\begin{aligned}
{\left[L, r_{1}(t)^{m+|\alpha|+2}\right] \partial_{t}^{m} \nabla_{x}^{\alpha} u } & =\left[\partial_{t}, r_{1}(t)^{m+|\alpha|+2}\right] \partial_{t}^{m} \nabla_{x}^{\alpha} u \\
& =\partial_{t}\left(r_{1}(t)^{m+|\alpha|+2}\right) \partial_{t}^{m} \nabla_{x}^{\alpha} u,
\end{aligned}
$$

by the assumption of induction, the first term on the right hand side of (66) satisfies

$$
\begin{aligned}
& \left\|\left[L, r_{1}(t)^{m+|\alpha|+2}\right] \partial_{t}^{m} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad=(m+|\alpha|+2)\left\|r_{1}(t)^{m+|\alpha|+1} r_{1}^{\prime}(t) \partial_{t}^{m} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{2}(m+|\alpha|+2)\left\|r_{1}(t)^{m+|\alpha|+1} \partial_{t}^{m} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{2}(m+|\alpha|+2) K^{m+|\alpha|}(m+|\alpha|)!,
\end{aligned}
$$

where $C_{2}$ is a positive constant such that

$$
\begin{equation*}
r_{1}^{\prime}(t) \leq C_{2} \tag{67}
\end{equation*}
$$

holds. If $K$ satisfies $K \geq 64 C_{1} C_{2}$, then we have

$$
\begin{equation*}
C_{1}\left\|\left[L, r_{1}(t)^{m+|\alpha|+2}\right] \partial_{t}^{m} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{32} K^{m+|\alpha|+1}(m+|\alpha|+1)!, \tag{68}
\end{equation*}
$$

where the constant $C_{1}$ is appeared in (64). Since $\left[L, \partial_{t}^{m}\right]=\left[\nabla_{x} \psi \cdot \nabla_{x}, \partial_{t}^{m}\right]$, the second term on the right hand side of (66) is represented by

$$
\begin{aligned}
r_{1}(t)^{m+|\alpha|+2}\left[L, \partial_{t}^{m}\right] \nabla_{x}^{\alpha} u & =r_{1}(t)^{m+|\alpha|+2}\left[\nabla_{x} \psi \cdot \nabla_{x}, \partial_{t}^{m}\right] \nabla_{x}^{\alpha} u \\
& =r_{1}(t)^{m+|\alpha|+2} \sum_{k=0}^{m-1}\binom{m}{k} \partial_{t}^{m-k} \nabla_{x} \psi \cdot \partial_{t}^{k} \nabla_{x} \nabla_{x}^{\alpha} u .
\end{aligned}
$$

Hence we have by Lemma 6, the Sobolev inequality and the assumption of induction that

$$
\begin{aligned}
& \left\|r_{1}(t)^{m+|\alpha|+2}\left[L, \partial_{t}^{m}\right] \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq \sum_{k=0}^{m-1}\binom{m}{k}\left\|r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m-k} \nabla_{x} \psi \cdot \partial_{t}^{k} \nabla_{x} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{3} \sum_{k=0}^{m-1}\binom{m}{k}\left\|r_{1}(t)^{m-k} \partial_{t}^{m-k} \nabla_{x} \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\left\|r_{1}(t)^{k+|\alpha|+2} \partial_{t}^{k} \nabla_{x} \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{3} C^{*} K^{m+|\alpha|} \sum_{k=0}^{m-1}\binom{m}{k}(m-k-1)!(k+|\alpha|+1)!,
\end{aligned}
$$

where $C_{3}$ is a positive constant such that the following product estimate

$$
\begin{equation*}
\|f g\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C_{3}\|f\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\|g\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \tag{69}
\end{equation*}
$$

holds. Thus, if $K$ satisfies $K \geq 64 C_{1} C_{3} C^{*}$, then we derive that

$$
\begin{equation*}
C_{1}\left\|r_{1}(t)^{m+|\alpha|+2}\left[L, \partial_{t}^{m}\right] \nabla_{x}^{\alpha} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{32} K^{m+|\alpha|+1}(m+|\alpha|+1)!. \tag{70}
\end{equation*}
$$

Similarly the third term on the right hand side of (66) is rewritten by

$$
\begin{aligned}
& r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m}\left[L, \nabla_{x}^{\alpha}\right] u \\
&=r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m}\left[\nabla_{x} \psi \cdot \nabla_{x}, \nabla_{x}^{\alpha}\right] u \\
&=-r_{1}(t)^{m+|\alpha|+2} \sum_{k=0}^{m} \sum_{\gamma<\alpha}\binom{m}{k}\binom{\alpha}{\gamma} \partial_{t}^{m-k} \nabla_{x}^{\alpha-\gamma} \nabla_{x} \psi \cdot \partial_{t}^{k} \nabla_{x}^{\gamma} \nabla_{x} u .
\end{aligned}
$$

This gives that

$$
\begin{aligned}
&\left\|r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m}\left[L, \nabla_{x}^{\alpha}\right] u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \leq C_{3} \sum_{k=0}^{m} \sum_{\gamma<\alpha}\binom{m}{k}\binom{\alpha}{\gamma}\left\|r_{1}(t)^{m-k+|\alpha-\gamma|} \partial_{t}^{m-k} \nabla_{x}^{\alpha-\gamma} \nabla_{x} \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \times\left\|r_{1}(t)^{k+|\gamma|+2} \partial_{t}^{k} \nabla_{x}^{\gamma} \nabla_{x} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \leq C_{3} C^{*} K^{m+|\alpha|} \sum_{k=0}^{m} \sum_{\gamma<\alpha}\binom{m}{k}\binom{\alpha}{\gamma}(m-k+|\alpha-\gamma|-1)!(k+|\gamma|+1)!.
\end{aligned}
$$

Hence the last term on the right hand side of (66) satisfies

$$
\begin{equation*}
C_{1}\left\|r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m}\left[L, \nabla_{x}^{\alpha}\right] u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{32} K^{m+|\alpha|+1}(m+|\alpha|+1)!, \tag{71}
\end{equation*}
$$

if $K$ satisfies $K \geq 64 C_{1} C_{3} C^{*}$. Applying (68), (70) and (71) into (66), we conclude that the first term on the left hand side of (66) satisfies

$$
\begin{equation*}
C_{1}\left\|\left[L, r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\right] u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{3}{32} K^{m+|\alpha|+1}(m+|\alpha|+1)!. \tag{72}
\end{equation*}
$$

The last term on the right hand side of (66) can be estimated as

$$
\begin{aligned}
& \left\|r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\left(u^{2}\right)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{3} \sum_{k=0}^{m} \sum_{\gamma \leq \alpha}\binom{m}{k}\binom{\alpha}{\gamma}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\left\|\partial_{t}^{m-k} \nabla_{x}^{\alpha-\gamma} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq C_{3} K^{m+|\alpha|} \sum_{k=0}^{m} \sum_{\gamma \leq \alpha}\binom{m}{k}\binom{\alpha}{\gamma}(|\alpha-\gamma|+m-k)!(|\gamma|+k)! \\
& \quad=C_{3} K^{m+|\alpha|}(m+|\alpha|)!\sum_{k=0}^{m} \sum_{\gamma \leq \alpha}\binom{m}{k}\binom{\alpha}{\gamma}\binom{|\alpha|+m}{|\gamma|+k}^{-1} \\
& \quad=C_{3} K^{m+|\alpha|}(m+|\alpha|)!\sum_{j=0}^{m+|\alpha|} \sum_{\substack{\gamma \leq \alpha, k \leq m \\
|\gamma|+k=j}}\binom{m}{k}\binom{\alpha}{\gamma}\binom{|\alpha|+m}{|\gamma|+k}^{-1}
\end{aligned}
$$

Here we used Lemma 6 and the assumption of induction. From the fact that

$$
\sum_{\substack{\gamma \leq \alpha, k \leq m \\|\gamma|+k=j}}\binom{m}{k}\binom{\alpha}{\gamma}=\binom{|\alpha|+m}{j}
$$

we have that

$$
\begin{equation*}
C_{1}\left\|r_{1}(t)^{m+|\alpha|+2} \partial_{t}^{m} \nabla_{x}^{\alpha}\left(u^{2}\right)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{3}{32} K^{m+|\alpha|+1}(m+|\alpha|+1)! \tag{73}
\end{equation*}
$$

if $K$ satisfies $K \geq 32 C_{1} C_{3}$.
This estimate is given by employing Lemma 6 and the assumption of induction. Using (72) and (73) on (66), we estimate the first term on the right hand side of (64) as

$$
\begin{equation*}
C_{1}\|L U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{8} K^{N+1}(N+1)! \tag{74}
\end{equation*}
$$

where $N=m+|\alpha|$. Lemma 6 and Sobolev's inequality provide that the inequality

$$
\begin{equation*}
C_{1}\|u U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{8} K^{N+1}(N+1)!. \tag{75}
\end{equation*}
$$

Employing the Plancherel identity, the definition (56) and the assumption of induction, the third term on the right hand side of (64) satisfies

$$
\begin{equation*}
C_{1}\left\|\Lambda_{x} \zeta_{3}\left(D_{x}\right) U\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C_{1} C_{4}\|U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{8} K^{N+1}(N+1)! \tag{76}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{4}=\sup _{\mathbf{R}^{n}}|\xi| \zeta_{3}(\xi) \tag{77}
\end{equation*}
$$

and we take $K \geq 8 C_{1} C_{4}$.
Applying integration by parts, we have that

$$
\begin{aligned}
R_{1}(U)= & (2 \pi)^{-(n+1)} \sum_{1 \leq k+|\gamma| \leq l} \frac{i \partial_{t}^{k} \nabla^{\gamma} \nabla \psi(t, x)}{k!\gamma!} \cdot \iint_{\mathbf{R} \times \mathbf{R}^{n}} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i(t-s) \tau+i(x-y) \cdot \xi} \\
& \times \xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi) U(s, y)(s-t)^{k}(y-x)^{\gamma} d y d s d \xi d \tau \\
= & (2 \pi)^{-(n+1)} \sum_{1 \leq k+|\gamma| \leq l} \frac{(-i)^{k+|y|+1} \partial_{t}^{k} \nabla^{\gamma} \nabla \psi(t, x)}{k!\gamma!} \\
& \cdot \iint_{\mathbf{R} \times \mathbf{R}^{n}} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i(t-s) \tau+i(x-y) \cdot \xi} \partial_{\tau}^{k} \nabla_{\xi}^{\gamma}\left(\xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\right) \\
& \times U(s, y) d y d s d \xi d \tau .
\end{aligned}
$$

If we put

$$
P_{k, \gamma}(t, \tau, x, \xi)=\partial_{\tau}^{k} \nabla_{\xi}^{\gamma}\left(\xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\right),
$$

then we obtain that

$$
\left|R_{1}(U)\right|=\left|\sum_{1 \leq k+|\gamma| \leq l} \frac{1}{k!\gamma!} P_{k, \gamma}\left(t, D_{t}, x, D_{x}\right) U(t, x) \cdot \partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi(t, x)\right| .
$$

By the similar argument as in the derivation of (64), we obtain that

$$
P_{k, \gamma}\left(t, D_{t}, x, D_{x}\right) \in \mathscr{L}\left(H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right), L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)^{n}\right) .
$$

We put

$$
\begin{equation*}
C_{5}=\max _{1 \leq k+|y| \leq l} \frac{1}{k!\gamma!}\left\|P_{k, \gamma}\left(t, D_{t}, x, D_{x}\right)\right\|_{\mathscr{L}\left(H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right), L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)^{n}\right)} . \tag{78}
\end{equation*}
$$

Employing the assumption of induction and Sobolev's inequality, we have that

$$
\begin{align*}
\left\|R_{1}(U)\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} & \leq C_{5} \sum_{1 \leq k+|y| \leq l}\|U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{L^{\infty}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \leq C_{5} C_{6} \sum_{1 \leq k+|y| \leq l}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} K^{N} N!, \tag{79}
\end{align*}
$$

where $C_{6}$ is a constant such that the following Sobolev's inequality

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C_{6}\|f\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \tag{80}
\end{equation*}
$$

holds. We consider the term $R_{2}(t)$ on (63). Since

$$
\begin{gathered}
e^{i(t-s) \tau+i(x-y) \cdot \xi}\left(1+|t-s|^{2}\right)\left(1+|x-y|^{2}\right)^{n}(s-t)^{k}(y-x)^{\gamma} \\
=(-i)^{k+|\gamma|}\left(1-\partial_{\tau}^{2}\right)\left(1-\Delta_{\xi}\right)^{n} \partial_{\tau}^{k} \nabla_{\xi}^{\gamma} e^{i(t-s) \tau+i(x-y) \cdot \xi},
\end{gathered}
$$

using integration by parts, we have that

$$
\begin{aligned}
\left|R_{2}(U)\right| \leq & (2 \pi)^{-(n+1)} \sum_{k+|y|=l+1} \mid \iint_{\mathbf{R} \times \mathbf{R}^{n}} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i(t-s) \tau+i(x-y) \cdot \xi} \\
& \times\left(1+|t-s|^{2}\right)^{-1}\left(1+|x-y|^{2}\right)^{-n} \\
& \times\left(1-\partial_{\tau}^{2}\right)\left(1-\Delta_{\xi}\right)^{n} \partial_{\tau}^{k} \nabla_{\xi}^{\gamma}\left(\xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\right) \\
& \cdot \partial_{s}^{k} \nabla_{y}^{\gamma} \nabla \tilde{\psi}(t, s, x, y) U(s, y) d y d s d \xi d \tau \mid
\end{aligned}
$$

where

$$
\nabla \tilde{\psi}(t, s, x, y)=\int_{0}^{1} \nabla_{x} \psi(t+\lambda(s-t), x+\lambda(y-x)) d \lambda
$$

Similarly we obtain that

$$
\begin{aligned}
\left|R_{2}(U)\right| \leq & (2 \pi)^{-(n+1)} \sum_{k+|y|=l+1} \mid \iint_{\mathbf{R} \times \mathbf{R}^{n}} \iint_{\mathbf{R} \times \mathbf{R}^{n}} e^{i(t-s) \tau+i(x-y) \cdot \xi} \\
& \times\left(1+|x-y|^{2}\right)^{-n}\left(1+\tau^{2}\right)^{-\sigma / 2} \\
& \times\left(1-\partial_{\tau}^{2}\right)\left(1-\Delta_{\xi}\right)^{n} \partial_{\tau}^{k} \nabla_{\xi}^{\gamma}\left(\xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\right) \\
& \cdot\left(1-\partial_{s}^{2}\right)^{\sigma / 2}\left(\left(1+|t-s|^{2}\right)^{-1} \partial_{s}^{k} \nabla_{y}^{\gamma} \nabla \tilde{\psi}(t, s, x, y) U(s, y)\right) d y d s d \xi d \tau \mid
\end{aligned}
$$

The inequality (61) provides that

$$
\begin{align*}
& \max _{k+|y|=l+1}\left|\left(1-\partial_{\tau}^{2}\right)\left(1-\Delta_{\xi}\right)^{n} \partial_{\tau}^{k} \nabla_{\xi}^{\gamma}\left(\xi\left(1+|(\tau, \xi)|^{2}\right)^{\sigma / 2} S(t, \tau, x, \xi)\right)\right| \\
& \quad \leq C_{7}\left(1+\tau^{2}\right)^{\sigma / 2-1}\left(1+|\xi|^{2}\right)^{-(n+1) / 2} \tag{81}
\end{align*}
$$

since $l$ is sufficiently large. Hence, since $\sigma$ is an even integer, we see that

$$
\begin{aligned}
&\left|R_{2}(U)\right| \\
& \leq(2 \pi)^{-(n+1)} C_{7} C_{8} \sum_{k+|y|=l+1} \sum_{m_{1}+m_{2} \leq \sigma} \iint_{\mathbf{R} \times \mathbf{R}^{n}} \iint_{\mathbf{R} \times \mathbf{R}^{n}}\left(1+\tau^{2}\right)^{-1}\left(1+|\xi|^{2}\right)^{-(n+1) / 2} \\
& \times\left(1+|t-s|^{2}\right)^{-1}\left(1+|x-y|^{2}\right)^{-n}\left|\partial_{s}^{k+m_{1}} \nabla \nabla_{y}^{\gamma} \nabla \tilde{\psi}(t, s, x, y)\right| \\
& \times\left|\partial_{s}^{m_{2}} U(s, y)\right| d y d s d \xi d \tau \\
&=(2 \pi)^{-(n+1)} C_{7} C_{8} C_{9} \sum_{k+|y|=l+1} \sum_{m_{1}+m_{2} \leq \sigma} \iint_{\mathbf{R} \times \mathbf{R}^{n}}\left(1+|t-s|^{2}\right)^{-1}\left(1+|x-y|^{2}\right)^{-n} \\
& \times\left|\partial_{s}^{k+m_{1}} \nabla_{y}^{\gamma} \nabla \tilde{\psi}(t, s, x, y)\right|\left|\partial_{s}^{m_{2}} U(s, y)\right| d y d s,
\end{aligned}
$$

where $C_{8}$ is a positive constant such that

$$
\begin{equation*}
\left|\left(1-\partial_{s}^{2}\right)^{\sigma / 2} f(s) g(s)\right| \leq C_{8} \sum_{m_{1}+m_{2} \leq \sigma}\left|\partial_{s}^{m_{1}} f(s)\right|\left|\partial_{s}^{m_{2}} g(s)\right| \tag{82}
\end{equation*}
$$

holds and

$$
\begin{equation*}
C_{9}=\iint_{\mathbf{R} \times \mathbf{R}^{n}}\left(1+\tau^{2}\right)^{-1}\left(1+|\xi|^{2}\right)^{-(n+1) / 2} d \xi d \tau . \tag{83}
\end{equation*}
$$

Thus, applying the Hausdorff-Young inequality and the Hölder inequality, we obtain that

$$
\begin{aligned}
& \left\|R_{2}(U)\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq(2 \pi)^{-(n+1)} C_{7} C_{8} C_{9} \sum_{k+|\gamma|=l+1} \sum_{m_{1}+m_{2} \leq \sigma} \\
& \left\|\left(1+t^{2}\right)^{-1}\left(1+|x|^{2}\right)^{-n} \partial_{t}^{k+m_{1}} \nabla_{x}^{\gamma} \nabla_{x} \psi\right\|_{L^{1}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}\left\|\partial_{t}^{m_{2}} U\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \leq(2 \pi)^{-(n+1)} C_{7} C_{8} C_{9} C_{10}\|U\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \quad \times \sum_{k+|\gamma|=l+1} \sum_{m_{1}+m_{2} \leq \sigma}\left\|\partial_{t}^{k+m_{1}} \nabla_{x}^{\gamma} \nabla_{x} \psi\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)},
\end{aligned}
$$

where

$$
\begin{equation*}
C_{10}=\left(\iint_{\mathbf{R} \times \mathbf{R}^{n}}\left(1+t^{2}\right)^{-2}\left(1+|x|^{2}\right)^{-2 n} d x d t\right)^{1 / 2} . \tag{84}
\end{equation*}
$$

Consequently the assumption of induction gives that

$$
\begin{equation*}
\left\|R_{2}(U)\right\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C_{7} C_{8} C_{9} C_{10} C_{11} \sum_{1 \leq k+|y| \leq l+1}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} K^{N} N! \tag{85}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{11}=(2 \pi)^{-(n+1)} \sum_{m_{1}+m_{2} \leq \sigma}=(2 \pi)^{-(n+1)} \frac{\sigma(\sigma+1)}{2} . \tag{86}
\end{equation*}
$$

In (79) and (85), if $K$ satisfies that

$$
K \geq \max \left\{C_{5} C_{6}, C_{7} C_{8} C_{9} C_{10} C_{11}\right\} \sum_{1 \leq k+|y| \leq l+1}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)},
$$

then we have that

$$
\begin{equation*}
\|R(U)\|_{L^{2}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{8} K^{N+1}(N+1)!. \tag{87}
\end{equation*}
$$

Applying (74), (75), (76) and (87) into (64), we derive that

$$
\begin{equation*}
\left\|\mathscr{F}_{\tau, \xi}^{-1}\left[\frac{|(\tau, \xi)| \xi^{\beta} \zeta_{2}}{\sqrt{1+|(\tau, \xi)|^{2}}} \mathscr{F}_{t, x}[U]\right]\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{2} K^{N+1}(N+1)!. \tag{88}
\end{equation*}
$$

Using (53) and (88) on (52), consequently we conclude that the desired estimate (50) holds for any $m \in \mathbf{Z}_{+}$and $\alpha, \beta \in \mathbf{Z}_{+}^{n}$ with $m+|\alpha|=N$ and $|\beta|=1$.

Second Step. We show (47) with $|\alpha|=0$ for $m+|\alpha|=N+1$. Since $u$ is the solution to $\partial_{t} u+\Lambda u-\nabla \cdot(u \nabla \psi)=0$, we see that

$$
\begin{align*}
& \left\|r_{1}(t)^{N+2} \partial_{t}^{N+1} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& \leq \\
& \quad\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \Lambda u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}+\left\|r_{1}(t)^{N+2} \partial_{t}^{N}\left(u^{2}\right)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}  \tag{89}\\
& \quad+\left\|r_{1}(t)^{N+2} \partial_{t}^{N}(\nabla u \cdot \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} .
\end{align*}
$$

In the same way as in the proof of (73), the assumption of induction implies that the second term on the right hand side of this inequality is estimated as

$$
\begin{equation*}
\left\|r_{1}(t)^{N+2} \partial_{t}^{N}\left(u^{2}\right)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{3} K^{N+1}(N+1)! \tag{90}
\end{equation*}
$$

The Plancherel identity gives that the first-term on the right hand side of (89) satisfies

$$
\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \Lambda u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \sum_{|\beta|=1}\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \nabla^{\beta} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} .
$$

In the similar way as in first step we conclude that

$$
\begin{equation*}
\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \Lambda u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{3} K^{N+1}(N+1)!. \tag{91}
\end{equation*}
$$

The Leibnitz rule on the third term on the right hand side of (89) yields that

$$
\begin{aligned}
\left\|r_{1}(t)^{N+2} \partial_{t}^{N}(\nabla u \cdot \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq & \sum_{j=0}^{N-1}\binom{N}{j}\left\|r_{1}(t)^{N+2} \partial_{t}^{j} \nabla u \cdot \partial_{t}^{N-j} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& +\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \nabla u \cdot \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} .
\end{aligned}
$$

In the same way as in the proof of (73), the first term on the right hand side of this inequality is estimated as

$$
\begin{aligned}
\sum_{j=0}^{N-1}\binom{N}{j}\left\|r_{1}(t)^{N+2} \partial_{t}^{j} \nabla u \cdot \partial_{t}^{N-j} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} & \leq C_{3} C^{*} K^{N} N! \\
& \leq \frac{1}{6} K^{N+1}(N+1)!
\end{aligned}
$$

if $K$ satisfies that $K \geq 6 C_{3} C^{*}$. By the similar argument as in the first step, the second term is estimated as

$$
\left\|r_{1}(t)^{N+2} \partial_{t}^{N} \nabla u \cdot \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{6} K^{N+1}(N+1)!.
$$

Hence we obtain that

$$
\begin{equation*}
\left\|r_{1}(t)^{N+2} \partial_{t}^{N}(\nabla u \cdot \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq \frac{1}{3} K^{N} N!. \tag{92}
\end{equation*}
$$

By substituting (90), (91) and (92) into (89), we derive that (50) holds for $|\alpha|=0$ and $m=N+1$.

Third Step. Using (47), we can show (48) with $m+|\alpha|=N+1$. Indeed, when $\alpha \neq 0$, we have that

$$
\left\|r_{1}(t)^{m+|\alpha|} \partial_{t}^{m} \nabla^{\alpha} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C\left\|r_{1}(t)^{m+|\alpha|} \partial_{t}^{m} \nabla^{\beta} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}
$$

for some $\beta \in \mathbf{Z}_{+}^{n}$ with $|\beta|=|\alpha|-1$. Here we used the Plancherel identity. Thus the assumption (47) concludes (48) with $m+|\alpha|=N+1$ and $\alpha \neq 0$. We consider the case $m=N+1$ and $\alpha=0$. Since

$$
\partial_{t} \nabla \psi=\nabla(-\Delta)^{-1}(\nabla \cdot(u \nabla \psi)-\Lambda u)
$$

using the Plancherel identity, we have that

$$
\begin{align*}
\left\|r_{1}(t)^{N+1} \partial_{t}^{N+1} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq & \left\|r_{1}(t)^{N+1} \partial_{t}^{N}(u \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& +\left\|r_{1}(t)^{N+1} \partial_{t}^{N} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} . \tag{93}
\end{align*}
$$

The second term on the right hand side of this inequality is treated by the assumption of induction. Namely

$$
\begin{equation*}
\left\|r_{1}(t)^{N+1} \partial_{t}^{N} u\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq K^{N} N! \tag{94}
\end{equation*}
$$

is satisfied. The first term on the right hand side of (93) can be estimated as

$$
\begin{aligned}
\left\|r_{1}(t)^{N+1} \partial_{t}^{N}(u \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq & \left\|r_{1}(t)^{N+1} \partial_{t}^{N} u \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \\
& +\sum_{l=1}^{N}\binom{N}{l}\left\|r_{1}(t)^{N+1} \partial_{t}^{N-l} u \partial_{t}^{l} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} .
\end{aligned}
$$

Hence, by the similar argument as in (92), we derive that

$$
\begin{equation*}
\left\|r_{1}(t)^{N+1} \partial_{t}^{N}(u \nabla \psi)\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C_{3}\left(C^{*}+K\right) K^{N-1} N!. \tag{95}
\end{equation*}
$$

Thus, by substituting (94) and (95) into (93), we obtain that

$$
\left\|r_{1}(t)^{N+1} \partial_{t}^{N+1} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq\left(1+C_{3}\right)\left(1+C^{*}+K\right) K^{N-1} N!.
$$

Consequently, if $K \geq \max \left\{1, C^{*}\right\}$ and $C^{*} \geq 3\left(C_{3}+1\right)$, then we have that

$$
\left\|r_{1}(t)^{N+1} \partial_{t}^{N+1} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)} \leq C^{*} K^{N} N!
$$

Thus we conclude that the inequality (48) holds for any $m \in \mathbf{Z}_{+}$and $\alpha \in \mathbf{Z}_{+}^{n}$ with $m+|\alpha|=N+1$.

If we take $C^{*} \geq 3\left(C_{3}+1\right)$ and

$$
K \geq \max \left\{4,64 C_{1} C_{2}, 64 C_{1} C_{3} C^{*}, 8 C_{1} C_{4}, C_{12}, C_{13}\right\}
$$

from the above three steps, (47) and (48) for $m+|\alpha| \leq N$ yield that (47) and (48) for $m+|\alpha|=N+1$, where

$$
C_{12}=C_{5} C_{6} \sum_{1 \leq k+|\gamma| \leq l+1}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}
$$

and

$$
C_{13}=C_{7} C_{8} C_{9} C_{10} C_{11} \sum_{1 \leq k+|y| \leq l+1}\left\|\partial_{t}^{k} \nabla_{x}^{\gamma} \nabla \psi\right\|_{H^{\sigma}\left(\mathbf{R} \times \mathbf{R}^{n}\right)}
$$

From (65), (67), (69), (77), (78), (80), (81), (82), (83), (84) and (86), $K$ and $C^{*}$ can be taken to be independent of $N$. Consequently, employing the induction with $N$, we complete the proof.

Proof of Theorem 2. Proposition 6 states that the solution $u(t, x)$ of (1) is analytic on $(0, T) \times \mathbf{R}^{n}$ (see [15]). Hence we complete the proof.

## Acknowledgement

The authors would like to express their thanks to Professor Yoshiyuki Kagei, Professor Takayuki Kobayashi and Professor Hideyuki Miura for their valuable suggestions. The authors are also grateful to the referee and the editorial committee of the Hiroshima Mathematical Journal for their polite readings and appropriate comments for our manuscript. The first author is grateful to Professor Takayoshi Ogawa for his encouragement.

## References

[1] L. Brandolese and G. Karch, Far field asymptotics of solutions to convection equation with anomalous diffusion, J. Evol. Equ., 8 (2008), 307-326.
[2] H. Brezis, Functional Analysis, Sobolev spaces and partial differential equations, Universitext, Springer Verlag, New York, 2011.
[3] L. A. Caffarelli and A. Vasseur, Drift diffusion equations with fractional diffusion and the quasi-geostrophic equation, Ann. of Math. (2), 171 (2010), 1903-1930.
[4] D. Chae, P. Constantin, and J. Wu, Inviscid models generalizing the two-dimensional Euler and the surface quasi-geostrophic equations, Arch. Ration. Mech. Anal., 202 (2011), 35-62.
[5] P. Constantin, A. Majda, and E. Tabak, Formation of strong fronts in the 2-D quasigeostrophic thermal active scalar, Nonlinearity, 7 (1994), 1495-1533.
[6] P. Constantin, D. Cordoba, and J. Wu, On the critical dissipative quasi-geostrophic equation, Indiana Univ. Math. J., 50 (2001), 97-107.
[7] P. Constantin and J. Wu, Behavior of solutions of 2D quasi-geostrophic equations, SIAM J. Math. Anal., 30 (1999), 937-948.
[8] A. Cordoba and D. Cordoba, A maximum principle applied to quasi-geostrophic equations, Comm. Math. Phys., 249 (2004), 511-528.
[9] C. Escudero, The fractional Keller-Segel model, Nonlinearity, 19 (2006), 2909-2918.
[10] G. B. Folland, Harmonic analysis in phase space, Annals of Mathematics Studies, 122, Princeton University Press, Princeton, NJ, 1989.
[11] Y. Giga, T. Miyakawa, and H. Osada, Two-dimensional Navier-Stokes flow with measures as initial vorticity, Arch. Rational Mech. Anal., 104 (1988), 223-250.
[12] Y. Giga and O. Sawada, On regularizing-decay rate estimates for solutions to the NavierStokes initial value problem, Nonlinear analysis and applications: to V. Lakshmikantham on his 80 th birthday, 1, 2 (2003), 549-562.
[13] C. Kahane, On the spatial analyticity of solutions of the Navier-Stokes equations, Arch. Rational Mech. Anal., 33 (1969), 386-405.
[14] G. Karch, Nonlinear evolution equations with anomalous diffusion, Lecture Notes 5, 25-68, Jindřich Nečas Center for Mathematical Modeling, Prague, 2009, webpage on http://www.karlin.mff.cuni.cz/~prusv/ncmm/notes/download/volumeV.pdf
[15] K. Kato, New idea for proof of analyticity of solutions to analytic nonlinear elliptic equations, SUT J. Math., 32 (1996), 157-161.
[16] T. Kato and G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations, Comm. Pure Appl. Math., 41 (1988), 891-907.
[17] A. Kiselev and F. Nazarov, A variation on a theme of Caffarelli and Vasseur, J. Math. Sci. (N.Y.), 166 (2010), 31-39.
[18] A. Kiselev, F. Nazarov, and A. Volberg, Global well-posedness for the critical 2D dissipative quasi-geostrophic equation, Invent. Math., 167 (2007), 445-453.
[19] R. Kobayashi and S. Kawashima, Decay estimates and large time behavior of solutions to the drift-diffusion system, Funkcial. Ekvac., 51 (2008), 371-394.
[20] E. F. Keller and L. A. Segel, Initiation of slime mold aggregation viewed as an instability, J. Theoret. Biol., 26 (1970), 399-415.
[21] M. Kurokiba and T. Ogawa, Wellposedness for the drift-diffusion system in $L^{p}$ arising from the semiconductor device simulation, J. Math. Anal. Appl., 342 (2008), 1052-1067.
[22] Y. Maekawa and H. Miura, On fundamental solutions for non-local diffusion equations with divergence free drift, webpage on http://eprints3.math.sci.hokudai.ac.jp/2224/1/pre1014. pdf.
[23] K. Masuda, On the analyticity and the unique continuation theorem for solutions of the Navier-Stokes equation, Proc. Japan Acad., 43 (1967), 827-832.
[24] T. Matsumoto and N. Tanaka, Lipschitz semigroup approach to drift-diffusion systems, RIMS Kokyuroku Bessatsu, B15 (2009), 147-177.
[25] R. Metzler and J. Klafter, The random walk's guide to anomalous diffusion: a fractional dynamics approach, Phys. Rep., 339 (2000), 1-77.
[26] H. Miura, Dissipative quasi-geostrophic equation for large initial data in the critical Sobolev space, Comm. Math. Phys., 267 (2006), 141-157.
[27] M. S. Mock, Asymptotic behavior of solutions of transport equations for semiconductor devices, J. Math. Anal. Appl., 49 (1975), 215-225.
[28] T. Nagai, T. Senba, and Y. Yoshida, Application of the Trudinger-Moser inequality to a parabolic system of chemotaxis, Funkcial. Ekvac., 40 (1997), 411-433.
[29] T. Ogawa and M. Yamamoto, Asymptotic behavior of solutions to drift-diffusion system with generalized dissipation, Math. Models Methods Appl. Sci., 19 (2009), 939-967.
[30] O. Sawada, On the spatial analyticity of solutions to the Keller-Segel equations, Parabolic and Navier-Stokes equations. Part 2, 421-431, Banach Center Publ. 81, Part 2, Polish Acad. Sci. Inst. Math., Warsaw, 2008.
[31] Y. Shibata and S. Shimizu, A decay property of the Fourier transform and its application to the Stokes problem, J. Math. Fluid Mech., 3 (2001), 213-230.
[32] Y. Sugiyama, M. Yamamoto and K. Kato, Local and global solvability and blow up for the drift-diffusion equation with the fractional dissipation in the critical space, preprint.
[33] T. Tao, Nonlinear Dispersive Equations. Local and Global Analysis, CBMS Regional Conference Series in Mathematics, 106, Amer. Math. Soc., Providence, RI, 2006.
[34] M. E. Taylor, Pseudodifferential Operators and Nonlinear PDE, Progress in Mathematics, 100, Birkhäuser Boston, Inc., Boston, MA, 1991.
[35] M. Yamamoto, Spacial analyticity of solutions to the drift-diffusion equation with generalized dissipation, Arch. Math., 97 (2011), 261-270.

Masakazu Yamamoto<br>Graduate School of Science and Technology<br>Hirosaki University<br>Hirosaki 036-8561, Japan<br>E-mail: yamamoto@cc.hirosaki-u.ac.jp<br>Keiichi Kato<br>Depertment of Mathematics<br>Tokyo University of Science<br>Tokyo 162-8601, Japan<br>E-mail: kato@ma.kagu.tus.ac.jp<br>Yuusuke Sugiyama<br>Depertment of Mathematics<br>Tokyo University of Science<br>Tokyo 162-8601, Japan<br>E-mail: sugiyama@ma.kagu.tus.ac.jp


[^0]:    2010 Mathematics Subject Classification. Primary 35A01, 35B65, 35J60, 76D03; Secondary 35L65, 35Q35.
    Key words and phrases. drift-diffusion equation, anomalous diffusion, critical dissipation, analyticity.

