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Existence and Regularity
for Semilinear Parabolic Evolution Equations.

HERBERT AMANN

Introduction.

In this paper we consider abstract semilinear parabolic systems

which can be interpreted as semilinear evolution equations of the form

in an appropriate Banach space X. Our main applications of the abstract
results are to parabolic initial-boundary value problems

where (A(t), denotes a (strongly coupled) very general parabolic
system of order 2m (up to regularity conditions we assume essentially only

Pervenuto alla Redazione il 15 Maggio 1984.
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the existence of L1)-a-priori estimates). In particular we do not assume
that the boundary conditions are time-independent, that is, we do not as-
sume that the domains D(A(t)) of A(t) are constant in time. To cite one
result, we shall show that problem (3) has for each sufficiently smooth initial
value uo a unique solution u(., to, on a maximal interval of existence J

such that

for some provided 
and S~ is either bounded, or S~ unbounded and f is independent of (t, s)
and satisfies f(0) = 0. Here N is the number of components of u and

M = N 2: 1, where ex E Nn and S~ (For a more precise statement

we refer to Corollary (15.7).) It should be noted-and this is an important
point-that there are no compatibility conditions for f, that is, there are
no other restrictions upon f besides the ones given above (for more general
conditions we refer to Section 15).

Our approach is based on the « variations-of-constants formula »

where U is the evolution operator of the family ~A(t) ~0  t  T}, whose
existence is guaranteed by general results of Kato and Tanabe [26] (where
we use, in fact, a somewhat more restricted form of assumptions introduced
by Yagi [51]). The standard approach for studying (4) in situations where
the nonlinearity is « unbounded », that is, not defined on all of X, is by
means of the theory of fractional powers (e.g. [2l, 25, 37, 41]). This ap-

proach is, however, not well suited for the case where D(A(t)) varies with t
and leads to serious difficulties. In fact, there seem to be no results in the
literature in which the existence and regularity of solutions for (2), in the
case of a time-dependent domain and an unbounded nonlinearity, have
been shown.

In this paper we use a different approach. Namely we do not use frac-
tional powers at all but study equations (2) and (4) in appropriate inter-
polation spaces. Of course, interpolation spaces have been used before by
other authors in connection with evolution equations of type (2) (e.g. [15,
16,17,14, 40]. We refer to the end of this paper where a more detailed
discussion of the relation of our results to earlier ones by other authors
is given.). However, there are no results for nonlinear equations with time-
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dependent domains D(A(t)), and our approach is entirely different. In par-
ticular we shall show that-roughly speaking-the parabolic system (3)
can be considered not only in Lv, as is well known, but also in W§ for s &#x3E; 0.

After having established this important fact we obtain the desired regularity
almost automatically by means of embedding theorems.

In Chapter I we discuss integral-evolution equations in an abstract setting.
These results can also be applied to other situations (e.g. in the case of
nonlinear boundary conditions [6]). Besides of pure existence theorems

we prove some results concerning the continuous dependence on initial
values. These results are important for approximation arguments as well
as for topological considerations (which are not given here).

Chapter II is the heart of the paper. Here we develop a theory of ex-
istence, regularity, and continuous dependence for abstract semilinear evolu-
tion equations in a general setting. The main results of this chapter are
Theorem (8.7) and Corollary (8.8) and the «higher regularity)&#x3E; results of
Theorem (9.6) and Theorem (10.3).

In Chapter III we apply the abstract results to parabolic equations.
Here we consider the most general parabolic systems of even order and
allow also unbounded domains. Our final results are contained in Section 15,
though some intermediate theorems like Theorems (13.4) and (14.5) are of
independent importance.

In this paper we do not consider the question of global existence. How-
ever the present paper is basic for this problem, which will be treated in
a forthcoming publication. In this connection it will be important that
we can work in the spaces Wp, where we can choose s E [0, 2m) and p E (1, oo)
essentially arbitrarily.

Throughout this work we use standard notation. We denote by N the
nonnegative integers and N* := Moreover K denotes either R or C.

All vector spaces are over K. If K = R and we use complex quantities (for
example in connection with spectral theory) it is always understood that
we work with the natural complexification (of spaces and operators). Thus,
by e(A), the resolvent set, and by a(A), the spectrum of a linear operator A,
we mean always the resolvent set and the spectrum, respectively, of its
complexification, if K = R.

X, Y, Z, with or without indices, denote always Banach spaces, and
~(X, Y) is the Banach space of all continuous linear operators from X
into Y. By Y) we mean the same vector space, but endowed with
the topology of pointwise convergence. By Bx(a, r) we mean the open ball
in X with center at ac and radius r, and r) is the corresponding closed
ball. When no confusion seems possible we omit the index X. More-

over Bx is the open unit ball in X and rB := B(0, r) for r &#x3E; 0. Furthermore,
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B" : = Ban, /./ denotes the euclidian norm in K" and (- I -) the corresponding
inner product. If If is a nonempty subset of X then we mean by B(M, e)
the e-neighbourhood of .M in X.

By T we denote a fixed but arbitrary positive number, and we let
and The

complement of a set ~1 in a fixed superset is written as MC, and
R+ := ~x E ll~ : x &#x3E; 0~ .

If .~ is a measure space (more precisely: (Q, A, p,) is a measure space),
then X) is the vector space of all strongly measurable functions
f : Q - X, which we simply call « measurable )}. For each we

let X) be the vector space of all measurable functions whose p-th
power is integrable (with the usual modification if p whereas X)
is the usual Banach space obtained from X) by identifying functions
differing only on sets of measure zero.

If S~ is a topological space then B(Q, X), X), X) denote
the spaces of all bounded, all bounded and continuous, all continuous func-
tions from SZ into X, respectively, the former two endowed with the usual
supremum norm. The symbol M) is also used to denote the set of
all continuous functions from S~ into M, where M is an arbitrary topolo-
gical space (e.g. the locally convex space ts(X, Y)). If .M is a subset of

S2 and the topology of M is stronger than the one of Q we write M 4- Q.
If M and S~ are both linear spaces, y this means also that M is a vector

subspace of S~.
If ~’ is a metric space we denote by Cl-(M, X) the set of all (locally)

Lipschitz continuous maps from M into X. Here f : M ---&#x3E; X is Lipschitz
continuous if each point in M has a neighbourhood U in M such that

is uniformly Lipschitz continuous. If M is a subset of some product
space then we write f E X) if each point has a product neigh-
bourhood U X Tr in M such that /(-, v) : U - X is continuous for each

and f (u, ~ ) : V- X is uniformly Lipschitz continuous, also uniformly
with respect to u E U. Similar definitions apply to X), where

cx, fl, y E [0, 1) U {1-}. If If is an open subset of some Banach space then

f E Ck-(M, X) means that f is (k- l)-times continuously differentiable and
the (k - I)-st derivative is Lipschitz continuous, provided of 2.

If B E E(X, Y) and if Z ~ X then it is often convenient to denote the
restriction of B to Z, that is, BIZ E E(Z, Y), again by B. Thus we can con-
sider B as an element of E(X, Y) as well as an element of E(Z, Y), if no con-
fusion seems possible.

Finally (2.5) means formula (5) in Section 2, etc.
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CHAPTER I

INTEGRAL-EVOLUTION EQUATIONS

1. - Integral operators.

We begin with a simple technical

(1.1 ) LEMMA. Suppose that -- .X has the following properties :

(i) a(., s) E C((s, T], X) for a.a. s E [0, T);

(ii) a(t,.) E t), X) for each t E (0, T];

(iii) there exists a decreasing â E Ll( (0, T], such that

Then

PROOF. For 0  ~  t let

Then, due to (ii) and (iii), [0, T] - X is well defined and

which shows that a-’ - a° as 8 - 0, uniformly with respect to t E [0, T].
Hence it suffices to show that a-c- C([0, T], X) for each 8 &#x3E; 0.

Let e E (0, T) and s E [E, T] be fixed. Then
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where xM denotes the characteristic function of the set M. Observe that

and that

as t - s in [s, T]. Hence Lebesgue’s theorem implies as t - s

in [E, T]. Thus T] is continuous and = 0. Since e] = 0,
it follows that a-, E C([0, T], X). D

Let (S~, A, ~u) be a a-finite positive measure space. Then .P(’): Q - ~(X, Y)
is said to be strongly measurable if B(.)x E A(,Q, Ir’) for each x E X.

(1.2) LEMMA. Let .B(’):~2013&#x3E;-~(J~Y) ~ strongly and let

Then Y).

PROOF. There exists a sequence of simple functions such that

~c~ --~ u ,u-a.e. Hence B( ~ ) u~ ( ~ ) 2013~j5(’)~(’)~-a.e. Thus it suffices to prove

the assertion if u is a simple function, ~ But this is obvious

since Y) by the strong measurability of B(.). El

In the following we write

provided

(K i) &#x26; E C1( (0, T), R+) and i is decreasing;

(K ii) K: C(X, Y) ; i

(.g iii) s) IIc(x,y) ~ ~(t - 8) , 1 (t s) E LiT;
(K iv) K(t,.): [0, t) -~ C(X, I’’) is strongly measurable for each t E (0, T].

We write

if jE’e C(ATI Ls(X, Y)) and (K i) and (Kiii) are satisfied. Since continuous

functions (on intervals) are measurable it follows that

In the special case that (i(t) : := Mtw for some X E R+ and 0153 E [0, 1) we let

M, X, Y) = X, Y), and a similar definition holds for M, X, Y).
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(1.3) PROPOSITION. Suppose that K E ~(0153, X, Y) and let

where 0  s  T. Then

and

If K E K, (6, x, Y) then

PROOF. It follows from (1) and Lemma (1.2) that .g(t, ~ )~c( ~ ) c- A((O, t), Y)
in each case. Since

for s ~ T  t c T, the first assertion is obvious. The second one is an easy
consequence of Lemma (1.1 ) . D

Our next result concerns the Hölder continuity of the function Ksu.

(1.4) PROPOSITION. Suppose that K E M, X, Y) and that there are
constants ~8  I and N E R+ such that

for 0  ~ C r c t c T. Then (letting 1- 0 : =1- )

PROOF. (i) Let s := 0 and K:= Ko, and let [[ ~ [[ t denote the norm in

Loo( (0, t), ~Y).
If 0  r  t/2 and t  T it follows from Proposition (1.3) that
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If 0 C t/2 c T then, by (2) and Proposition (1.3),

This, together with Proposition (1.3), implies the assertion in this case.

(ii) If 0  s  T the assertion follows from (i), from

and from the fact that the used estimates for K(t, r) are translation in-
variant. D

2. - Integral-evolution equations.

For completeness we include a proof of the following-in principle
well known

(2.1) PROPOSITION. Let T) and suppose that

(i) i

(ii) D is open in Y’ and f E OO,l-([S, T] X D, X) ;
(iii) T], Y) and a(s) E D.

Then there exist 6 and a unique u E C([s, s + 6], D) such that

PROOF. There exist r &#x3E; 0, ~8 &#x3E; 0 and A E R+ such that
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and

Choose 6 E (0, P] such that

and

and let

Then Z is a complete metric space (being a closed subset of the Banach
space 

Hence, by (1) and (iii),

for u e Z.

Let now

Then it follows from (6), Proposition (1.3) and (4) that g(Z) c Z. More-
over, by (2), (4), (5) and Proposition (1.3),

Now the assertion follows from Banach’s fixed point theorem. D

By an evotution system (U, V) in (X, Y) (of type 0153) we mean a pair of
functions possessing the following properties:

and 1

(ES ii)  and ~ for

(ES iii) for
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(ES iv) For each t E [0, T) there exists a closed linear subspace Y(t)
of Y such that

and

Clearly (ES iv) is satisfied with Y(t) = Y if U is strongly continuous, y
that is, if ¡

Throughout the remainder of this chapter we assume that :

(i) (U, V) is an evolution system in (X, Y).

(ii) D is open in Y and f e 1

For each (to, xo) E [0, T] x D we consider the integral-evolution equation

More precisely, u: Ju --&#x3E;- D is said to be a solutions of (on Ju) if

(i) Ju c [to, T] is an interval containing to which is perfect (that is,
contains more than one point) if to  T;

(ii) u E D), and u satisfies for t E Ju.

A solution u is maximat if there does not exist a solution of which

is a proper extension of u. In this case Ju is said to be a maximal interval

o f existence.
It is the purpose of the following considerations to show that (’

possesses a unique maximal solution for each where

For this we need the following

(2.2) LEMMA. Let 0 ~ to  T and a E Then

for every tl E (to, T).
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PROOF. Let e E [0, ti - to) be arbitrary and let

Then E Y by Proposition (1.3) and

where 11 - is the norm in L~((to, T), X). Hence

as e - 0, uniformly with respect to t E [t1, T]. Thus, it suffices to show

that E C( [t1, T], Y) for s &#x3E; 0. But this follows from the fact that

lpe(t) = U(t, t1)y, where

by (ES iv). 0

After these preparations we can prove the following global existence and

uniqueness

(2.3) THEOREM. T’or each (to, xo) E [0, T] xD(to) there exists a unique
maximal solution

of and the maximal interval of existence ~(to, xo) is right open in [to, T].

PROOF. We can assume that to  T. Then Proposition (2.1) implies
the existence of a unique solution u on some compact perfect interval

[to, tl] c [to, T]. If T it follows from Lemma (2.2) that we can apply
Proposition (2.1) again to find a unique solution v on [t1, t2] of 
where xl : = u(tl) and t2 &#x3E; tl . Let w E C( [to, t2], D) be defined by w [to, t1] : = n
and w I [t,, t2] := v. Then it is an easy consequence of and (ES iii)
that w is a solution of )on [to, ~2]’ By Proposition (2.1) it is also the

only solution on [to, t2].
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Let now

has a solution on

Then J(to, xo) is an interval in [to, T], which contains to and is right open
in [to, T], since otherwise an application of Proposition (2.1) and Lemma (2.2)
to its right endpoint would give a contradiction. Clearly J(to, xo) is the

maximal interval of existence of a solution (3)~~~,~~~, which is
defined in the obvious way. Moreover there is no other maximal solution

of D

(2.4) COROLLARY. f or att I
t.

It should be noted that in the above proofs we did not use the closed-
ness of Y(t) in Y.

3. - Global solutions.

In the following we let (to, xo) E [0, T] X D(to) and put

t+(to, xo) : = sup J(to, xo) .

Then we study the behaviour of u( ~, to, xo) as t~t+(to, xo). The basic result
is contained in the following

(3.1) THEOREM. Suppose that

and that

is bounded in X. Then U(1

PROOF. and J Then

Consequently

by Proposition (1.3). Hence -11 since xo E Y(to).
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Consequently , u(t) exists. If y E D, then u is a solution
" 

of on [to, t+] extending u, which contradicts the fact that

by Theorem (2.3). D

A solution u : J- is said to be global if Ju = [to, T]. Clearly
every global solution is maximal.

(3.2) COROLLARY. Suppose that D = Y and f(graph I is

bounded in X. Then u(., to, is a global solution. 

In order to obtain a simple sufficient criterion for the existence of global
solution we need the following generalization of Gronwall’s lemma.

(3.3) LEMMA. Suppose that 0 to  T, that b E T], R+) is decreasing,
and that a, ~c Moreover, suppose that

Then there exists a constant ~8 &#x3E; 0, depending only on b, such that

where a* (t) : = max I

PROOF. Choose ê&#x3E; 0 such that

t  to. Then

and let u(t) := 0 for

for to  s  t c T. Hence

where #:== 2b(E). Now the assertion follows from the standard Gronwall’s
lemma. D

The principal idea for the above simple proof is due to Pazy (cf. [24, p. 33]).
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In the important special case that b(t) = flt-a- for some fl &#x3E; 0 and a E (0, 1)
more precise estimates are given in [4, 25].

On the basis of Lemma (3.3) and Corollary (3.2) it is easy to prove the

following important (and, in principle, familiar) criterion guaranteeing
global solutions.

(3.4) PROPOSITION. Suppose that D = Y and that there exists a constant c
such that 

_

Then u(., to, xo) is a global solution.

PROOF. The integral-evolution equation implies the estimate

for where and

Hence, by Lemma (3.3), sup Consequently
f (graph (u)) is bounded in X by (1), and Corollary (3.2) implies the as-
sertion. D

4. - Continuity properties.

In this section we study the continuity properties of the function
(t, x) -~ u(t, to, x), where to E [0, T) is fixed.

In the following we denote by N E R+ a fixed constant such that

The existence of N is an easy consequence of the uniform boundedness

principle since Y(to) is a Banach space and
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(4.1) LEMMA. Let t1 E (to, T] and and suppose that

(i) there exists a constant L such that

(ii) Xl’ X2 E B f1 I’’(to) and u(t, to, Xj) E B for to  t  tl and j = 1, 2.

Then there exists a constant M, depending only on L&#x26; and N, such that

for to ~ t  tl ·

PROOF. The integral-evolution equation and the assumptions imply
the estimate

to

for to ~ t ~ t1, where u, : = u( ~ , to, = 1, 2. Hence the assertion follows
from Lemma (3.3). D

After these preparations we can now prove the following global continuity

(4.2) THFORFM. Let

Then 0(t,,) is open in [ and

PROOF. u( ~ , to, 
Since is compact in Mx-D we can find constants E &#x3E; 0
and such that 

and such that

where G : = graph
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Let 81M, where M:~~! 1 is a constant as in Lemma (4.1) be-
longing to L chosen above. Suppose that x E (x, e) c D(to) and that
t+ := t+(ta, x)  tl. If for where

u : = u( ~ , to, x), then f is bounded on graph (u) by (2) and t+ = T by
Theorem (3.1). Since this is impossible. Hence there exists

t* E (to, t+) such that (t,U(t))EW for to  t  t* and
But then Lemma (4.1) implies the contradiction

This shows that t+(to, x) &#x3E; t1 and that

Thus [i which proves that is open in [
Since it follows from (1), (3) and Lemma (4.1) that

for all i and x, y Thus &#x3E; since

It is not difficult to extend this continuity result to families of integral-
evolution equations

where A varies in some topological space A. Given appropriate continuity
hypotheses for the function ~, H ( U~,, fA) it follows that the solution

of (4) depends also continuously on A.

5. - Autonomous integral-evolution equations.

Let M be a metric space and let t+: .1VI --~ (0, oo]. Put

and suppose that ~p: D- M is a map with the following properties:

(i) D is open in R+ X M ;



609

(ii) qJ E C (0, ~) ;

(iii)

(iv) if 0  s  t+(x) and then

and

Then q is said to be a (local) semillow on M. If t+(x) = oo for all x E M

then q is a global semiflow. For each x the set

is the (positive) orbit through x and t+(x) is the positive exit time of x (e.g. [5,10]).
The following theorem shows that autonomous integral-evolution equa-

tions generate semiflows. Here an integral-evolution equation is said to be
autonomous if TT and V depend only on t - r and if f is independent of t.

More precisely we have the following

(5.1) THEOREM. Suppose that

(i) strongly continuous semigroup on Y.

(ii) and -

(iii ) I’or each T E (0,00) there exists a decreasing function ~T E T], lt+)
such that

(iv) D c Y is open and f E 01-(D, X). Then the autonomous integral-
evolution equation

has for each x E D a unique maximal solution  4
where, 0  t+(x)  00. Moreover

is open in R+ X D and 99: 9) --&#x3E; D is a semiflow on D such that

PROOF. The assertion follows easily from Theorem (2.3), Corollary (2.4),
Theorem (4.2), and from the i autonomous nature » of (1). 0
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CHAPTER II

ABSTRACT SEMILINEAR PARABOLIC EVOLUTION EQUATIONS

6. - Parabolic fundamental solutions.

We denote by Isom (X, Y) the set of all isomorphisms in Y). Then
it is well known that Isom (X, Y) is open in Y) and

We consider now the following assumption :

(AP i) X I is a Banach space such that X and there exist flo E R,
a Banach space Z, and a functions (A, [0, T] - X X Z)
such that

Since [0, T] is compact it follows from (AP i) and (1) that there are con-
stants co, C1 such that

for all x E Xl and all t E [0, T], where 11 - 11 denotes the norm in X and ~~ ’ ~~ 1
is the norm in X-1.

For each t E [0, T] we let

Then is a closed linear subspace of Xl and
E Isom (XII(t), X). Since X we can define an « unbounded» linear
operator in X,

by letting

and

Then A(t) is closed and ,uo E e(- A(t)) for each t E [0, T].
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Consider now the following additional assumption:

(AP ii) D(A(t)) is dense in X and

for each t E [0, T]. Moreover there exists a constant Mo such that

f or all Â E C with Be ~, &#x3E; /-lo and all t E [0, T].

It is well known that this implies the existence of constants a E (0, nf2)
.and C2 such that

.and

for all + [0, T], where S{3 denotes, for each # c- (0, n),
the closed sector

in the complex plane. Moreover - A(t) is the infinitesimal generator of a
strongly continuous analytic semigroup [- sA(t)] : s &#x3E; 0} on X (that
is: in C(X)), which is explicitly given by

where .1~ is any smooth path in the interior of running from

00 exp [ to 0o exp [ [29, Theorem 13.2]).
Finally we impose the assumption

(AP iii) and there exist constants lVl1 
such that

f or all and all t E [0, T].
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Here and often in the following we denote the derivative with respect to t

by a dot.
It has been shown by Yagi [51] that (AP ii) and (AP iii) (together with

the assumption that is closed, which is automatically satisfied in our

case) imply the existence of a parabolic fundamental solution Upo for
~Co -E- A( ~ ) in the sense defined below.

First we consider the evolution equation

where f : [0, T] -~JT. By a solutions of (E) on [to, T], 0  to  T, we mean
a function such that u(t) E D(A(t)) and

for i

Then a function U : - £(X) is said to be a Parabolic f undamentat
solution for A(.) provided :

(P.F’ ii) U(t, t) = id and for 1

(P.F’ iii) . for i

and there exists a constant ~3 such that

iv) If f E C([0, T], X) and if u is a solution of (E) on T] then

Conversely, if f E C~‘([o, T], X) for some ~C E (0, 1) and if u satis-
fies (6) with any u(to) E X then u is a solution of (E) on [to, T].

Observe that (Ph’ iv) implies, y in particular, that
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and that

where D1 denotes the derivative with respect to the first variable. Moreover
it implies also that there is at most one parabolic fundamental solution
for A( ~ ).

As mentioned above Yagi’s results [51] imply the existence of a para-
bolic fundamental solution Upo for It is easily verified that
!7(~):: , is a parabolic fundamental
solution for -A(’).

Throughout the remainder of this chapter we impose assumptions (AP i)-
(AP iii) and we denote by U the parabolic fundamental solution for A(.).

In the following we denote by c positive constants which may be dif-
ferent from formula to formula but are independent of the specific inde-
pendent variables occurring in a particular place. Thus we use c in much
the same way as the Landau symbol 0.

(6.1) LEMMA. and

(ii) ) for every ~

PROOF. Without loss of generality we can assume that ~uo = 0.

(i) Let x E E and (t, s), (í, cr) E LiT. Then

and, similarly,

by (P.F’ iii) and . Thus, by (2),

Now (AP i) and (Ph’ iii) imply TI E Ls(X, X")). The estimate for the

norm follows directly from the estimate in (Ph’ iii ) .
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(ii) Letting s = ~ = z and i in (9) we see that

Thus, since x = for some y E X, the assertion follows from (i)
and (P.F’ iii). 0

We close this section by showing that im-

plies the continuous differentiability of In fact, we can prove
somewhat more.

(6.2) LEMMA. 1 I for some v E [0,1 ) .
Then

PROOF. We can assume again that
be given and put h( so that

Then

and

for Hence we deduce from (2) that

Let now x c X be given and put

and

Then, I by (1),



615

and, consequently, by applying (10),

Observe that

and

for Hence we deduce from (2) and (11) that

as h -~ 0, which implies the assertion. D

7. - Evolution equations in interpolation spaces.

In the following we use some basic facts from the theory of interpola-
tion spaces for which we refer to [9, 45].

We suppose that for each 0e(0yl) there is given an interpolation
functor Te from the category C of compatible pairs of Banach spaces (in
the sense of [9], that is, the category of interpolation couples in the sense
of [45]) to the category of all Banach spaces possessing the following
properties:

(IPF i) Ye is an interpolation functor of exponent 0, that is, there exists
a constant c@ such that

whenever (Ao, and (Bo, Bl) are objects and T : (Ao, A1)--~ (Bo, Bl)
is a morphism in the category C.

(IPF ii) Ao f1 Al is dense in for every object (Ao, A,) in C.
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There exists a constant co such that

where (Ao, A1) is any object in C.

Observe that the complex interpolation functors [’](9 and the real in-
terpolation functors , satisfy (IPF i)- (IPF iii).

In the following we let

and we denote by 11 - llg the norm in X9. Since Xl 4 X it follows that

where the symbol d indicates that Xl is dense in Xe. Similarly, y letting

it follows that

Moreover, since is a closed linear subspace of Xl, thus, in particular,
Xl(t) it follows that Xe(t) ~ X°. However, in general it is not true
that X°(t) is a closed linear subspace of X9 (e.g. [32 I, Remark 1.11.4]).
For this reason h’o is said to be admissible if X9(t) is a closed linear subspace
of X9 for each T].

After these preparations we can prove the following basic

(7.1) THEOREM. Let Fe be admissible. Then ( U, U) is an evolution system
in (X, xe) of type 0, that is, of type &#x26; with = ct-e.

PROOF. Observe that U E the compactness of 4T, and the
uniform boundedness principle imply

Since for ( it is a morphism in C. Hence
I and and Lemma (6.1.i) imply
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Since by Lemma (6.1.i) and since. it follows
from (4) that Since Zl obviously restricts to a map

condition (ES i) is satisfied.

Conditions (ES ii) and (ES iii) are immediate consequences of (P.F ii).
Let s E [0, T] be fixed. Then Lemma (6.1), the compactness of [s, T],

bnd the uniform boundedness principle imply

Hence, by (3) and (IP.I’ i),

Moreover (3), Lemma (6.1.ii) and (IP.F’ iii) imply

Hence, by (6) and the density of in Xe(s),

Since for ( by (Ph’ iii) and since

we see that

Now (ES iv) follows from the admissibility of :F6. 1:1

Suppose now that, for some fixed 0 E [0, 1 ) :

is admissible if 19 &#x3E; 0, that D is open in X6, and that

Then, due to Theorem (7.1) we can consider the integral-evolution equation

in Xe, where I Every solution u of is said to be
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a mild Xe-solution of the semilinear initial value problem

Thus, by the results of Chapter I we have the following

(7.2 ) THEOREM. Let assumption be satisfied. Then for each (to, xo)
where - there exists a unique maximal mild

~of , and the maximal interval of existence J(to, xo) is right open in

llloreover,

is open in and - &#x3E;

PROOF. This follows from the Theorems (7.1), (2.3) and (4.2). 0

A function u : J - X is said to be a solutions (on J) of (~ wher E:

’ and
I I

provided J is a perfect subinterval of con-

taining to , u E ( and

f or ~ i , and ) A solution u

of I maximat if there does not exist a solution of I which

is a proper extension of u. In this case the domain of u is a maximal in-

terval of existence.

(7.3) PROPOSITION. Let (FO) be Then every solution of
with ( mild solution. Thus there is at most one maximal

solution of ( ) for

PROOF. The first assertion is an easy consequence of Theorem (7.1)
and Proposition (1.3). The second assertion follows from the fact that

the integral-evolution equation has at most one solution on a

given interval which is, for example, an immediate consequence of Lem-
ma (3.3) and the fact that Lipschitz continuous maps are uniformly
Lipschitz continuous on compact sets (cf. [5, Satz (6.4)] and the proof
of [5, Satz 6.7]). D
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8. - Regularity properties.

It is the main purpose of this section to find conditions guaranteeing
that mild solutions of are in fact solutions.

Let Yl 4 Y° and suppose that B E ¥1). Then if follows from the
decomposition

that

Suppose now that 0  q  I and put Y?l:= Yl). The following lemma
shows that Y9) and gives an estimate for the norm of this operator.

(8.1) LEMMA. Suppose that yO and that B E C(Yo, Then

B E E(Y7, Y9) and

where for j, k = 0, 1 and where

PROOF. Due to (1) we can apply (IPF i) twice to obtain

and

Now the assertion follows by applying again the same arguments in the
obvious way. 0

Recall that for every differentiable semigroup {exp [sB] : s &#x3E; 0} it is

known that

and that for « and i Lem-

ma 2.4.2]). Hence it follows from (6.5) that
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for s &#x3E; and 0 ~ t ~ T. Now (6.4) implies easily the existence of
constants ck and to such that

On the basis of these estimates we obtain now easily the following lemma,
where we let := X for all e[0, T].

(8.2) Let 0  17, 19  1. Then _

and there is a constant w &#x3E; #0 such that

f or s &#x3E; 0 and 

PROOF. From (3) (with k = 2) and from (6.2) we deduce that

and (by increasing to in (3))

for s &#x3E; 0 and 0  t  T. Since

for x E Xl(t) and s &#x3E; 0 it follows again from (3) (with k = 1) and (6.2) that

for s &#x3E; 0 and 0  t  T. Similarly we obtain

and, directly from (3),

for s &#x3E; 0 and 0 ~ t  T. Now the assertion follows from (4)-(7) and
Lemma (8.1).

Since
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it follows that 1 is continuously differentiable and

for 0 c t  T and Since.

we obtain from (8), (6.4) and (AP iii) that

for all , ~ and t E [0, T]. Hence it follows from [43, formulas (5.50)-
(5.57)] and the fact that egp [ that

where E ~ and

More precisely, letting

it follows that C(dT, ~(X)) and that is the unique solution of the
Volterra equation

In particular s) is given by the Neumann series

where

for (t, s) and k e N.
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Indeed, in [43, pp. 131-136] (cf. also [26]) it is shown that V(t, s) x,
where V(t, s) denotes the right-hand side of (10), is, for each x E X, the
unique weak solution of the initial value problem it + A(t)u = 0 in s  t  T,
u(s) = x. Since every solution is a weak solution, it follows from (6.8)
that -U= V.

We introduce now an additional assumption, namely:

for ) and (

Then we prove the following

(8.3) LEMMA. Let I , let (.R)o be satisfied, and suppose that ,~©
is admissible if 0 &#x3E; 0. Moreower let n : = 1 - o if e &#x3E; 0 and let q E ((9, I)

= 0. Then

for

PROOF. Observe that

Moreover, I if 

Hence we deduce from (16) and (PF iii) that
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Observe first that (3) (with k = 1) and (6.2) imply (by increasing again co)

Since

we obtain by interpolating

Hence we deduce from (7.3), (10) and (11) that

From the representation (6.5) we obtain

Thus assumption (1i)e implies the estimate

for Now it follows from (7.4) that

Observe that for fixed T) condition (PF iii) and (6.2) imply
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where the constant c is independent of r. Thus, by (7.3) and interpolation,
we obtain

for all (r, i) EAT. Consequently Lemma (8.2) gives

where we used the fact that, due to the admissibility of 
for every t E [0, T]. Now the assertion follows from (17) and (19)-(21). D

(8.4) COROLLARY. Let be satisfied, and assume
that Te is admissible if 19 &#x3E; 0. Moreover let q : = 1- e if e &#x3E; 0 and let

’YJ E (e, 1) Then

for every to E [0, T).

PROOF. Let I and observe that e  a. Hence it fol-

lows from Theorem (7.1) that U E ~s(a, el X, X,9), and Lemma (8.3) im-

plies that condition (2) of Proposition (1.4) with and Y:== Xe is

satisfied. Thus Proposition (1.4) implies the assertion. ©

Condition (PF iii) the compactness of and the uniform boundedness

principle imply

Consequently, by (6.2),

Thus, by interpolation between (22) and the estimate of Lemma (6.1.i),
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Using this estimate we can now prove the Holder continuity on [to, T] of
the solution of the homogeneous initial value problem

provided . Recall that by (P.F’ iv) this solution is

given by

(8.5) PROPOSITION. Suppose that I , where I

Then

PROOF. Let Then ) for i Thus,
by (6.2) and (23)

for to  t  T. Consequently the relation

implies the estimate

for each s E (0, t - to) and all (ta, T]. Hence, letting E--~ 0, we see that

Since v E 01((to, T], X) the assertion follows. El

Let. and suppose that Then .X~ is said to

be 1 1-compatible if and

With this definition we obtain the

(8.6) COROLLARY. Suppose that , that
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is admissible, that and that X1J is (X, Then

PROOF. Proposition (7.3) implies in particular that
where Thus

Since

by Proposition (8.5), the assertion follows from (24) and the (X, X,9)-com-
patibility of X17. D

After these preparations we can now prove the main result of this section.

(8.7 ) THEOREM. Suppose that 0  $  0  1- e, that Yg is admissible,
that is satis f ied, and that X~ is (X, X9)-compatible. Let D~ be open in X~
and let D9 : = D~ n X9, endowed with the Assume that

for some fl E (0, 1). Finally suppose that u : J--&#x3E;- D9 is a mild Xe-solution of

where (
Then u is a solution of ~ and

for every [0, (9] such that X1’J is (X, where

PROOF. be the injection. Then . which

shows that -D9 is open in Xe.
Since u E C(J, Xe) it follows that f Hence, by Corol-

lary (8.4),
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where I By Corollary (8.6)

Thus, since and (27) imply

where A:= min (0 - $, v). Hence it follows from (25) that

for some x E (0, 1 ). Now we deduce from iv) that u is in fact a solution
of Hence u E Ol(J, X) -

It follows from Corollary (8.4) that

Hence, due to Proposition (8.5),

Now we deduce, similarly as in the proof of Corollary (8.6), that

Since for t EJ we see that

and

for t, r Hence, by (6.2) and since we can assume that po = 0,

which shows that u E C(J, 0

(8.8) COROLLARY. Let the hypotheses of Theorem (8.7) be satisfied. Then
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(,SB) has for each ( a unique maximal solution

The maximal interval of existence xo) is right open in [to, T],

is open in and

Moreover

for every r~ E [0, 091 such that X7 is (X, X9) -compatible.

PROOF. This follows from Theorem (7.2), Proposition (7.3), and The-
orem (8.7). D

9. - Higher regularity.

In this section we study U Xn, 0  I. Since Xn - X we can ex-

pect that is contained in some smaller space than X". If this

is the case we shall show that u(., to, xo) has better regularity properties.
Let V and W be Banach spaces such that V P W, and let B: D(B)

c W - W be a linear operator in yY. Then we define BY, the V-realization
of B (or the « part of B in V») by

and Bvw : = Bw, y

so that Bv is a linear operator in V:

the « maximal restriction of B to Y ». Clearly, D(Bv) = D(B) f1 V if cV.

Moreover it is easily verified that Bv is closed in V if B is closed in ~.
In the following we denote by the Xn-realization of A(t) where

t E [0, T] and 0 ~ 1]  1. (Observe that Ao(t) = A(t).) Since D(A(t)) ==



629

c XI c X17 it follows that

and that

for 0 ~ ~ 1 and 0 ~ ~ T.
From

and (6.4) and (6.2) we see that

Thus, by interpolating between (4) and (6.4),

Consequently, by (1) and (2),

where 0~~ ~~1.
Let be fixed. Then, by (2), (5) and (6.5),

for s &#x3E; 0 and

Moreover, by (2), (3) and (5),

which, due to (6), implies
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From (5) and (6) we deduce also that

and that

for s &#x3E; 0 and 0  t  T, where we used (3) and the fact that

by Cauchy’s theorem.

(9.1) LEMMA. (i) exp in X x as s -~ 0, provided

) and

f or all (t, 

PROOF. (i) follows easily from (5) and (6) by standard arguments
(e.g. [43, pp 66-67]).

(ii) From (10) we see (by assuming without loss of generality = 0) that

Hence

for (t, s) C Now the assertion follows from (7) and (i)
by letting e - 0. D



631

For completeness we included the simple proof of Lemma (9.1.ii) fol-
lowing [27, Lemma 3.1] (cf. also [39, Proposition 1.2]).

We impose now the following additional hypothesis:

(i) 0:!~~ x  I and e = 0.

(ii) There exist Banach spaces and Y" ~ Z such that

Isom (

for some p e (3x,1 ) and

f or all , and t E [0, T].

Observe that (11) is just condition since ~O = 0.

It follows from (HR ii)x that there exist constants c and 6 such that

for all and all e[0y T], where 11.111+" denotes the norm in .Z~~.
Moreover, letting

it follows also that

We obtain from (6), (8) and (12) easily (by arguments which are familiar
by now) that

and, by (9) and (12), that, for some ro &#x3E; !to,

Using these facts we prove the following

(9.2) LEMMA. Suppose that 0  to  T and f or some
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v E (x,1 ). Then

PROOF. Let

for to  t  T, and let

Then by (13) and

by (14). Hence it follows from Lemma (1.1) that
From Lemma (9.1.ii) we deduce that and that

for to  t  T. Hence

and

for to  s, t  T. Thus it follows from (12)-where we can assume without
loss of generality that po = 0-that
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for This shows that I- which proves the

assertion. D

Next we turn to the study of the function JS(’) defined by (8.13). First
we observe that, by (8.12), (HR iii)x and (2),

and that

From this estimate, (6.14), and (6.15) we obtain easily that

and

Now we can prove the

(9.3) LEMMA. Suppose that 0  v  p - 2m. Then

PROOF. By using (8), (15) and (16) this follows by an obvious modifica-
tion of the proof of [20, Corollary 7.2.4]. D

(9.4) COROLLARY, Suppose that 0  v  min. Then there

exists a constant y  1 such that

for T.

After these preparations we can prove the following fundamental

(9.5) PROPOSITION. Suppose that 0 ~ to  T. Then
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Moreover, if g E for some v E (x,1 ) then

PROOF. It follows from (8.10) that

for x E Xx and T. By (13) the first term on the right-hand side of (17)
belongs to As for the seond term, observe that it equals

Denoting by a(t, r) the integrand of ho we see that and

that, by Corollary (9.4) and (14),

where we can chose v &#x3E; x. Let and define ,

for to , and by

Then, similarly as in the proof of Lemma (1.1), we see that

(since

we can again apply Lebesgue’s theorem). On the other hand
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This shows that h’ 0 ---&#x3E; h 0 as 6 - 0, uniformly on every compact subinterval
of ( Thus

From Lemma (9.1.ii) we deduce that and that

This implies, similarly as in the proof of Lemma (9.2), that
which proves the first assertion.

As for the second assertion,

and fo c- by Lemma (9.2). Observe that

for to  s  T  t  T by (7) and (16). Hence 1,(t) E ~x and we can apply
Fubini’s theorem (in .X") to obtain

Since we can choose v &#x3E; x in Corollary (9.4) it follows from Proposition (1.4)
that

Consequently we can apply Lemma (9.2) to (18) to obtain
This proves the second assertion. D

Now we are ready for the proof of the main result of this section.

(9.6) THEOREM..Let the hypotheses of Theorem (8.7) and assumption (HRL,
be satisfied. Assume also that 09 &#x3E; 2x, that .X" is (X, and that
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for some v E (x,1 ) . Then

1 , where, 4

PROOF. Let be fixed and put and
_ _ 

Then by Corollary (8.8). Hence
for an appropriate v &#x3E; x. Now it follows from

and Proposition (9.5) that Thus, since

, we deduce that

Since u is a solution of we see that w(t) = ü(t) for t EJ in X. Hence

in X. Now it follows from (19) that (20) holds in Xx. Hence u E C1(J, Xx)
and u(t) = w(t) for t ei also in X". This proves the assertions. D

10. - Strict solutions.

A solution u on J of is said to be a strict solution if u E X)
n C(J, Xl), that is, if u is also continuously differentiable at t = to. In this
section we shall derive sufficient conditions for u(., to, x,,,) to be a strict

solution.

In the following we let 0  q  1 and suppose that Yn is admissible

and that X’1(t) = X"(0) for all t E [0, T]. Then X’(0) is a closed linear

subspace of Xn and we can consider the Xn(O) -realization of An(t), which
we denote by A,,~z(t) for 0  t  T. It is clear that A~,~(t) is also the

Xn(O) -realization of A(t) since
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due to the fact that and

Moreover, by observing ( 9.1 ) and (9.2), it follows that

and

for 0  t z T.

(10.1) LEMMA. I is dense in and

f or all and

PROOF. We know already generates a strongly continuous
analytic semigroup such that

for k = 0, 1 and all (s, t) E (0, 00) X [0, T] (cf. (8.7)). Since strongly con-
tinuous semigroups commute with their generators it is easily verified that

{exp [- s.d(t)]: s &#x3E; 0} restricts to a strongly continuous semigroup in 
Denoting by - B(t) the infinitesimal generator of {exp [- 01
in it is also easily verified that We assume

now without loss of generality that ,uo = 0.
Let x e X1(t) and E &#x3E; 0 be given. Since D(A(t)) is dense in X there exists

’YED(A2(t)) such that Since ItA(t)zll )) is an equiv-
alent norm on X1(t) by (6.2), it follows that D(A2(t)) is dense in Since

D(A.2(t)) is also invariant under {exp [- s.A(t)]: s &#x3E; 0} it is a core for - B(t)
(eg. [19, Theorem 1.9]). Thus B(t) is the closure of A(t) I D(A2(t)). However
it is easily verified that the latter operator is closed in Thus B(t)

which is precisely the Xl-realization of A(t), denoted by
A1,$(t).

Observe that, by (6.2), there exist positive constants c and 6 such that

for all G E and all t E [0, T]. Hence we obtain from (4) and the
above considerations that
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and Thus, by interpolating between (4)
and (5), we see that

for 1~ = 0, 1, s &#x3E; 0, and 0  t  T. Since

it follows from (JP.F’ iii) that {exp [- sA(t)] : s &#x3E; 01 restricts to a strongly
continuous semigroup on Let - ~S(t) be the infinitesimal generator
of this semigroup. Then it is a consequence of (JPF iii) that S(t) D A1,~(t).
Since J9(~.i~()) is dense in Xl(t) and Xl(t) is dense in Xn(t) by (JP.F’ ii),
it follows that D(A,,,%(t)) is dense in Xn(t). Since is also invariant
under [- sA(t)]: s &#x3E; 0} by the above considerations, it follows again
from [19, Theorem 1.9] that D(A,,,%(t)) is a core for S(t). Hence S(t) is the
closure in of A,,,%(t). Since A~,~(t) is closed in and .A~,~(t) ~ 
we see that A~,~(t) ~ ~’(t). Since - S(t) is the infinitesimal generator of a

strongly continuous semigroup in there exists a number 
such that O(- S(t)). Since Â belongs also to e(- A,7,,,S(t)) by (2) we see
that A~,~(t) cannot be a proper extension of S(t). Thus A~,~(t) = S(t),
which implies in particular that D(.A~,~(~)) is dense in Xn(t) = Xn(o). More-
over it follows from (6) that

for k = 0,1, s &#x3E; 0, and 0  t  T. It is well known (e.g. [12, Proposi-
tion 1.1.11]) that this implies that the semigroup {exp [- s~~,~(t)] : s &#x3E; 0}
in has a holomorphic extension to some sector 8,6 of C, where
p E (0, a/2) is independent of t E [0, T]. Now the assertion follows by a
well known characterization of infinitesimal generators of strongly con-
tinuous analytic semigroups (e.g. [29, Theorem 13.2]). 0

We impose now the following hypothesis (SS)n , where 0  77  1.

(SS).n is admissible and

(ii) There exist Banach spaces ~ Xl and Z such that
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and there exists a constant ~On E [0, 1) such that

for all t c- [0, T].

Then we can prove the following proposition, where Y. is any inter-
polation functor satisfying (IPFi)-(IPFiii).

(10.2) PROPOSITION. Let 0  0  1. Then

Moreover

for each to E [0, T) and

PROOF. It follows from Lemma (10.1), (2) and that the assump-
tions (APii) and (AP iii) are satisfied for A.~~~( ~ ). Moreover, by 
there are constants c and e such that

for all and T], where 11 - is the norm in Hence it

follows from Yagi’s theorem [51] that there exists a parabolic fundamental
solution V : £(XQ(0)) for A~,~( ~ ). Due to (8) and the fact that 

’

one verifies that the proof of Lemma (6.1) applies literally to give
and

as well as

for each s E [0, T). Since also

we obtain the assertion with IT replaced by V by interpolation.
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Similarly as in (8.10) we see that

where RrJ is the solution of the integral equation

and where

(where, perhaps, the angle a has to be chosen smaller, but positive). Now it
follows from (3) that U(t, s) :) V(t, s), which proves the assertion. El

After these preparations we can prove our desired regularity result.

(10.3) THEOREM. Let the hypotheses of Theorem (8.7) and assumption
for some r~ E (0, e) be satisfied. Let 0  0  1, put

and suppose that there exists a Banach space EO such that. and

Finally, assume that

that

that 0  to  T, and that

and

Then
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PROOF. Let u : = u( ~ , to, xo) and J : = J(to, xo). By (12) and Corollary (8.8)
we see that u E C(J, D9). Hence, by (10), (11), the fact that Xn(0) is a

closed subspace of Xn and by u(t) E D(A(t)) for all t E J, it follows that

Thus, by Propositions (10.2) and (1.3),

Since (12) means that xo E we obtain from Proposition (10.2 ) that

Thus, since u satisfies the integral-evolution equation (3)~,~,~~~ , (14) and (15)
imply

Since we obtain from (13), (9) and (16) that

Since u is a solution of we know that v(t) = ü(t) for t &#x3E; to
in X. Hence

in X. By (17) this integral exists in BO for all Thus it follows

from (18) that u E Cl(J, E6) and it = v in BO on all of J. 0

Conditions (11) and (12) are compatibility conditions which are easy to
verify in concrete situations as we shall see in the next chapter. These com-

patibility conditions are not optimal, that is, they are sufficient for the
existence of strict solutions (with values in but not necessary, in general.
A necessary condition is obviously given by
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It is natural to expect that this condition is also necessary. There is some

evidence for this conjecture, namely the compatibility conditions for para-
bolic equations (cf. [30, 42, 32 II, Chapter 4]) and the abstract results of
Sinestrari [39] and Aquistapace and Terreni [7, 8] for linear evolution equa-
tions. The latter authors study equations of the form ü + A(t)u = f (t)
in a general Banach space E, where they impose upon At ) the hypotheses
of Sobolevskii [41] and Tanabe [44]-thus in particular that D(A(t)) is

independent of t E [0, T]-except that they do not require that D(A(t))
be dense in .E. In [8] these authors give also a necessary and sufficient con-
dition for the existence of strict solutions in the case where the hypotheses
of Kato and Tanabe [26]-again except for the density of D(A(t))-are
satisfied. However this condition is not explicit and it is not clear how to

verify it in concrete situations. Since in [7, 8, 39] it is always assumed that

these results are not applicable to our situation. Moreover we shall see in
the next chapter that (19) is not satisfied if .E is a Sobolev space, the situa-
tion in which we are mainly interested.

CHAPTER III

SEMILINEAR PARABOLIC SYSTEMS

11. - Sobolev-Slobodeckii spaces.

Let D be a nonempty open subset of Rn, n E N*. Then S is said to be
of class 01, if 11 is an n-dimensional submanifold of Rn (with
boundary aS2). Following F. E. Browder [11] we say that Q is uniformly
regular of class 01 if either Q = R" or if the following condition ( UR) is

satisfied:

There exists a denumerable family of coor

dinate charts of Q with the following properties:

(i) Each g is a Ci-diffeomorphism of U onto the open unit ball DR in
mapping Uj r1 Q onto the « upper half-ball)&#x3E;

and 8Q onto the flat part E More-
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over there exists a constant .,M~o such that

for all ac c- Nn with and all j =1, 2, ....

(ii) ~ The set 
’

contains an s-neighbourhood of 8Q in D for

some 8

(iii) There exists such that any distinct sets fJ~ have
an empty intersection.

Here and in the following 1.1 I denotes the euclidean norm.
Clearly every uniformly regular set of class C’ is a set of class Cl. More-

over, every open set of class C’ with a compact boundary or every open
half-space is uniformly regular of class Cl.

In the remainder of this chapter Q denotes throughout a nonempty open
subset of Rn, n E N*, which is uni f ormly regular of class Oî for some 1 E N*.

It is not too difficult to see (cf. [11, Lemma 2]) that there exists a se-
quence (Ui, c- N,-called a regular localization system for Q-where

is a Ci -atla s ior 17 and a Cr-partition of unity
on D subordinate to the open of S2 in Rn such that:

(i) The open sets ZT~ are pairwise distinct.

(ii) The subset of those coordinate charts whose patches Uj inter-
sect 8Q satisfies condition (UR).

(iii) There exists a constant .K &#x3E; .go such that any intersection of
at least ..K -~- l coordinate patches is empty.

(iv) There exists a constant Mo such that

for all j c- N and a e N" with 

In the remainder of this section E denotes a finite-dimensional 

space and ~PD : = E), 1  p  oo, the Sobolev spaces con-

sisting of all whose distributional derivatives of order

at most m belong to Zp, endowed with the norm
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If s E R+%N and where [s] is the integral part of s, we let

Then the Sobolew-Slobodeckii space W" := E) is the subspace of W§/1
consisting of all elements u satisfying 3 for all a E lOTn with

endowed with the norm

It is well known that W~ is for each g E R+ and p E [1, oo) a Banach space.
The following technical lemma, which is closely related to [11, Lemma 3],

is crucial.

(11.1) LEMMA. be a regular localization system

Then there exist positive constants co and cl-depending only on K, M, I and n,
but not on s E l!~+ and p E [1, oo), such that

for all u E W,, all s E [0, 1], and all p E [1, oo).

PROOF. Let , and Then the Y are
~=U

pairwise disjoint and, for each i e Ny at most K of the functions xii e N,
are different from zero.

Let now s c N and Then, by Holder’s inequality,

which shows that Similarly,
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where c depends only on   and n. Hence ~~~ u ~~) $,D  c~ ~~ u ~~ s,~, which proves
the assertion in this case. A similar argument works if D

In the following we denote by B UCk : = BUek(S2, E), the Banach

space of all continuous functions u : Q - E whose derivatives of order at
most k exist and are bounded and uniformly continuous on Dy endowed
with the norm

Moreover, E) is the closed linear subspace of B UCI con-
sisting of all functions u such that D"u « vanishes at infinity » for ]a[ ~ k.
Here ~: ~ -~ .E is said to vanish at infinity if for each E &#x3E; 0 there is a number

r &#x3E; 0 such that C e for all x E is bounded then, as usual,

In this case = .E).
Let IJIQ denote the restriction to Q, that is, for each

u: R" - E. Then it is well known that E) is dense in ~P~, where
D(R"y E) is the space of all test functions on R" with values in E. Con-

sequently,

A linear operator 8: X --~ 9’(S2, E), where X is a subset of the space
E) of all E-valued distributions on Q, is said to be an extension operator
(and X) if 9tnBu = u for every 

(11.2) LEMMA. There exists an extension for Q such that

PROOF. Let be a regular localization system for ,S~

and let r1 1~ . By means of local coordinates and a standard
reflection procedure due to Hestenes (e.g. [1, Lemma 7.45] or [50, Satz 5.6])
we can extend each n, u with Ui f1 aS2 =A 0 to an element i, E E)
n E) such that
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for 0:::;: s 12 1:!~~ p  00, y 0 ~ ~ ~ ~ and j e N, and such that the 
is linear (where c depends only on M, i, and n).

Let now gu : = !niui: Then it follows from (2) that (by using obvious
notations) i

and

for 0 ~ s  l, 1  p  oo, 0  1~ ~ ~, and j E N. Hence, by (3) and (iii),

As in the first part of the proof of Lemma (11.1) we see that

Thus the first assertion follows from (5), Lemma (11.1) and (1).
It is obvious that

Now the last assertion follows from (4) since (4) is clearly true for every
The proof of the middle statement is now clear. D

As usual we denote by ~) and .E), s E R, 1  p, q  oo,
the Bessel potential (or generalized Lebesgue) spaces and the Besov spaces
of .E-valued distributions on llgn, respectively (e.g. [9, Section 6.2]). Moreover,

and

where these spaces are endowed with the usual quotient space norms

(e.g. [46, Definition 3.2.2.1]).

(11.3) THEOREM. Let s E [0, 1] and 1  p  00: Then, up to equivalent
norms,
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PROOF. This follows immediately from Lemma (11.2) and the fact that
the assertion is true if Q = R" ([45, Theorem 2.3.3 and Remark 2.5.1.4]). C7

(11.4) COROLLARY. Suppose that s E (0, and 1  p  oo. Then

is an equivalent norm f or W~.

PROOF. This follows from the corresponding renorming theorem for
E) (cf. [45, Theorem 2.5.1 and Section 4.4.1]). D

As a further consequence of Lemma (11.2) we obtain the validity of the
usual Sobolev-type imbedding theorems. In this connection we let

for s e 1~+Bl~. Then

is a Banach space and

if S~ is bounded.

(11.5) THEOREM. Suppose that 0 ~ s, t:!!g l and 1  p, q  00. Then

and

where the equality sign is permitted if 

PROOF. This follows from Lemma (11.2) and the corresponding results
for the case where Q = R" (e.g. [45, Theorem 2.8.1]). D

Finally we obtain the following interpolation theorem which is of utmost
importance for our purposes.
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respectively. Then, up to equivacZent norms,

and

PROOF. Due to Theorem (11.3), Lemma (11.2) and [45, Theorem 1.2.4]
it suffices to prove the assertion if S~ == the latter case it is known that

and that

(e.g. [45, Theorem 2.4.1 and Remarks 2.4.2.2 (b) and (d)] or [9, Theorem 6.4.5]).
Hence the desired result follows from Theorem (11.3). 0

We turn now to the study of the trace operator on the boundary 8Q.
For this purpose we denote by T a nonempty open and closed subset of aS2
(that is, a nonempty union of components of 8Q). Then we let

for 8 E [0, il and 1 p C 00, where !,r denotes the summation over all j eN
;

with 17 ø. Then we denote by W(.1, E) the vector subspace of
-E7) (where E) is constructed by means of the usual hypersurface

measure d(] of 1’) consisting of all elements for which the norm (6) is finite.
It is not difficult to see that E) is a Banach space and that is

an equivalent norm for ~(7~ E), where

if and where
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if Using this norm and similar arguments as in the proof of Lem-
ma (11.1) it follows that, up to equivalent norms, ’WO(.P, E) = .E),
and that different regular localization systems for .~ induce equivalent norms
on ~W~(1’, E).

Let u E E) and let v be the outer normal on 8Q. Then we let

for O~~~2013l~ and we put The following important trace
theorem shows that can be extended as a bounded linear operator over W§ ,
which is again denoted by the same symbol. As usual we let W~ be the
closure of in W~. Finally, y following [45], a map Y) is
said to be a retraction if it possesses a continuous right inverse S E C(Yy X).

(11.7 ) THEOREM..Let p E (1, oo), and 1~ : _ 

(i) If and then yr,k is a retraction of w’ onto
10 

’

and I

(ii) I f ~ then

PROOF. This follows from the corresponding results for X (0, oo)
(e.g. [45, Theorem 2.9.3]) by means of «the method of local coordinates »
(e.g. [46, Section 3.3.3]) on the basis of Lemma (11.1). D

Finally we shall need the following interpolation result.

(11.8) THEOREM. Let 1  p  oo and 0  so, with so ~ si and so,

s., EN. Moreover, let I and Then

if and

PROOF. This is a consequence of Theorems (11.6) and (11.7) and of

[45, Theorem 1.2.4] (cf. also [9, Theorem 6.4.2]). D

It should be noted that this last result generalizes corresponding the-
orems of Lions and Magenes (cf. [31, p. 41]) to the case where 1~ may be
unbounded.
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12. - A priori estimates for elliptic systems.

In the remainder of this chapter we let and put E: = KN
and 1: = 2m + I for some Thus, in particular, Q c R" is uniformly
regular of class 2m + 1.

We denote by A a linear differential operator of order 2m of the form

acting on N-tuples of K-valued functions, that is, on E-valued functions
~ : S~ --~ E. We assume throughout that

For each we let

where IN denotes the N-dimensional identity matrix. We say that A satis-
fies the a-root condition, where 0  a  n/2, if there exists a constant eo &#x3E; 0

such that

for all (0, x, ~, t) E I and if the polynomial

has for each (0, x, ~, t) E [ vPith (~, t) ~ (0, 0)
and (~ w(x) ) = 0 precisely mN roots x, ~, t), j = 17 ..., mN, with posi-
tive imaginary part.

Observe that (1) and (2) imply the existence of a further constant C1
such that

for all (0, ~ ~ ) e ) I Thus the (system of)
differential operator(s)

is for each 0 E uniformly elliptic X R (e.g. [3 II, p. 39],
[36, Definition 6.1.2]).
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Let T be a nonempty union of components of
be a regular localization system for S~. Then we denote by X),

the vector spaces of all v E X) such that

and such that the family

is uniformly equicontinuous. It is easily verified that different regular
localization systems for S~ induce equivalent norms (3) on X).

We denote by a boundary operator on T, that is,

where 0   2m and

for lXENn with and 1 ~ ~O  mN. We let

and denote by b~,(x, ~) the (mN x N)-matrix with rows br(x, ~).
Recall that the algebraically adjoint to the 

matrix C is defined as follows: denote by Cj7, the determinant of the (N -1 )
X which is obtained by deleting the j-th row and k-th column
of C. Then is the element of 4 at the position (j, k). It is well

known that CC = CC = (det Hence if N = 1 and C E K* we define

4 consistently by ~:==1.
The boundary operator 93r is said to satisfy the oe-complementing condition

with respect to A if, for every (8, x, $, t) E [- a - ~/2y oc + nf2] X 8Q X Rn X R
with (~, t) ~ (Oy 0) and (~ w(x) ) = 0, the rows of the matrix-valued function

are linearly independent modulo (as polynomials in z~).
?==!

Here ?yy t) is the matrix algebraically adjoint to ao(x, n, t).
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Finally we write

and define the (mN X mN2)-matrig Qr by

Then the minor constants 3§ on 1~ is given by

where QQ denote the various (mN X mN)-submatrices of Qr and where the
infimum is taken with respect to all

satisfying ($[v(z)) = 0 and . Observe that, due to the

oe-complementing condition, each one of the matrices Qr(O, 0153, ~, t) has

rank mN. Hence 6§ &#x3E; 0 if r is compact.
In the following we denote by r a finite set with the following properties:

(i) r = o if D = Rn.

(ii) If SZ ~ R" each r is a nonempty union of components of 8Q;
the elements of r are pairwise disjoint and their union covers 8Q.

Finally Dy r, 0153) is said to be an a-regular elliptic boundary value
problems (BVP) of class C’ and order 2m provided:

(i) 

(ii) A satisfies the «-root condition and the regularity assumption (1).

(iii) For each r c- r there is given a boundary operator ~3r satisfying
the regularity assumption (4) and the oc-complementing condi-
tion with respect to A on ,

(iv) The minor constant 60 FE T) is positive.

Clearly, if S~ = R" there is no boundary operator and we write simply
(A, oc) in this case. In general ~%:= {,,%r: T’~.

Throughout the remainder of this section we assume that (A, $, Q, r, a)
is an a-regular elliptic BYP of class 01 and order 2m for some 0153. Moreover,
fnr each s E [2m, 2m --f- 1] we let

where
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Observe that the boundary operator % is naturally extended to 
by letting % operate on the variable x E 8Q and considering t e R as a

parameter. This fact will be used in the following without further mention.
Moreover we let r c F}.

After these preparations the following important a priori estimate is

an easy consequence of the general results due to Agmon-Douglis-Niren-
berg [3].

(12.1) THEOREM. For each p E (1, oo) there constant o* such that

f or all U E and such that

for all U E x R, CN) and s = 0, 17 ..., 1. Moreover c* depends only
D7 12 m, n, p, oci the moduli o f continuity of the top order coefficients of A, and
on a bound for 601y the Cl-norms of the coefficients of A and the 
norms of the coefficients of $j" I  e :E: mN, 1’ E I’.

PROOF. It is easily seen that is a uniformly regular open subset
of Rn+1 of class C~’~+z. Moreover our assumptions imply that the elliptic
systems and ~8 ~  a -~- ~/2, satisfy the
hypotheses of the basic paper [3 II] (cf. also [36, Chapter 6]). Hence the

assertions follow from [3 II, Theorem 10.3 and 10.4] by means of regular
localization systems for Q and Q X R, respectively, and by taking into con-
sideration Lemma (11.1 ) and Theorem (11.7). 0

Using an idea due to Agmon [2] we can prove the following fundamental
a priori estimate

(12.2) THEOREM. For each p E (I, oo) there exist positive constants c and 20,
depending on the same quantities as c*, such that

with and
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where g is an arbitrary extension of 93 over Q possessing the same smoothness
properties as 93. If 93u = 0 the last sum can be dropped.

PROOF. Fix gJEÐ(R,R) with and i

and and put
Then

Hence

If T E D(R, C) satisfies supp c (-1, 1) then

where c depends only on 1p, I and p. By applying these estimates to the right-
hand side of (7) we see that

By Theorem (11.6) and 

for U G N. Hence, by applying (9) and Young’s inequality
with q : = sla and i

we see that
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Similarly Theorem (11.7) and the above arguments imply

where p:= 
On the other hand there exists a positive constant c such that

Now we can apply (6) and observe that for sufficiently large r the third and
the fourth term on the right-hand side of (10) can be absorbed by the left-
hand side of the resulting inequality. Thus, letting finally A:= [io],
the assertion follows. D

In the special case that D is bounded and N = 1, Theorem (12.2) has
first been proven by Agmon [2, formula (2.11)] for I = 0 and 93u = 0.

Agmon’s result has been extended to arbitrary I (and for p = 2) in [32 II,
Theorem IV.5.1]. The extension of Agmon’s result to general u E C)
that is, for S~ bounded and I = 0-is due to Tanabe [43, Lemma 3.8.1].

13. - Elliptic boundary value problems.

Let a) be an oc-regular elliptic BVP’of class Ci and order 2m.
Then it follows that

for 1  p  oo and s = 0, 1, 2,..., l. Moreover, it follows from Theorem (12.2)
that (A -E- A, %) is injective for every A with &#x3E; Âo = : AO(p).

In the following (A, 93, Q, r, x) is said to be a strongly DC-regular elliptic
BVP of class C’ and order 2m if it is an a-regular elliptic BVP of class C’
and order 2m and if, for each p E (1, oo), there lo(p) such that

maps onto.
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(13.1) THEOREM. Let (A, 93, Q, r, a) be a strongly ot-regular elliptic BVP
of class C’ and order 2m. Then there exists for each p E (1, oo) a number

E R+ such that

for all A E StX+n/2 2vith &#x3E; Âo(p) and all s E [0, 1] « For 

one can choose the corresponding of Theorem (12.2).

PROOF. Let lro e (1, oo) be fixed. By assumption there exists p 2 Â&#x26;
such that (,u + .it, $) maps onto Since (,u + .it, 93) is

injective, the open mapping theorem implies that

Hence it follows in particular that 93 is a continuous surjection from w;m
onto and that

where W~ ~ : _ (u E = o} and A : _ ~ ~ W~ ~ . From Theorem (12.2 }
we deduce that This implies that the open disc
in C with center p and radius belongs to ~(2013 A) (e.g. [52, The-
orem VIII.2.1]). Since this argument can be applied to every 
n SO&#x26;+n/2 with ~~,~ ~ Âo it follows that Â + A Lv) for every
A G Âo. Consequently (Â + A, ~3) is a bijection from

W§"~ onto for every Â E SO&#x26;+n/2 with ~~,~ &#x3E; Âo. Now the asser-
tion with 8 = 0 follows from the open mapping theorem.

Suppose 
where Â E S()I.+n/2 with [A] ~ Âo is fixed. Then we can localize the problem
on the basis of Lemma (11.1 ) and apply [3 II, Theorems 10.3 and 10.4] to
deduce that U E w;m+l. This shows that (Â + A, 93) maps w;m+l onto

if Â E SO&#x26;+n/2 with ~~~ ~ ~o~ Since this map is also injective
(by Theorem (12.2)) and continuous (by (11)), the assertion for 8:= l

follows again from the open mapping theorem.
The general case is now an easy consequence of Theorems (11.6)

and (11.8). D

In the following we let
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and we define the W§-roalization of (A, 1%7 Q, r, 0153),

by

for 1  p  oo and s E [0, 1]. Thus 8 is a closed linear subspace of
’ 

and A,,, is an unbounded closed linear operator in W~. Moreover

it follows from Theorem (13.1) that

for every 00) and every 8 E [0, 1] with s 
In the following we let Åo,v.

(13.2) LEMMA. Suppose that 1  p  q  oo. Theyt

for every

PROOF. Let if n  2m and r : = min ~ 1 otherwise.

Then by Theorem (11.5).
Let -i and let . Then 1 Hence

by Holder’s inequality. Choose now ~e~(2013~). Then

By repeating this argument a finite
number of times we see that &#x3E; This implies the assertion. D

Generalizing (2) we define

for 1  p  oo and 0  s  2m. Observe that ~V’~,~ is a closed linear sub-
space of W~ and that

where A = min ~O  mN, FE r~ .
The following important theorem is a consequence of results due to

Grisvard [23, Theorem 7.5] and Seeley [38, Theorem 4.1]. The first author
considered the real interpolation method for a bounded domain and N =1,
and the second author the complex interpolation method, also for a bounded
domain but with an arbitrary N E N*.



658

(13.3) THEOREM. Suppose that I  p  oo and 0  e  1. Moreover

suppose that

Then

and

PROOF. It follows from [3 II, Theorem 3.2] and from the considerations
in [38, Section 3] that the boundary operators 33 form a normal system
in the sense of [38, Definition 3.1]. Now it is easily checked that, due to
Lemmas (11.1) and (11.2), the proof of [38, Theorem 4.1] carries over to our
situation. Hence

if (6) is satisfied, where .H~,~ is defined in analogy to (4).
Since [8 is a normal system in the sense of Seeley it is not difficult to see

that the proof of [23, Theorem 7.5] carries over to the case N &#x3E; 1 if D
is compact. Due to Lemmas (11.1) and (12.2) it is also not difficult to see
that Grisvard’s arguments work if SZ is unbounded. Thus

if (6) is satisfied, where the Besov space B,,’ is again defined in analogy
to (4). Now the assertion follows from Theorem (11.3). 0

After these preparations we can now prove the main result of this section.

(13.4) THEOREM. Suppose that (A, ~%7 Q, r, a) is a strongly a-regular
elliptic BVP of class CO and order 2m.

For each p E (1, oo) the operator-A~ generates a strongly continuous analytic
semigroup (exp [ in C such that

for all t &#x3E; 0 and 1  p, q  00. Moreover, if 0  s  2m and

for
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then {exp [ restricts to a strongly continuous analytic semi-
group on -W,,,,% whose infinitesimal generator is the 

"

,-realization of -All.

PROOF. Let p E (1, oo) be fixed and choose p &#x3E; lo(p) such that

which is possible by Theorem (13.1). Then Theorem (12.2) implies the estimate

Since ’, it follows that D(A,) is dense in L . Hence
is the infinitesimal generator of a strongly continuous analytic semi-

group which can be represented by

(cf. (6.5)). The same argument applies to any other q E (1, oo). Since we

can choose ~u so large that (8) holds also for I we see from

Lemma (13.2) that the first assertion is true.
For the second assertion let . ’ and " , if
N and 1 if 2mq Then by Theorem (11.6)

and satisfies (7) by Teorem (13.3). This shows
that :;-17 is admissible if 17 : = s/2m and s satisfies (7). Now the second as-
sertion is an easy consequence of Lemma (10.1) and the above arguments. D

In general it is not easy to verify that a given system Q, r)
satisfies the hypotheses guaranteeing that r, a) is a strongly
a-regular elliptic BV’P for some a E (0, yr/2). For this reason the following
remarks are added.

The differential operator

is said to be uniformly strongly elliptic if there exists a constant c &#x3E; 0 such that

for all (x, ~, q) X Rn XCN. It is not too difficult to show that a uniformly
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strongly elliptic differential operator satisfies the a-root condition for some
a E (0, n/2). In fact, if ~8 is the smallest number such that

then one can choose for a any positive number strictly smaller than (n/2) - p.
In particular, if A has a hermitian principal part and is uniformly strongly
elliptic then it satisfies the a-root condition for every a E (0, 

Suppose now that for each jTe T there are given m vector fields

a positive constant c such that

and an integer k E f 0, ..., m} such that

Observe that in particular the Dirichlet boundary operator lu, aulav, ...,
is of this form. Then it can be shown that 93r satisfies the

a-complementing condition for some a E (0, yr/2) with respect to any A satis-
fying the a-root condition. Of course, it is also possible to add to each one
of the differential operators making up 93r in (9) a lower order boundary
operator.

Using these facts one can show that there exists a E (0, n/2) sitch that

(A, r, a) is a strongly a-regular elliptic BTrP provided A is uniformly
strongly elliptic and each 93r is of the f orm (9), up to additional lower order
boundary operators.

Observe that this fact is well known if ,S~ is bounded and N = 1 and

if the data are sufficiently smooth. If the data satisfy only the regularity
assumptions specified above an approximation argument yields the desired
result in this case (cf. the considerations in [43, Sections 3.7 and 3.8]). If Q

is unbounded and N =1 then the assertion can be established on the basis

of Lemmas (11.1) and (11.2) by appropriate duality arguments. Finally
the case N &#x3E; 1 can be reduced to the scalar case by an appropriate homotopy
argument. Proofs for these facts as well as for different situations will

be given elsewhere.
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14. - Parabolic initial-boundary value problems.

We denote now for each t E [0, T] by A(t) a differential operator of the
form

and by ~(t) a boundary operator of the form

Then (A(t), -%(t), Q, r), t E [0, T], is said to be a regular parabolic initial-
boundary value problem (IBVP) of class OZ and order 2m provided:

(i) There exists a E (0, a/2) such that (A(t), Q, r, oc) is for each

t E [0, T] a strongly a-regular elliptic BVP of class Ci and order 2m,
where T and the orders of the boundary operators are in-

dependent of t.

(ii) for all with

, and

for all a E N’ with , and for aii e = 1, ..., mN and Te r.

Throughout the remainder of this section (A(t), 93(t), Q, r), t E [0, T],
is supposed to be a regular parabolic IBVP of class Ci and order 2m, where
l E N. Of course, y if SZ = R- it reduces to a pure initial value problem
(A(t), Rn), t E [0, T], since there are no boundary operators. Moreover by
a E (0, yr/2) we denote always a fixed angle such that (i) is satisfied.

(14.1 ) LEMMA. For each p E (1, 00) there exists 1,,(p) E such that

Isom I

for E &#x26;+.12 2vith and all s E [0, 1] with

PROOF. This follows easily from Theorem (13.1), our regularity assump-
tions and the fact that the quantities determining the constant c* in The-
orem (12.1) can be chosen to be independent of t E [0, T]. D
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(14.2) OOROLLARY. Then

E zvith and all s E [0, 1] with

PROOF. This follows from Lemmas (14.1) and (6.2). D

(14.3) LEMMA. Let p E (1, oo) and /z ~ be fixed. Then

and

for all A E 1;nd all 8 E [0, 1] with

PROOF. By replacing A.,,, by It + As,p and A we can assume

that p = 0.
Let s E [0, l] f1 IiT and v E and put

-... I - p ’"

Then u( · )
by Corollary (14.2) and-writing .A for

and, similarly,

Since

we find that , and Consequently,
letting I we see that

and

for 0  t  T. Hence from Theorem (12.2) we deduce that
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By applying Theorem (12.2) once more, but to (3), we see that each one of
the sumands on the right-hand side of (6) can be estimated by

Hence

for all t E [0, T] and A E mth The estimate (1) follows
now from Theorem (11.6).

Let now u(-) ::: = and i Since (4)
and (5) hold again, the second assertion follows. D

(14.4) LEMMA. Let p E (1, oo) be fixed and put
and Z := ’ "

(i) Let I &#x3E; 0. Then assumptions (AP i)-(AP iii) are satisfied with e = 0.

(ii) Suppose that 0  s  2m and

Then is admissible if is admissible

(iii) Suppose that and that s Moreover let

Then condition (p),,2. is satisfied
with e = 0.

(iv) Suppose that 0  s  m/2 and that l &#x3E; s. Let

and : ". Then condition is satisfied pro-
vided s - Ilp 0 N.

(v) Suppose that 0  s  2m, that 1 &#x3E; s, that s - llp 0 N, and that
for all t E [0, T]. Then condition (

satisfied with

(vi ) Suppose that , Then W,’ , is (L,, 

PROOF. (i) follows easily from Lemma (14.1), Theorem (12.2) and
Lemma (14.3).

(ii) is a consequence of Theorem (13.3).

(iii) follows from Corollary (14.2) and Lemma (14.3).
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(iv) Observe Hence the assertion is a conse-

quence of Lemma (14.1), Corollary (14.2) and Lemma (14.3).

(v) follows from (ii), from Lemmas (14.1) and (14.3), from Corollary
(14.2), and from (10.1 ).

(vi) is a consequence of Theorem (11.6). C7

After these preparations we can now easily prove the following theorem
in which we collect the most basic properties of the fundamental solution
for A2’( - ).

(14.5) THEOREM. (i) Let 1  p  oo and Z &#x3E; 0. Then there exists a unique
parabolic fundamental solution Up for Ap( ~ ) and

for Moreover an evolution system in (Lv, 
of type 812m for each s e [0, 2m) N.

(ii ) Suppose that 0 s s  m/2 &#x3E; s and that s N. Then

and

for every g E T], W~) with and tor every to E [0, T).

(iii) Suppose that 0  s C 2m, that and that

Moreover let As~~,~ be the of Av. Then Uv restricts 

parabolic fundamental solution on Wp, ~(o~ tor 

PROOF. (i) Everything except (7) follows from Lemma (14.4.i, ii) and
Theorem (7.1). The relation (7) is an easy consequence of Lemma (13.2),.
Theorem (13.4), and the representations (8.~.0), (8.12) and (8.13).

(ii) follows from Lemma (14.4.iv) and Proposition (9.5).

(iii) due to Lemma (14.4.v) this is a consequence of the proof of

Proposition (10.2). D
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15. - Semilinear parabolic initial boundary value problems.

Throughout this section we suppose that (A(t), %(t), Q, r), t E [0, T], is
a regular parabolic JBVP of class C’ and order 2m. Then we consider the
semilinear parabolic IBVP

where 0 to  T and F is an appropriate « nonlinearity &#x3E;&#x3E;. By an L,-solu-
tion, 1  p  oo, of (P)(tuuo) we mean a solution of the semilinear evolution
equation in .L~

provided uo E Lp.
Suppose that Dp is a subset of T~. Then we let D,:= W~ and

D~~) :== D~ n ~W~, ~(t~ for 0  z ~ c~  2m and 0 ~ t  T. Observe that .7~p
is open in WD if -D~ is open in W~ due to W: 4 ~~ .

Our basic result concerning the solvability of problem is con-
tained in the following

(15.1) THEOREM. (i) Suppose that 1  p  00, that 0  s  -r  2m,
that 2s  m and 2s  ~  Z, and that s, c~ iN -f - 1 /p. Moreover suppose

that Dp is open in ~W’~ and that

for some v E (s/2m,1). Then problem (P)(to,uo) has for each (to, E [0, T)
X D~, ~(~o&#x3E; a unique maximal 4-solution u(., to, uo). The maximal interval of
existence J(to, uo) is right open in [to, T],

is open in I) and
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Moreover

for every e E [0, a], where J : = J(to, and f.

(ii) Suppose in addition that

where 0  r  a and that

that

and that

Then

for every A E (0, r) with ,

PROOF. (i) Since - p 
it follows from (1) that

Hence the assertions up to (3) follow from Lemma (14.4.i-iii, vi) and Corol-
lary (8.7). Moreover Corollary (8.7) and Lemma (14.4.i-iii, vi) imply also
that i The remaining part
of (4) is a consequence of Lemma (14.4.iii.vi) and Theorem (9.6).

(ii) Let for ’ and observe that, by
Theorem (11.6),

Hence (9) follows from Lemmas (14.1) and (14.4.v) and Theorem (10.3). El

(15.2) COROLLARY. Let the hypotheses of Theorem (15.1 ) be satisfied and
suppose that A, ~3 and F are independent of t. Then qJ : = u(., 0, .) is a semi-
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flow on such that qJ E C°~1- {~~,~ , ~~ ) . Moreover, if Q is bounded and if
is a positive orbit through u E D,’ ,,% such that y+(uo) and F(y+(uo)) are

both bounded in Lp, then y+(uo) is relatively compact in Wol.

PROOF. The first assertion follows from Theorems (5.1) and (13.4) and
from the above proof. Recall that exp [- t(A + Ap)] = exp [- It] exp [- tA,]
for t 2 0. Hence, by replacing A, by A --~- Åp and .F’ by v H F(v) + Âv for
a sufficiently large real number A, we can assume without loss of generality
that there exists a constant 0 such that

and

for all t &#x3E; 0 (cf. (8.18) and Theorem (13.4)), provided 0  e  2m and

Let 0  t1  t+(uo) and observe that

for t1  t  Since egp I , it follows from (10)-
(12) and the boundedness of in L~ that

Since we can choose e &#x3E; or and since, due to the boundedness of Q, the
space Wp is compactly imbedded in W:, we see that uo) :
is relatively compact in W:. Now the assertion follows from the fact that

-being the continuous image of a com-
pact set-is also compact in W,,. Q

By a classical solution of (P)(to,uo) on J we mean a function

where J : = which satisfies pointwise. The following corol-
lary shows that (P)(to,uo) possesses a classical solution if In fact,
much more is true.
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(15.3) COROLLARY. (i) Let the hypotheses of Theorem (15.1) be satisfied
and suppose in addition that s &#x3E; n/p. Then

for every ,u E ( 0, s - n/p ), or for ,u = s - n/p if 

(ii) Suppose also that r &#x3E; nip and that the conditions (5)-(8) are satis-
fied. Then 

- -

for every or for 

PROOF. This follows immediately from (4) and (9), respectively, and
from Theorem (11.5). D

In most applications is a substitution operator of the form

for some k E {O, 1, ..., 12m - ll.. Hence it remains to find conditions for ~f
guaranteeing that I’ satisfies (1) and (5)-(7), respectively.

In the following we fix and le-

where a E N". Moreover we denote by G an open neighbourhood of zero
in KM, we suppose that

and we define .F’ by (13). Finally, y

In the following proposition we restrict ourselves to the most important
case n  p and s  1. We leave it to the reader to prove analogous results
in other situations. The differentiability requirements below concern the
underlying real realization of f which is obtained by identifying C canonically
with R2.

(15.4) PROPOSITION. Suppose that n  p  00, that 0  s  1, and that

(i) Then D:,’ , is open in Wp.
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(ii) Suppose that

and that

uniformly with respect to (t, x) E I

If s &#x3E; 0 suppose in addition that there exists for each compact subset K of G
a constant CK such that

f or all and that

uniformly with respect to (t, x) E I

where f ~ is the derivative of f with respect to E E G.
Then F(t,.) E uniformly with respect to t E [0, T].

PROOF. (a) Suppose first that l~ = 0.

(i) Let fixed. Since by Theorem (11.5) it

follows that is compact and contained in G. Hence we can find a

neighbourhood of uo in such that has a

compact closure which is contained in G. This implies the assertion.

(ii) Let uo E D§ be fixed and let B be a convex neighbourhood of uo
in DD such that U ~u(S~) : u E B) has a compact closure contained in G.

Since Lipschitz continuous maps are uniformly Lipschitz continuous on
compact sets it is easily verified (see the proof of [5, Satz 6.4]) that, due
to (15),

for all (t, x) E and all u, v E B. Hence

for all t E [0, T] and all u, v E B. Thus it follows from (14) that .F’(t, ~ )
E 4), uniformly with respect to t E [0, T].

Suppose now that 0  s  1. Then
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where

Since

it follows from (16), (17) and (19), (20) that

for all u, v E B. Since and since

(16) and (18) imply

(recall the definition of the norm in W~). Now the assertion follows from (14).

(b) 0 and let gu :_ (u, Du,..., Dku). Then H E C(W:, 
and F(t, u) = f(t,., Hu). Now the assertion follows from (a). D

(15.5) COROLLARY. Suppose in addition to the hypotheses of Proposi-
tion (15.4.ii) that .F’( ~, ~) E Cv([o, T], W~) for some fe(0,1). Then

If s = 0 the above assumptions guaranteeing that ~’’ G I
are very simple and quite natural. If s &#x3E; 0 we can give simpler conditions
than the ones above if we consider a more specialized setting. This is the

content of the following

(15.6) PROPOSITION. Suppose that that 0  s  1, and that
Moreover suppose that either f is independent
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o f (t, x) and f(O) = 0 or Q is bounded. Then .F’ c- I

vided for some A E (s, 1 ), where It t is the

derivative with respect to t.

PROOF. If f is independent of (t, x) the assertion is an obvious conse-
quence of Corollary (15.5). Since Holder continuous maps are uniformly
Holder continuous on compact sets (which follows similarly as for Lipschitz
continuous maps) implies easily that (16)
and (17) are true. Since

it follows from I that

This, together with the boundedness of Q, implies easily that I’( -, u)
for Hence in particular (14) is satisfied.

Now the assertion follows from Proposition (15.4). D

As an application we obtain the following corollary in which we do not
give the most general assumptions upon f.

(15.7) COROLLARY. Suppose that I = k + I and that either Q is bounded
or f is independent o f (t, x) and f (0) = 0. Moreover suppose that f E

and that (to, uo) E f or some p &#x3E; 2n. Then the IBVP

has a ’unique maximal Lp-solution u(., on J:= 2~0). Moreover

there exists ac number fl E (0, 1) such that

where ,
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PROOF. Fix s, z and a such that n/p  s C 2 and
. and such that 2s  (1. Then D’is open W§ by Proposition (15.4.1)

and, due to Proposition (15.6), the assumptions of Theorem (15.1.i) are satis-
fied. Hence the assertion follows from Theorem (15.1.i), from Corollary (15.3),
and from the fact that

If .~ is bounded every classical solution is an L,,-solution for every p E (1, oo).
Thus Corollary (15.7) implies that there is a unique classical solution if Q
is bounded. It is well known that this is not the case, in general, if D is
unbounded (e.g. [22, p. 31]).

We leave it to the reader to formulate and prove an analogous result
for strict solutions based on the second parts of Theorem (15.1) and Corol-
lary (15.3). However we add a few comments on the compatibility con-
ditions (5) and (7).

Suppose that 8Q is a disjoint union 8Q = 80Q U 81Q, where 80Q
and 81Q are both unions of Moreover suppose that 

1  ~ s mN~ &#x3E; 1 for each Tc 81Q and that is the Dirichlet boundary
operator for each hc Then it is clear that

provided 0~~~1-}-l/p. Moreover

where If is defined by (13) provided

and all where and 7y is a dummy variable

for (Dmu,...,Dku), provided k &#x3E; m.

As already mentioned earlier there are no results known to the author
guaranteeing the existence of classical solutions for semilinear parabolic
equations (let alone systems!) with time-dependent boundary conditions.
If the boundary conditions are time-independent, more precisely: in the
case of Dirichlet boundary conditions, the existence of classical solutions
to semilinear parabolic IBVPs (with N = 1) of arbitrary order has been
studied by v. Wahl [47, 48, 49] and Kielhofer [27, 28]. In [49] the existence
and regularity of a solution without compatibility conditions for f is proven
by working in Holder spaces. However only a particular class of parabolic
operators can be handled. In [47, 48] there are only regularity results od-

tained, whereas the existence of appropriate (weak) solutions is presupposeb.
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Kielhofer [27, 28] allows unbounded domains and obtains the existence
of a classical solution. He also works in Holder spaces. The papers by
Kielhofer and von Wahl depend heavily upon the fact that the boundary
conditions are time-independent.

In a recent paper Mora [35] has studied semilinear autonomous parabolic
equations in the spaces Ck and shown that they define semiflows. However
he also has to impose compatibility conditions for f of the form (22).

A different approach, which is not based on the concept of a fundamental
solution, has been initiated by DaPrato and Grisvard [15-17] and extensively
exploited by DaPrato and his students (e.g. [7, 8, 14, 18, 33, 34, 39, 40]).
In some sense their approach is related to our method though they are totally
different. The above authors study abstract (mostly linear, but also quasi-
linear) parabolic evolution equations in certain « continuous » interpolation
spaces. In order to avoid compatibility conditions some effort is made to
develop a theory which works when the domains D(A(t)) are not dense in
the underlying Banach space [7, 8, 34, 39]. However, as mentioned earlier,
they assume throughout the existence of an estimate of the form

This restricts the applicability of these
results essentially to spaces of continuous functions or, in some cases, to

subspaces of Holder spaces, due to recent results of Campanato [13] and,
of course, to Lp-spaces. Theorem (12.2) implies only an estimate of the form

with ~O = s/2m if .X = W~. Hence the re-
sults of these authors are not applicable to these spaces. On the other hand
Sobolev spaces are much better suited for many problems concerning semi-
linear equations-e.g. for a priori estimates leading to global solutions-
than spaces of continuous functions or Holder spaces, as will be shown in
a forthcoming paper. Finally it should be noted that in the above mentioned
papers there are also no results about nonlinear equations in the case that

D(A(t)) is not constant in time.
Lastly it should be noted that, by a completely different method, which

is based upon the classical results in [30], it is shown in [4] that LD-solutions
of semilinear second order parabolic equations (N = 1 ) with time-indepen-
dent boundary conditions are classical solutions.

Note added in proof:

Professor Solonnikov informed the author that he has obtained in a joint work
with Hacatrjan [53], existence theorems for semilinear parabolic systems by a com-
pletely different method. It is based upon the use of weighted norms and sharp
a priori estimate for linear systems [54] under weaker compatibility conditions
than in [30, 42].
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