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Abstract This paper considers an impulsive neutral differential equation with non-
local initial conditions in an arbitrary Banach space E . The existence of the mild
solution is obtained by using Krasnoselskii’s fixed point theorem and approximation
techniques without imposing the strong restriction on nonlocal function and impulsive
functions. An example is also provided at the end of the paper to illustrate the abstract
theory.
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1 Introduction

In recent years, impulsive differential equations have become an active area of research
due to their demonstrated applications in widespread fields of science and engineering
such as biology, physics, control theory, population dynamics, economics, chemical
technology,medicine andmanyothers.Manyphysical systemswhich are characterized
by the occurrence of an abrupt change in the state of the system can be described by
impulsive differential equations. These changes occur at certain time instants over a
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period of negligible duration. Impulsive differential equations are also an appropriate
model to hereditary phenomena for which a delay argument arises in the modelling
equations. The existence, uniqueness and stability of mild solutions to functional
differential equationswith impulsive conditions have been considered bymany authors
in literatures. In [1], authors have considered a class of abstract impulsive mixed-
type non-autonomous functional integro-differential equations with finite delay in
a Banach space and obtained sufficient conditions for controllability of considered
system by virtue of semigroup theory via Mönch fixed point theorem technique and
measures of noncompactness. In [2], authors have extended the results of [3,4] and
derived a sufficient condition for existence ofmild solution bymean ofLeray-Schauder
alternative theorem. The sufficient condition for controllability of semilinear evolution
integro-differential system has been obtained by authors in [5]. The existence of the
mild solutions to a class of abstract non-autonomous impulsive functional integro-
differential equations have been studied by authors in [6]. The existence and Ulam–
Hyers–Rassias stability of mild solution of impulsive non-autonomous differential
equations are studied by authors in [7]. In [8], author has shown the controllability of
a system of impulsive semilinear non-autonomous differential equations via Rothe’s
type fixed-point theorem. For more details and study on such differential equation, we
refer to the monographs [9,10] and papers [11–20] and reference cited therein.

The qualitative behavior of evolutionary differential and difference equations,
whose right-hand side is explicitly time-dependent can be described by nonau-
tonomous dynamics. Over recent years, the theory of such systems has developed
into a highly active field related to, yet recognizably distinct from that of classi-
cal autonomous dynamical systems. This development was motivated by problems
of applied mathematics, in particular in the life sciences where genuinely nonau-
tonomous systems abound. For more details, we refer the monographs [21–23]. On
the other hand, the existence of the solution of the differential equations with nonlocal
conditions has been investigated widely by many authors as, the nonlocal condi-
tions are more realistic than the classical initial conditions such as in dealing with
many physical problems. The differential equation with nonlocal conditions has been
firstly considered by Byszewski [24]. In [25], authors have established the existence
of mild solutions to a nonlocal impulsive integro-differential equations via measure
of noncompactness and new fixed point theorem. By utilizing fixed point theorem for
condensing operator and approximation techniques, the existence of the mild solution
is obtained by authors in [26]. An impulsive neutral integro-differential equation of
Sobolev type with time varying delays has been considered by authors in [27] and the
sufficient condition for existence of the mild solution has been provided by using the
Monch’s fixed point theorem. In [14], authors have studied the existence results for
the mild solution of a nonlocal differential equation impulsive conditions. The exis-
tence results for mild solutions have been obtained via the techniques of approximate
solutions and fixed point theorem. By utilizing approximation techniques and frac-
tional operator, the existence of the mild solution for nonlocal impulsive functional
integro-differential equation has been established by authors in [15]. In [16], authors
have considered an impulsive stochastic functional integro-differential inclusions with
nonlocal conditions in a Hilbert space and provided existence results for mild solution
by using approximation technique and BohnenblustKarlins fixed point theorem. In
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[17], authors have concerned with the existence of α-mild solutions for a fractional
stochastic integro-differential equations with nonlocal initial conditions in a real sep-
arable Hilbert space by using an approximation technique. For more details, we refer
to papers [11,14–20,24,26,28] and references given therein.

Motivated by above stated work, our main objective of this work is to examine the
following nonlocal impulsive non-autonomous neutral functional differential equation
in a Banach space E :

d

dt

[
y(t)−F(t, y(h1(t)),

∫ t

0
a1(t, s, y(h2(s)))ds)

]
∈ − B(t)y(t) +G(t, y(h3(t))),

t ∈ J = [0, T ], t �= ti , (1)

y(0) = u0 + g(y) ∈ E, (2)

�y(ti ) = Ii (y(ti )), i = 1, . . . , δ, δ ∈ N, (3)

where, 0 < T < ∞, −B(t) : D(B(t)) ⊆ E → E, t ≥ 0 is a closed densely defined
linear operator. Here, h j : [0, T ] → [0, T ], j = 1, 2, 3 and 0 = t0 < t1 < · · · <

tδ < tδ+1 = T are fixed numbers, 0 < T < ∞, �y|t=ti = y(t+i ) − y(t−i ) and
y(t−i ) = limε→0− y(ti + ε) and y(t+i ) = limε→0+ y(ti + ε) denote the left and right
limits of y(t) at t = ti , respectively. In (1), B(t) is assumed to be the infinitesimal
generator of a compact analytic semigroup of bounded linear operators on a Banach
space E . The nonlinear functions F , g, G, a1 and Ii : E → E (i = 1, . . . , δ)
are appropriate functions satisfying some conditions to be mentioned later section.
For more details on non-autonomous differential equations, we refer to monograph
[21,22], and papers [1–8,11,12,26,27,29–35] and references cited therein.

The organization of the paper is as follows: In Sect. 2, we provide some basic
definitions, lemmas and theorems. Section 3 discusses the existence of mild solution
to (1)–(3) by utilizingKrasnoselskii’s fixed point theorem and limit arguments. Section
4 provides an example to illustrate the obtained abstract theory.

2 Preliminaries

In this section, we state some basic definitions, preliminaries, theorems, lemmas and
assumptions which will be used for proving main result.

Throughout the work, we assume that (E, ‖ · ‖) is a Banach space and the notation
C([0, T ], E) stands for the space of E-valued continuous functions on [0, T ] with
the norm ‖ z‖ = sup{‖ z(τ )‖, τ ∈ [0, T ]} and L1([0, T ], E) denotes the space of
E-valued Bochner integrable functions on [0, T ] endowed with the norm ‖ F‖L1 =∫ T
0 ‖ F(t)‖dt, F ∈ L1([0, T ], E). We denote by Cβ([0, T ]; E) the space of all
uniformly Hölder continuous functions from [0, T ] into E with exponent β > 0. It is
easy to verify that Cβ([0, T ]; E) is a Banach space with the norm

‖ y‖Cβ ([0,T ];E) = sup
0≤t≤T

‖ y(t)‖ + sup
0≤t,s≤T, t �=s

‖ y(t) − y(s)‖
|t − s|β . (4)

123



4 Ann Univ Ferrara (2016) 62:1–21

To consider the mild solution for the impulsive problem, we propose the space
PC([0, T ]; E) = {y : [0, T ] → E : y is continuous at t �= ti and left continuous at
t = ti and y(t+i ) exists, for all i = 1, . . . , δ}. Clearly, PC([0, T ]; E) is a
Banach space endowed the norm ‖ y‖PC = supt∈[0,T ] ‖ y(s)‖. For a function
y ∈ PC([0, T ]; E) and i ∈ {0, 1, . . . , δ}, we define the function ỹi ∈ C([ti , ti+1], E)

such that

ỹi (t) =
{

y(t), for t ∈ (ti , ti+1],
y(t+i ), for t = ti .

(5)

For W ⊂ PC([0, T ]; E) and i ∈ {0, 1, . . . , δ}, we have W̃i = {ỹi : y ∈ W } and
following Accoli–Arzelà type criteria.

Lemma 2.1 [16] A set W ⊂ PC([0, T ]; E) is relatively compact in PC([0, T ]; E) if
and only if each set W̃ j ( j = 1, 2, . . . , δ) is relatively compact in C([t j , t j+1], E)( j =
0, 1, . . . , δ).

Let {B(t) : 0 ≤ t ≤ T }, T ∈ (0,∞) be a family of closed linear operators on the
Banach space E . We impose following restrictions {[22]} as:

(P1) The domain D(B) of {B(t) : t ∈ [0, T ]} is dense in E and D(B) is independent
of t .

(P2) For each 0 ≤ t ≤ T and Reλ ≤ 0, the resolvent R(λ; B(t)) exists and there
exists a positive constant K (independent of t and λ) such that

‖ R(λ; B(t))‖ ≤ K/(|λ| + 1), Reλ ≤ 0, t ∈ [0, T ].

(P3) For each fixed ξ ∈ [0, T ], there exist constant K > 0 and 0 < μ ≤ 1 such that

‖ [B(τ ) − B(s)]B−1(ξ)‖ ≤ K |τ − s|μ, for any τ, s ∈ [0, T ], (6)

where μ and K are independent of τ, s and ξ .
(P4) For every t ∈ [0, T ], the resolvent set of B(t), the resolvent R(λ, B(t)), is a

compact operator for some λ ∈ ρ(B(t)).

The assumptions (P1)–(P3) permit that there is a unique linear evolution system
(linear evolution operator) S(t, s), 0 ≤ s ≤ t ≤ T which is generated by family
{B(t) : t ∈ [0, T ]} and there exists a family of bounded linear operators {�(t, s) :
0 ≤ s ≤ t ≤ T } such that ‖ �(t, s)‖ ≤ K

|t−s|1−μ . We also have that S(t, s) can be
written as

S(t, s) = e−(t−s)B(t) +
∫ t

s
e−(t−τ)B(τ )�(τ, s)dτ. (7)

The assumption (P2) guarantees that−B(s), s ∈ [0, T ] is the infinitesimal generator
of a strongly continuous compact analytic semigroup {e−t B(s) : t ≥ 0} inB(E), where
the symbol B(E) stands for the Banach algebra of all bounded linear operators on E .

By the assumptions (P1)–(P4) [see, [22]], it follows that there is a unique funda-
mental solution {S(t, s) : 0 ≤ s ≤ t ≤ T } for the homogenous Cauchy problem such
that
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(i) S(t, s) ∈ B(E) and the mapping (t, s) → S(t, s)z is continuous for z ∈ E , i.e.,
S(t, s) is strongly continuous in t, s for all 0 ≤ s ≤ t ≤ T .

(ii) For each z ∈ E , S(t, s)z ∈ D(B), for all 0 ≤ s ≤ t ≤ T .
(iii) S(t, τ )S(τ, s) = S(t, s) for all 0 ≤ s ≤ τ ≤ t ≤ T .
(iv) For each 0 ≤ s < t ≤ T , the derivative ∂S(t,s)

∂t exists in the strong operator
topology and an element ofB(E), and strongly continuous in t , where s < t ≤ T .

(v) S(t, t) = I .
(vi) ∂S(t,s)

∂t + B(t)S(t, s) = 0 for all 0 ≤ s < t ≤ T .

We have also the following inequalities:

‖ e−t B(τ )‖ ≤ K e−dt , t ≥ 0; (8)

‖ B(τ )e−t B(τ )‖ ≤ K e−dt

t
, t > 0; (9)

‖ B(t)S(t, τ )‖ ≤ K |t − τ |−1, 0 ≤ s ≤ t ≤ T . (10)

for all τ ∈ [0, T ], where d is a positive constant. For α > 0, we may define negative
fractional powers B(t)−α as

B(t)−α = 1


(α)

∫ ∞

0
sα−1e−s B(t)ds. (11)

Then, the operator B(t)−α is bounded linear and one to one operator on E and
B−α(t)B−β(t) = B−(α+β)(t). Therefore, it implies that there exists an inverse of the
operator B(t)−α . We can define B(t)α ≡ [B(t)−α]−1 which is the positive fractional
powers of B(t). The operator B(t)α ≡ [B(t)−α]−1 is closed densely defined linear
operator with domain D(B(t)α) ⊂ E and for α < β, we get D(B(t)β) ⊂ D(B(t)α).
Let Eα(t0) = D(B(t0)α) be a Banach space with the norm ‖y‖α = ‖B(t0)α y‖,
t0 ∈ [0, T ]. For 0 < ω1 ≤ ω2, we have that the embedding Eω2(t0) ↪→ Eω1(t0) is
continuous and dense. For each α > 0, we may define E−α(t0) = (Eα)∗(t0), which
is the dual space of Eα(t0). The dual space is a Banach space with natural norm
‖y‖−α = ‖B(t0)−α y‖. In particular, by the assumption (P3), we conclude a constant
K > 0, such that

‖ B(t)B(s)−1‖ ≤ K , for all 0 ≤ s, t ≤ T . (12)

We also have following results:

‖Bα(t)B−β(s)‖ ≤ Nα,β, (13)

‖Bβ(t)e−s B(t)‖ ≤ Nβ

sβ
e−ws, t > 0, β ≤ 0, w > 0, (14)

‖Bβ(t)S(t, s)‖ ≤ Nβ |t − s|−β, 0 < β < μ + 1, (15)

‖Bβ(t)S(t, s)B−β(s)‖ ≤ N
′
β, 0 < β < μ + 1, (16)
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for s, t ∈ [0, T ], 0 ≤ α < β and t > 0, where Nα,β is a constant related to T andμ and
Nα,β, Nβ, N

′
β show their dependence on the constants α, β. We also have following

results

Lemma 2.2 (Lemmas II.14.1, [29]) Suppose that (P1)–(P3) are satisfied. If 0 ≤
γ ≤ 1, 0 ≤ β ≤ α < 1 + μ, 0 < α − γ ≤ 1, then for any 0 ≤ τ < t < t + �t ≤ t0,
0 ≤ ζ ≤ t0,

‖Bγ (ζ )[S(t + �t, τ ) − S(t, τ )]B−β(τ )‖ ≤ Nγ,β,α(�t)α−γ |t − τ |β−α. (17)

Lemma 2.3 (Lemmas II.14.4, [29]) Suppose that (P1)-(P3) are satisfied and let
0 ≤ γ < 1. Then for any 0 ≤ τ ≤ t ≤ t + � ≤ t0 and for any continuous function
f (s),

‖Bγ (ζ )[
∫ t+�t

t
S(t + �t, s) f (s)ds −

∫ t

0
S(t, s) f (s)ds]‖

≤ Nγ (�t)1−γ (| log(�t)| + 1) max
τ≤s≤t+�t

‖ f (s)‖. (18)

For more details, we refer to monographs [21,22,29].
Our main existence result is based on the Krasnoselskii’s fixed point theorem.

Lemma 2.4 [36] Let E be a Banach space and D be a non-empty closed bounded
and convex subset of E. Let Q1 and Q2 be two operators such that

1. Q1x + Q2y ∈ D, for every pair x, y ∈ D;
2. Q1 is a contraction mapping;
3. Q2 is completely continuous.

Then, there exists a fixed point of map Q = Q1 + Q2.

3 Main result

The main result of this article are provided in this section. We study the existence of
mild solutions for (1)–(3) on the Banach subspace Eα(t0) for some 0 < α < 1 and
t0 ∈ [0, T ]. For this, we make following assumptions:

(H1) The nonlinear function G : [0, T ] × Eα(t0) → E satisfies the following con-
ditions.

(1) The function G : [0, T ] × Eα(t0) → E fulfills the Carathéodory type condi-
tions, that is, G(·, y) is strongly measurable for each y ∈ Eα(t0) and G(t, ·)
is continuous for almost everywhere t ∈ [0, T ].

(2) For r > 0, there exists function 0 < mr ∈ L1([0, T ],R+) such that

sup
‖y‖α≤r

‖G(t, y)‖ ≤ mr (t), ∀ y ∈ Eα(t0) and

lim
r→+∞ inf

‖mr‖L1

r
= �1 < +∞, (19)
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where �1 > 0 is a constant.
(H2) F : [0, T ] × Eα(t0) × Eα(t0) → E is a Lipschitz continuous function with

F([0, T ] × Eα(t0) × Eα(t0)) ⊂ D(B). B(t)F is continuous and there exists
a positive constant L F such that

‖B(t)F(t, x1, y1) − B(t)F(s, x2, y2)‖ ≤ L F [|t − s|
+‖x1 − x2‖α + ‖y1 − y2‖α], (20)

for each (t, x1, y1), (s, x2, y2) ∈ [0, T ] × Eα(t0) × Eα(t0) and C4 =
supt∈[0,T ] ‖B(t)F(t, 0, 0)‖.

(H3) g : PC([0, T ], Eα(t0)) → D(B) is a nonlinear function which satisfies that
B(t)g is continuous on PC([0, T ], Eα(t0)) and

‖B(t)g(z)‖ ≤ Lg‖z‖PC([0,T ],Eα(t0)), for each z ∈ PC([0, T ], Eα(t0)),

where Lg is a constant. Furthermore, there exists a θ ∈ (0, t1) such that g(u) =
g(v) for u, v ∈ PC([0, T ], Eα(t0)) with u = v on [θ, T ].

(H4) (1) The map a1 : D × Eα(t0) → Eα(t0), where D = {(t, s) ∈ J × J : t ≥ s}
is a continuous mapping and there exists a positive constant La1 such that

‖
∫ t

0
[a1(t, s, z1) − a1(t, s, z2)]ds‖α ≤ La1‖z1 − z2‖α, (21)

for all z1, z2 ∈ Eα(t0) and t ∈ J with C3 = supt∈[0,T ]
∫ t
0 ‖a1(t, s, 0)‖ds.

(2) There exists a positive constant La such that

‖
∫ t1

0
a1(t1, s, y)ds −

∫ t2

0
a1(t2, s, y)ds‖α ≤ La |t1 − t2|, t1, t2 ∈ [0, T ].

(22)

(H5) Ii : Eα(t0) → Eα(t0), (i = 1, . . . , δ) are continuous and there exist continu-
ous nondecreasing functions Ji : R+ → R+ such that

‖B(t)Ii (z)‖ ≤ Ji (‖z‖α), lim infr→+∞
Ji (r)

r
= γi < ∞, (23)

for each z ∈ Eα(t0).

Consider the sets Br = {y ∈ Eα(t0) : ‖y‖α ≤ r} and Wr = {y ∈ PC([0, T ],
Eα(t0)) : y(t) ∈ Br , for all t ∈ [0, T ]} for each finite constant r > 0.

Before expressing and demonstrating the main result, we present the definition of
the mild solution to problem (1)–(3).

Definition 3.1 A piecewise continuous function y(·) : [0, T ] → E is called a mild
solution for the problem (1)–(3) if y(0) = y0 + g(y) and y(·) satisfies the integral
equation

y(t) = S(t, 0)[y0 + g(y) − F(0, y(h1(0)), 0)]
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+F(t, y(h1(t)),
∫ t

0
a1(t, s, y(h2(s)))ds)

−
∫ t

0
S(t, τ )B(τ )F(τ, y(h1(τ )),

∫ τ

0
a1(τ, ξ, y(h2(ξ)))dξ)dτ

+
∫ t

0
S(t, τ )G(τ, y(h3(τ )))dξ)dτ +

∑
0<ti <t

S(t, ti )S(θn, 0)Ii (u(t−i )), t∈[0, T ].

(24)

Now, we present the existence result for nonlocal impulsive system (1)–(3) by utilizing
the fixed point theorem and techniques of approximate solutions under the assumption
that nonlocal function is Lipschitz continuous in PC and impulsive function is not
completely continuous in PC .

Theorem 3.1 Let us assume that the hypotheses (P1)-(P4) and (H1)-(H5) are sat-
isfied, y0 ∈ Eβ(t0) for some β, 0 < α < β ≤ 1 and

Nα,β N
′
β Nβ,1N

′
1Lg + Nα,β N

′
β Nβ,1L F + Nα,1L F (1 + La1)

+Nα,β Nβ L F (1 + La1)
T 1−β

(1 − β)

+Nα,β Nβ�1
T 1−β

(1 − β)
+ Nα,β N

′
β Nβ,1N

′
1K

δ∑
i=1

γi < 1. (25)

Then, there exists at least one mild solution for the problem (1)–(3) on [0, T ].
Proof To prove the theorem, we consider the following approximate problem illus-
trated by

d

dt

[
y(t)−F(t, y(h1(t)),

∫ t

0
a1(t, s, y(h2(s)))ds)

]
= −B(t)y(t)+G(t, y(h3(t))),

t ∈ J = [0, T ], t �= ti (26)

y(0) = u0 + S(θn, 0)g(y) ∈ E, (27)

�y(ti ) = S(θn, 0)Ii (y(ti )), i = 1, . . . , δ, (28)

for each n such that θn → 0 as n → ∞. In order to show the existence of solu-
tion for problem (1)–(3), it is sufficient to show that there exists at least one mild
solution for the nonlocal problem (26)–(28). To this end, we consider the operator
Qn : PC([0, T ], Eα(t0)) → PC([0, T ], Eα(t0)) defined by

(Qn y)(t) = S(t, 0)[y0 + S(θn, 0)g(y) − F(0, y(h1(0)), 0)] + F(t, y(h1(t)),

×
∫ t

0
a1(t, s, y(h2(s)))ds)

−
∫ t

0
S(t, τ )B(τ )F(τ, y(h1(τ )),

∫ τ

0
a1(τ, ξ, y(h2(ξ)))dξ)dτ
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+
∫ t

0
S(t, τ )G(τ, y(h3(τ )))dξ)dτ +

∑
0<ti <t

S(t, ti )S(θn, 0)Ii (y(t−i )),

t ∈ [0, T ]. (29)

Clearly, the fixed point of the map Qn is the mild solution of the nonlocal impulsive
differential system (26)–(28). Thus, we will show that there exists a fixed point of
mapping Qn by utilizing Krasnoselskii’s fixed point theorem. Now, we decompose
Qn as Qn = Q

1
n + Q

2
n , where

(Q1
n y)(t) =

{
S(t, 0)[−F(0, y(h1(0)), 0))] + F(t, y(h1(t)),

∫ t
0 a1(t, s, y(h2(s)))ds)

−∫ t
0 S(t, τ )B(τ )F(τ, y(h1(τ )),

∫ τ

0 a1(τ, ξ, y(h2(ξ)))dξ)dτ, t∈[0, T ],
(30)

(Q2
n y)(t) = S(t, 0)[y0 + S(θn, 0)g(y)] +

∫ t

0
S(t, τ )G(τ, y(h3(τ )))dτ

+
∑

0<ti <t

S(t, ti )S(θn, 0)Ii (y(t−i )), t ∈ [0, T ]. (31)

Now, we can show the result in several steps.
Step 1. We show that (Q1

n + Q
2
n)(Wr (PC)) ⊂ Wr (PC).

Suppose, on the contrary that for each r ∈ N there exist yr ∈ Wr (PC) and some
tr ∈ [0, T ] such that ‖(Qn yr )(tr )‖ > r . Then, we get

r < ‖(Qyr )(tr )‖α

≤ ‖(Q1yr )(tr )‖α + ‖(Q2yr )(tr )‖α

≤ ‖S(t, 0)[y0 + S(θn, 0)g(yr ) − F(0, yr (h1(0)), 0))]‖α

+‖F(tr , yr (h1(t
r )),

∫ tr

0
a1(t

r , s, yr (h2(s)))ds)‖α

+‖
∫ tr

0
S(tr , τ )B(τ )F(τ, yr (h1(τ )),

∫ τ

0
a1(τ, ξ, yr (h2(ξ)))dξ)dτ‖α

+‖
∫ tr

0
S(tr , τ )G(τ, yr (h3(τ )))dτ‖α + ‖

∑
0<ti <t

S(tr , ti )S(θn, 0)Ii (yr (t−i ))‖α,

≤ ‖Bα(t0)B−β(tr )‖‖Bβ(tr )S(tr , 0)B−β(0)‖[‖Bβ(0)y0‖ + ‖Bβ(0)B−1(θn)‖
×‖B(θn)S(θn, 0)B−1(0)‖‖B(0)g(yr )‖ + ‖Bβ(0)B−1(tr )‖
×‖B(tr )F(0, yr (h1(0)), 0))‖]
+‖Bα(t0)B−1(tr )‖ · ‖B(tr )F(tr , yr (h1(t

r )),

∫ tr

0
a1(t

r , s, yr (h2(s)))ds)‖

+
∫ tr

0
‖Bα(t0)B−β(tr )‖ · ‖Bβ(tr )S(tr , τ )‖‖B(τ )F(τ, yr (h1(τ )),

×
∫ τ

0
a1(τ, ξ, yr (h2(ξ)))dξ)‖dτ
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+
∫ tr

0
‖Bα(t0)B−β(tr )‖‖Bβ(tr )S(tr , τ )‖ · ‖G(τ, yr (h3(τ )))‖dτ

+
∑

0<ti <t

‖Bα(t0)B−β(tr )‖ · ‖Bβ(tr )‖S(tr , ti )B−β(ti )‖ · ‖Bβ(ti )B−1(θn)‖

×‖B(θn)S(θn, 0)B−1(0)‖ × ‖B(0)B−1(tr )‖‖B(tr )Ii (yr (t−i ))‖,
≤ Nα,β N

′
β‖Bβ(0)y0‖ + Nα,β N

′
β N

′
1Nβ,1Lgr + Nα,β N

′
β Nβ,1[L F (T + r) + C4]

+Nα,1[L F (r + La1r + C3) + C4] + Nα,β Nβ [L F (r + La1r + C3)

+C4]
∫ tr

0
(tr − τ)−βdτ

+Nα,β Nβ

∫ tr

0
(tr − τ)−βmr (τ )dτ

+Nα,β N
′
β Nβ,1N

′
1K

δ∑
0<ti <tr

Ji (r). (32)

We divide on both sides by r and take the lower limit as r → ∞ and therefore obtain

Nα,β N
′
β Nβ,1N

′
1Lg + Nα,β N

′
β Nβ,1L F

+Nα,1L F (1 + La1) + Nα,β Nβ L F (1 + La1)
T 1−α

(1 − α)

+Nα,β Nβ�1
T 1−β

(1 − β)
+ Nα,β N

′
β Nβ,1N

′
1K

δ∑
i=1

γi > 1, (33)

which contradicts (25). Therefore, we have that there exists a positive integer r ∈ N

such that Q(Wr (PC)) ⊂ Wr (PC).
Step 2. The mapping Q

1
n is a contraction map on PC([0, T ], Eα(t0)).

Let y1, y2 ∈ PC([0, T ], Eα(t0)) and t ∈ [0, T ]. Then, we obtain
‖(Q1

n y1)(t) − (Q1
n y2)(t)‖α

≤ ‖Bα(t0)B−β(t)‖Bβ(t)S(t, 0)B−β(0)‖
×[‖Bβ(0)B−1(t)‖‖B(t)F(0, y1(h1(0)), 0)) − B(t)F(0, y2(h1(0)), 0))‖]
+‖Bαt0B−1(t)‖ × ‖B(t)F(t, y1(h1(t)),

∫ t

0
a1(t, s, y1(h2(s)))ds)

−B(t)F(t, y2(h1(t)),
∫ t

0
a1(t, s, y2(h2(s)))ds)‖

+
∫ t

0
‖Bα(t0)B−β(t)‖ · ‖Bβ(t)S(t, τ )‖ × ‖B(τ )F(τ, y1(h1(τ )),

×
∫ τ

0
a1(τ, ξ, y1(h2(ξ)))dξ)

−B(τ )F(τ, y2(h1(τ )),

∫ τ

0
a1(τ, ξ, y2(h2(ξ)))dξ)‖dτ,
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≤
[

Nα,β N
′
β Nβ,1L F + Nα,1L F (1 + La1) + Nα,β Nβ L F (1 + La1)

T 1−β

(1 − β)

]

×‖y1 − y2‖PC([0,T ],Eα(t0)) (34)

Since � = Nα,β N
′
β Nβ,1L F + Nα,1L F (1 + La1) + Nα,β Nβ L F (1 + La1)

T 1−β

(1−β)
< 1

by (25). Therefore, we take the supremum of t over [0, T ] and deduce

‖(Q1
n y1) − (Q1

n y2)‖PC([0,T ],Eα(t0)) ≤ �‖y1 − y2‖PC([0,T ],Eα(t0)) (35)

with � < 1. Hence, the operator Q1
n is a contraction map on PC([0, T ], Eα(t0)).

Next, we show that Q2
n is completely continuous mapping on PC([0, T ], Eα(t0)).

Step 3. We show the continuity of the mapping Q
2
n on PC([0, T ], Eα(t0)).

Let {yp}∞p=1 be a sequence in PC([0, T ], Eα(t0)) such that lim p→∞ yp = y ∈
PC([0, T ], Eα(t0)). By the continuity of G and Ii , i = 1, . . . , δ, we have that for
each t ∈ [0, T ]

G(t, yp(h3(t))) → G(t, y(h3(t))), (36)

Ii (yp(t
−
i )) → Ii (y(t−i )), (37)

as p → ∞. Then, by the dominated convergence theorem, we deduce that

‖(Q2
n yp)(t) − (Q2

n y)(t)‖α

≤ ‖Bα(t0)S(t, 0)S(θn, 0)(g(yp) − g(y))‖
+

∫ t

0
‖Bα(t0)B−β(t)‖‖Bβ(t)S(t, τ )‖×‖G(τ, yp(h3(τ )))−G(τ, y(h3(τ )))‖dτ

+
∑

0<ti <t

‖Bα(t0)B−β(t)‖‖Bβ(t)S(t, ti )B−β(ti )‖‖Bβ(ti )B−1(θn)‖

×‖B(θn)S(θn, 0)B−1(0)‖
×‖B(0)B−1(t)‖‖B(t)[Ii (yp(t

−
i )) − Ii (y(t−i ))]‖,

→ 0, as p → ∞, (38)

which implies the continuity of the mapping Q
2
n on PC([0, T ], Eα(t0)).

Step 4. In this step, we show that Q2
n maps bounded sets into bounded sets in

PC([0, T ], Eα(t0)).
For this purpose, it is sufficient to prove that there exists a positive constant � such

that one has ‖(Q2
n y)(t)‖ ≤ � for each y ∈ Wr (PC) = {y ∈ PC([0, T ], Eα(t0)) :

‖y‖α ≤ r}. Thus, for each t ∈ [0, T ] and y ∈ Wk ⊂ PC([0, T ], Eα(t0)). Then, we
have

‖(Q2
n y)(t)‖α ≤ ‖Bαt0S(t, 0)[y0 + S(θn, 0)g(y)]‖

+
∫ t

0
‖Bα(t0)B−β(t)‖ · ‖Bβ(t)S(t, τ )‖ × ‖G(τ, y(h3(τ )))‖dτ
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+
∑

0<ti <t

‖Bα(t0)B−β(t)‖ · ‖Bβ(t)S(t, ti )B−β(ti )‖‖Bβ(ti )B−1(θn)‖

×‖B(θn)S(θn, 0)B−1(0)‖ · ‖B(0)B−1(t)‖‖B(t)Ii (y(t−i ))‖
≤ Nα,β N

′
β‖Bβ(0)y0‖ + Nα,β N

′
β N

′
1Nβ,1Lgr

+Nα,β Nβ

∫ t

0
(t − τ)−βmr (τ )dτ

+Nα,β N
′
β Nβ,1N

′
1K

δ∑
i=1

Ji ,

≤ Nα,β N
′
β‖Bβ(0)y0‖+Nα,β N

′
β N

′
1Nβ,1Lgr +Nα,β Nβ‖mr‖L1

T 1−β

(1−β)

+Nα,β N
′
β Nβ,1N

′
1K

δ∑
i=1

Ji ,

= �. (39)

Thus, for every y ∈ Wr (PC), we obtain ‖(Q2
n y)(t)‖α ≤ �.

Step 5. Q2
n maps bounded sets into equicontinuous sets of PC([0, T ], Eα(t0)).

Let t ∈ J − {t1, t2, . . . , tδ} and let h > 0 be a arbitrary constant with 0 ≤ t ≤
t + h < T . Then, for y ∈ Wr (PC), we get

‖(Q2
n y)(t + h) − (Q2

n y)(t)‖α

≤ ‖[S(t + h, 0) − S(t, 0)][y0 + S(θn, 0)g(y)]‖α

+‖
∫ t+h

0
S(t + h, τ )G(τ, y(h3(τ )))dτ −

∫ t

0
S(t, τ )G(τ, y(h3(τ )))dτ‖α

+‖
∑

0<ti <t

[S(t + h, ti ) − S(t, ti )]S(θn, 0)Ii (y(t−i ))‖α. (40)

From the Lemma 14.1 [29] and Lemma 14.4 [29], we have following results

‖[S(t + h, 0) − S(t, 0)][y0 + S(θn, 0)g(y)]‖α

≤ Nα,βhβ−α‖Bβ(0)[y0 + S(θn, 0)g(y)]‖, (41)

‖Bα(t0)[S(t+h, ti )−S(t, ti )]B−β(ti )‖‖Bβ(ti )B−1(θn)‖ · ‖B(θn)S(θn, 0)B−1(0)‖
×‖B(0)B−1(t)‖‖B(t)Ii (y(t−i ))‖ ≤ Nβ,1N

′
1N1‖B(t)Ii (y(t−i ))‖ × Nα,βhβ−α.

(42)

and

‖Bα(t0)
∫ t+h

0
S(t + h, τ )G(τ, y(h3(τ )))dτ −

∫ t

0
S(t, τ )G(τ, y(h3(τ )))dτ‖

≤ Nαh1−α(| log(h)| + 1)‖mr‖L1 . (43)
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Since S(t, s) is a compact. Therefore, using (42) and (43) in (40), we deduce that
‖(Q2

n y)(t + h) − (Q2
n y)(t)‖α tends to zero as h → 0. Hence, Q2

n mapsWr (PC) into
a family of equicontinuous functions.

Step 6. Next we show that Q2
n maps Wr (PC) into a precompact set in Eα(t0) i.e.

the set U(t) = {(Q2
n y)(t) : y ∈ Wr (PC)} is precompact in Eα(t0) for each fixed

t ∈ [0, T ]. For t = 0, we have that U(0) = {Q2
n y)(0)} = {y0 + S(θn, 0)g(y), y ∈

Wr (PC)}. Since S(t, s) is compact, therefore, we deduce that U(0) = {Q2
n y)(0)} is

precompact in Eα(t0). Now, it remains to show thatU(t) = {(Q2
n y)(t) : y ∈ Wr (PC)}

is relatively compact in Eα(t0) for each t ∈ (0, T ]. First, we show that the set UG(t) =
{(Q2

Gn y)(t) : y ∈ Wr (PC)} is precompact in Eα(t0), where Q2
Gn is defined by

(Q2
Gn y)(t) = S(t, 0)[y0 + S(θn, 0)g(y)] +

∫ t

0
S(t, τ )G(τ, y(h3(τ )))dτ. (44)

Let ε > 0 be a real number satisfying ε < t for each fixed 0 < t ≤ T . For y ∈
Wr (PC), we consider

(Q
2,ε
Gn y)(t) = S(t, 0)[y0 + S(θn, 0)g(y)]

+S(t, t − ε)

∫ t−ε

0
S(t − ε, τ )G(τ, y(h3(τ )))dτ. (45)

By the compactness of S(t, s), t − s > 0, we obtain U(t)G,ε = {(Q2,ε
Gn y)(t) : y ∈

Wr (PC)} is relatively compact in Eα(t0) for every ε, ε ∈ (0, t). Furthermore, for
each y ∈ Wr (PC),

‖(Q2
Gn y)(t) − (Q

2,ε
Gn y)(t)‖α

≤ ‖
∫ t

t−ε

S(t, τ )G(τ, y(h3(τ )))dτ‖α,

≤
∫ t

t−ε

‖Bα(t0)B−β(t)‖ · ‖Bβ(t)S(t, τ )‖ × ‖G(τ, y(h3(τ )))‖dτ,

≤ Nα,β Nβ

∫ t

t−ε

(t − τ)−βmr (τ )dτ.

Therefore,
‖(Q2

Gn y)(t) − (Q
2,ε
Gn y)(t)‖α → 0, as ε → 0+. (46)

It implies that there are relatively compact sets which are arbitrarily near to the set
UG(t) = {(Q2

Gn y)(t) : y ∈ Wr (PC)}. Hence, UG(t) = {(Q2
Gn y)(t) : y ∈ Wr (PC)}

is relatively compact in Eα(t0). Furthermore, let J0 = J0 = [0, t1], J1 = (t1, t2], J1 =
[t1, t2], . . . , Jm = Jm = [tm, T ]. Now, we consider the mapping Q

2
I n : Wr →

PC([0, T ], Eα(t0)) defined by
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Q
2
I n y(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, t ∈ J0,

S(t, t1)S(θn, 0)I1(y(t1)), t ∈ J1
. . .∑δ

i=1 S(t, ti )S(θn, 0)Ii (y(t−i )), t ∈ Jδ.

(47)

By the Lemma 2.1, it sufficient to show that the set

{Q2
I n y : y ∈ Wr (PC)}J1

= {S(·, t1)S(θn, 0)I1(y(t−1 )) : · ∈ J1, y ∈ Wr }

is precompact in C([t1, t2], Eα(t0)), as the rest cases for t ∈ Ji , i = 1, . . . , m are the
same. Let v = (Q2

I n y)J1
, y ∈ Wr (PC) which means that

v(t1) = (Q2
I n y)(t+1 ) = S(θn, 0)I1(y(t1)), (48)

v(t) = (Q2
I n y)(t) = S(t, t1)S(θn, 0)I1(y(t1)), t ∈ J1. (49)

Thus, by the compactness of S(θn, 0) we deduce that {Q2
I n y : y ∈ Wr (PC)}J1

(t) is

relatively compact in PC([0, T ], Eα(t0)) for every t ∈ J 1. Hence, we deduce that
U(t) = {(Q2

n y)(t) = (Q2
Gn + Q

2
I n)y : y ∈ Wr (PC)} is also relative compact in

Eα(t0). Thus,Q2
n is a completely continuous operator by using ArzelaAscoli theorem.

These arguments enable us to conclude that Qn = Q
1
n + Q

2
n is a condensing map on

Wr (PC) and hence, there exists at least one fixed point yn for Qn inWr (PC) which
is just a mild solution for the problem (26)–(28).

Now, we prove that there is a subsequence yn converging to a mild solution of
(1)–(3). Let

∑
be the set of all the fixed points yn(·) of operator Qn onWr (PC) i.e.,

∑
= {yn(·) ∈ PC([0, T ], Eα(t0)) : yn = Qn yn, for each n ≥ 1} . (50)

Next, we are going to show that
∑

is relatively compact in PC([0, T ], E). To prove
the result, we consider the following decomposition of yn into y1n , y2n and y3n i.e.
yn = y1n + y2n + y3n such that

y1n (t) = S(t, 0)[−F(0, y(h1(0)), 0)] + F(t, yn(h1(t)),
∫ t

0
a1(t, s, yn(h2(s)))ds)

−
∫ t

0
S(t, τ )B(τ )F(τ, yn(h1(τ )),

∫ τ

0
a1(τ, ξ, yn(h2(ξ)))dξ)dτ, t ∈ [0, T ],

(51)

y2n (t) = S(t, 0)[y0+ S(θn, 0)g(yn)]+
∫ t

0
S(t, τ )G(τ, yn(h3(τ )))dτ, t ∈ [0, T ], (52)

y3n (t) =
∑

0<ti <t

S(t, ti )S(θn, 0)Ii (yn(t−i )), t ∈ [0, T ]. (53)

Now, we show that {y1n(t) : n ∈ N}, {y2n (t) : n ∈ N} and {y3n(t) : n ∈ N} are relatively
compact in PC([0, T ], Eα(t0)).
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Claim 1 {y1n(t) : n ∈ N} is equicontinuous on [0, T ].
Let h > 0 be a arbitrary constant such that 0 < t < t + h ≤ T . Then, for each

yn ∈ Wr (PC), we have

‖y1n(t + h) − y1n(t)‖α

≤ ‖Bα(t0)[S(t + h, 0) − S(t, 0)]F(0, y(h1(0)), 0)‖
+‖Bα(t0)B−1(t)B(t)[F(t + h, yn(h1(t + h)),

∫ t+h

0
a1(t + h, s, yn(h2(s)))ds)

−F(t, yn(h1(t)),
∫ t

0
a1(t, s, yn(h2(s)))ds)]‖

+‖Bα(t0)[
∫ t+h

0
S(t + h, τ )F(τ, yn(h1(τ )),

∫ τ

0
a1(τ, ξ, yn(h2(ξ)))dξ)‖dτ

−
∫ t

0
S(t, τ )F(τ, yn(h1(τ )),

∫ τ

0
a1(τ, ξ, yn(h2(ξ)))dξ)‖dτ ]‖

By the assumptions (H2), (H4) (2), we get

(1 − Nα,1L F )‖y1n(t + h) − y1n(t)‖α

≤ ‖Bα(t0)[S(t + h, 0) − S(t, 0)]B−1(t)‖[‖B(t)F(0, y(h1(0)), 0)‖]
+Nα,1L F (h + La1h)

+Nαh1−α(| log(h)| + 1) max
τ∈[0,T ] ‖F(τ, yn(h1(τ )),

∫ τ

0
a1(τ, ξ, yn(h2(ξ)))dξ)‖

Since Nα,1L F < 1, thus the righthand side of the above inequality tends to zero as
h → 0 which proves the equicontinuity of the set {y1n(t) : n ∈ N} on [0, T ].
Claim 2 We show that {y1n(t) : n ∈ N} is relatively compact in Eα(t0).

For t ∈ [0, T ], y ∈ Wr (PC) and 0 < α < β ≤ 1, we have

‖y1n(t)‖α ≤ Nα,β N
′
β Nβ,1[L F (T + r) + C4] + Nα,1[L F (r + La1r + C3) + C4]

+Nα,β Nβ [L F (r + La1r + C3) + C4]
∫ t

0
(t − τ)−βdτ,

≤ Nα,β N
′
β Nβ,1[L F (T + r) + C4] + Nα,1[L F (r + La1r + C3) + C4]

+Nα,β Nβ [L F (r + La1r + C3) + C4] T 1−β

(1 − β)
,

where C4 = supt∈[0,T ] ‖B(t)F(t, 0, 0)‖ and C3 = supt∈[0,T ]
∫ t
0 ‖a1(t, s, 0)‖ds. This

shows that {y1n(t) : n ∈ N} is uniformlyboundedon Eα(t0). ByArzela-Ascoli theorem,
we deduce that {y1n(t) : n ∈ N} is relatively compact in Eα(t0). Hence, {y1n(t) : n ∈ N}
is compact.
Claim 3 {y2n (t) : n ∈ N} is relatively compact in PC([0, T ], Eα(t0)).

(i) {y2n (t) : n ∈ N} is equicontinuous on [0, T ].
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Let us consider 0 < t < T and h > 0 be very small. Then, we have

‖y2n (t + h) − y2n (t)‖α

≤ ‖[S(t + h, 0) − S(t + h, 0)][y0 + S(θn, 0)g(yn)]‖α

+‖
∫ t+h

0
S(t + h, τ )G(τ, yn(h3(τ )))dτ −

∫ t

0
S(t, τ )G(τ, yn(h3(τ )))dτ‖α,

Using the similar arguments as showing the equicontinuity for the family {Q2
n y : y ∈

Wr (PC)} in pervious steps, it is easy to prove the equicontinuity of {y2n (t) : n ∈ N}
on [0, T ].

(i i) {y2n (t) : n ∈ N} is relatively compact in Eα(t0) . Let us consider t ∈ (0, T ] and
ε > 0. For yn ∈ Wr (PC), there exists ς ∈ (0, t) such that

‖y2n (t) − y2,ςn (t)‖α ≤ ‖
∫ t

t−ς

S(t, τ )G(τ, yn(h3(τ )))dτ‖α,

≤ Nα,β Nβ

∫ t

t−ς

(t − τ)−βmr (τ )dτ, (54)

where

y2,ςn (t)=S(t, 0)[y0+S(θn, 0)g(y)]+S(t, t−ς)

∫ t−ς

0
S(t−ς, τ)G(τ, yn(h3(τ )))dτ,

(55)
which is compact mapping. By using similar argument as proving relatively com-
pactness of the operator Q2

n . Thus, we can deduce that {y2n (t) : n ∈ N} is relatively
compact in PC((0, T ], Eα(t0)).

We set

ŷ2n (t) =
{

y2n (t), t ∈ [θ, T ],
y2n (θ), t ∈ [0, θ ] (56)

where θ comes from the condition (H3). Thus, by condition (H3), we have g(y2n ) =
g(ŷ2n ) and ŷ2n (t) = y2n (t) for t ∈ [θ, T ]. Moreover, one has that {ŷ2n : n ∈ N}
is relatively compact in PC((0, T ], Eα(t0)) by applying similar argument as proving
relatively compactness Step 6. Therefore, without loss of generality, it can be assumed
that ŷ2n → y ∈ PC((0, T ], Eα(t0)) as n → ∞.

Therefore, by the continuity of S(t, s) and g, we obtain

y2n (0) = y0 + S(θn, 0)g(y2n ) = y0 + S(θn, 0)g(ŷ2n ) → y0 + g(y) = y(0) (57)

as n → ∞. Thus, {y2n (0) : n ∈ N} is relatively compact.
Claim 4 {y3n(t) : n ∈ N} is relatively compact in PC([0, T ], Eα(t0)).

For t = t1 and yn ∈ PC([0, T ], Eα(t0)), we obtain that the set {y3n(t) : n ∈ N} is a
compact subset of Eα(t0). To prove the compactness of the set {y3n(t) : n ∈ N}, note
that
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y3n(t) =

⎧⎪⎨
⎪⎩
0, t ∈ J0,

S(t, t1)S(θn, 0)I1(yn(t1)), t ∈ J1,∑δ
i=1 S(t, ti )S(θn, 0)Ii (yn(ti )), t ∈ Jδ.

(58)

we only need to prove that {y3n(t) : yn ∈∑}∞n=1|J1
={S(·, t1)S(θn, 0)I1(yn(t1)) : · ∈

J1, yn ∈ ∑
, n ≥ 1} is precompact in C([t1, t2], Eα(t0)) as the rest cases for t ∈ Ji ,

i = 2, 3, δ are the same. We recall that vn ∈ {y3n(t) : yn ∈ ∑}∞n=1|J1
, which implies

that

vn(t1) = y3n(t+1 ) = S(θn, 0)I1(yn(t1)) = yn(t+1 ) − yn(t1), for some yn ∈
∑

,

vn(t) = y3n(t) = S(t, t1)S(θn, 0)I1(yn(t1)), for some yn ∈
∑

, t ∈ J1. (59)

Since S(t, s) is compact, therefore, we deduce that {y3n(t1) : n ∈ N, yn ∈ ∑} and
{y3n(t) : yn ∈ ∑

, n ∈ N} are relatively compact in X for each t ∈ J1.
Next, for t1 ≤ s ≤ t ≤ t2, we get

‖S(t, t1)S(θn, 0)I1(yn(t1)) − S(s, t1)S(θn, 0)I1(yn(t1))‖α

≤ ‖S(t, s)S(s, t1)S(θn, 0)I1(yn(t1)) − S(s, t1)S(θn, 0)I1(yn(t1))‖α,

‖[S(t, s) − I ]S(s, t1)S(θn, 0)I1(yn(t1))‖α (60)

which tends to zero as t → s. Thus, the set {y3n(t) : n ∈ N} is relatively compact for
each yn ∈ C([t1, t2], Eα(t0)) by ArzelaAscoli theorem. The same idea can be used
to prove that {y3n(t) : yn ∈ PC([0, T ], Eα(t0)), n ∈ N}|Ji

is precompact for each

i = 2, 3, . . . , δ. Therefore, {y3n(t) : yn ∈ PC([0, T ], Eα(t0))} is relatively compact
in PC([0, T ], Eα(t0)).

Thus,we conclude that {yn(t) : n ∈ N} is relatively compact in PC([0, T ], Eα(t0)).
Hence,

∑
is relatively compact in PC([0, T ], Eα(t0)). Without loss of generality, let

us assume that yn → y∗ in PC([0, T ], Eα(t0)) and

yn(t) = S(t, 0)[y0 + g(yn) − F(0, yn(h1(0)), 0)] + F(t, yn(h1(t)),

×
∫ t

0
a1(t, s, yn(h2(s)))ds)

−
∫ t

0
S(t, τ )B(τ )F(τ, yn(h1(τ )),

∫ τ

0
a1(τ, ξ, yn(h2(ξ)))dξ)dτ

+
∫ t

0
S(t, τ )G(τ, yn(h3(τ )),

∫ τ

0
b1(τ, ξ, yn(h2(ξ)))dξ)dτ

+
∑

0<ti <t

S(t, ti )S(θn, 0)Ii (yn(t−i )), t ∈ [0, T ]. (61)

It is obvious that y∗ ∈ PC([0, T ], Eα(t0)) is obtained by taking limits in above
equation defined by

y∗(t) = S(t, 0)[y0 + g(y∗) − F(0, y∗(h1(0)), 0)] + F(t, y∗(h1(t)),
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×
∫ t

0
a1(t, s, y∗(h2(s)))ds)

−
∫ t

0
S(t, τ )B(τ )F(τ, y∗(h1(τ )),

∫ τ

0
a1(τ, ξ, y∗(h2(ξ)))dξ)dτ

+
∫ t

0
S(t, τ )G(τ, y∗(h3(τ )),

∫ τ

0
b1(τ, ξ, y∗(h2(ξ)))dξ)dτ

+
∑

0<ti <t

S(t, ti )S(θn, 0)Ii (y∗(t−i )), t ∈ [0, T ]. (62)

This implies that y∗ is a mild solution for the nonlocal impulsive system (1)–(3) on
[0, T ]. This finishes the proof of the theorem. ��

4 Example

To illustrate the theory, we present an example in this section.
Let us consider the following nonlocal impulsive differential problem illustrated

by

Dα
t

[
w(t, x) −

∫ π

0
a(t, s, ϑ)w(sin t, ϑ)dθ

]
= ∂2

∂x2
w(t, x) + d(t)w(t, x)

+G(t,
∂

∂x
w(t, x)), 0 ≤ t ≤ T ≤ π, (63)

w(t, 0) = w(t, π) = 0, 0 ≤ t ≤ T, (64)

w(0, x) = u0(x) +
∫ π

0

∫ 1

0
cos(x − y)w

1
3 (s, y)dsdy, 0 ≤ x ≤ π, (65)

w(t+i , x) − w(t−i , x) = Ii (w(ti , x)) =
∫ ti

0
Pi (x, y)w(tk, y)dy, i = 1, . . . , δ,

(66)

where u0 ∈ E = L2([0, π ]), d(t) > 0 is a continuous function and is Hölder contin-
uous in t with parameter 0 < μ < 1. The function Pi , i = 1, . . . , δ are continuous.
Consider the operator B(t) defined by

B(t)y = −y′′ − d(t)y (67)

with domain

D(B)={y(·)∈E : y, y
′

are absolutely continuous and y′′∈E, y(0)= y(π)=0}.
(68)

It is easy to verify that B(t) generates an evolution operator S(t, s) satisfying assump-
tions (P1)–(P4) and

S(t, s) = T (t − s) exp

(∫ t

s
d(τ )dτ

)
, (69)
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where T (t) is the compact analytic semigroup generated by the operator −B with
−Ay = −y′′ for y ∈ D(B). It is not difficult to compute that −B has a discrete
spectrum and the eigenvalues are n2, n ∈ N with the corresponding normalized

eigenvectors wn(x) =
√

2
π
sin(nx). Therefore, for each y ∈ D(B), we have

− B(t)y =
∞∑

n=1

(−n2 + d(t)) < y, wn > wn, (70)

and clearly the common domain coincides with that of the operator B. Moreover, we
define Bα(t0) for t0 ∈ [0, T ] for self-adjoint operator B(t0) by the classical spectral
theorem and

Bα(t0)y =
∞∑

n=1

(n2 − d(t0))
α < y, wn > wn, (71)

on the domain D(Bα) = {y(·) ∈ E,
∑∞

n=1(n
2 − d(t0))α < y, wn > wn ∈ E}. In

addition,

B1/2(t0)y =
∞∑

n=1

√
(n2 − d(t0)) < y, wn > wn . (72)

Thus,

S(t, s)y =
∞∑

n=1

e−n2(t−s)+∫ t
s d(τ )dτ < y, wn > wn, (73)

Bα(t0)Bβ(t0)y =
∞∑

n=1

(n2 − d(t0))
α−β < y, wn > wn, (74)

Bα(t0)S(t, s)y =
∞∑

n=1

(n2 − d(t0))
αe−n2(t−s)+∫ t

s d(τ )dτ < y, wn > wn . (75)

for each y ∈ E . Then, we obtain

‖Bα(t)B−β(s)‖ ≤ (1 + ‖d(·)‖)α, ‖Bβ(t)S(t, s)B−β(s)‖ ≤ (1 + ‖d(·)‖)β, (76)

for t, s ∈ [0, T ] and 0 < α < β.
Now, we assume that following conditions are fulfilled. The functionsPi : [0, π ]×

[0, π ] → R, i = 1, . . . , δ are continuously differentiable and

γk =
∫ π

0

∫ π

0
(

∂

∂x
P〉(x, y))2dxdy < ∞. (77)

Let us consider the functions F : [0, T ] × E → E , G : [0, T ] × E → E

F(t, w)(·) =
∫ π

0
a(t, ·, ϑ)w(ϑ)dϑ, (78)
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G(t, w)(·) = G(t, w′(·)), (79)

g(w)(·) =
∫ π

0

∫ 1

ς

cos(x − y)w(s, y)dsdy w ∈ PC([0, T ], E1/2), (80)

Ii (z)(x) =
∫ π

0
Pi (x, y)z(tk, y)dy, i = 1, . . . , δ. (81)

Take h1(t) = h3(t) = sin(t). Thus, the system (63)–(66) can be written in the form
of system (1)–(3). Furthermore, B(t)F : [0, T ] × E1/2(t0) → E1/2(t0) (we choose
β = 1/2) G : [0, T ] × E1/2(t0) → E . Hence, there exists a mild solution for (63)–
(66) under appropriate functions G, F , g and Ii , i = 1, . . . , δ satisfying suitable
conditions to verify the assumptions on Theorem 3.1.
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