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EXISTENCE OF POSITIVE SOLUTIONS FOR SOME PROBLEMS

WITH NONLINEAR DIFFUSION

A. CAÑADA, P. DRÁBEK, AND J. L. GÁMEZ

Abstract. In this paper we study the existence of positive solutions for prob-
lems of the type

−∆pu(x) = u(x)q−1h(x, u(x)), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,

where ∆p is the p-Laplace operator and p, q > 1. If p = 2, such problems arise
in population dynamics. Making use of different methods (sub- and super-
solutions and a variational approach), we treat the cases p = q, p < q and
p > q, respectively. Also, some systems of equations are considered.

1. Introduction

In this paper we consider problems of the type

−∆pu(x) = u(x)q−1h(x, u(x)), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,

(1.1)

where Ω is a bounded and regular domain in RN , p, q are real constants, p, q > 1, ∆p

is the p-Laplace operator ∆pu = div(|∇u|p−2∇u), and h is a real function defined

on Ω × R, satisfying certain weak regularity conditions (see (H1-H2) in the next
section).

Problem (1.1) generalizes those arising in population dynamics, where usually
p = 2, the function u represents the density (at different points of Ω) of a biological
species, and, depending on the value of q, the problem has “linear diffusion” (if
q = 2), “slow diffusion” (if q < 2), or “fast diffusion” (if q > 2). Results for the
case q ≤ p = 2 (linear or slow diffusion) can be found in [4], [7], [11].

The case of “fast diffusion” (q > p = 2) is not widely treated in the literature,
even though it is interesting. One reason for this is that the methods used for the
other cases do not generally work well for it.
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Here we shall consider arbitrary p > 1. We will denote by p′ the exponent

conjugate to p, i.e.
1

p
+

1

p′
= 1, and by p∗ the critical Sobolev exponent, i.e.

p∗ =
Np

N − p
if p < N , p∗ = +∞ if p ≥ N .

The existence results for (1.1) are obtained in Section 3 for the cases 1 < q < p,
q = p and p < q < p∗ (see Theorem 3.1). The main tool is a general method of
sub- and super-solutions described in Section 2. Trying to cover also the case with
general q > p, we develop a variational-type method which allows us to obtain an
existence result for (1.1) even for q ≥ p∗ (see Theorem 3.2) under slightly different
assumptions on h = h(x, s).

Finally, in Section 4, we consider general systems of the form

−∆pu(x) = u(x)q−1h(x, u(x), v(x)), x ∈ Ω,
−∆pv(x) = v(x)q−1k(x, u(x), v(x)), x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,
(1.2)

and we develop a method of sub- and super-solutions for such systems, similar to
those given in [5], [7], [8]. As an application of that method, we give different
conditions to obtain a coexistence result for a particular system in the case p < q <
p∗, and in the general case p < q.

2. The method of sub- and super-solutions. The principal eigenvalue

of the p-Laplacian with a weight function

Consider the problem

−∆pu(x) = h̃(x, u(x)), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,

(2.1)

where Ω is a bounded and regular domain in RN and h̃ : Ω× R → R satisfies the
following hypotheses:

(H1)
h̃(x, s) is a Carathéodory function (i.e. h̃(x, .) is continuous for

a.e. x ∈ Ω and h̃(·, s) is measurable for all s ∈ R) and h̃(·, s) is
bounded if s belongs to bounded sets.

(H2)
∃ g : R → R, continuous and increasing, such that g(0) = 0, and

the map s 7→ h̃(x, s) + g(s) is nondecreasing, for a.e. x ∈ Ω.

Definition 2.1. A function u ∈ W 1,p(Ω) ∩ L∞(Ω) is said to be a sub-solution of
(2.1) if 

∫
Ω

|∇u|p−2∇u · ∇φ ≤
∫

Ω

h̃(x, u)φ, ∀φ ∈W 1,p
0 (Ω), φ ≥ 0,

u ≤ 0 on ∂Ω.

(A function v ∈ W 1,p(Ω) is said to be less than or equal to w ∈ W 1,p(Ω) on ∂Ω

when max{0, v − w} ∈W 1,p
0 (Ω).)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



POSITIVE SOLUTIONS FOR NONLINEAR DIFFUSION PROBLEMS 4233

In the same way, a function u ∈ W 1,p(Ω)∩L∞(Ω) is said to be a super-solution
of (2.1) if

∫
Ω

|∇u|p−2∇u · ∇φ ≥
∫

Ω

h̃(x, u)φ, ∀φ ∈W 1,p
0 (Ω), φ ≥ 0,

u ≥ 0 on ∂Ω.

Lemma 2.2 (Maximum Principle). Consider g from (H2) and functions u1, u2 ∈
W 1,p(Ω) ∩ L∞(Ω) such that, ∀φ ∈ W 1,p

0 (Ω), φ ≥ 0:
∫

Ω

|∇u2|p−2∇u2 · ∇φ+

∫
Ω

g(u2)φ ≤
∫

Ω

|∇u1|p−2∇u1 · ∇φ+

∫
Ω

g(u1)φ

and u2 ≤ u1 on ∂Ω.

Then u2 ≤ u1 a.e. in Ω.

Proof. Let us choose φ = (u2 − u1)
+ ∈ W 1,p

0 (Ω). Then it follows from (H2) that

0 ≥
∫

Ω

[|∇u2|p−2∇u2 − |∇u1|p−2∇u1

] · ∇(u2 − u1)
+

+

∫
Ω

[g(u2)− g(u1)](u2 − u1)
+

=

∫
Ω

|∇u2|p−2 + |∇u1|p−2

2
|∇(u2 − u1)

+|2

+

∫
{u2≥u1}

|∇u2|p−2 − |∇u1|p−2

2

[|∇u2|2 − |∇u1|2
]

+

∫
Ω

[g(u2)− g(u1)](u2 − u1)
+.

Observe that every summand in this last expression is nonnegative, and hence we
obtain that (u2 − u1)

+ = 0 a.e. in Ω or, equivalently, u2 ≤ u1 a.e. in Ω.

Lemma 2.3 ([6]). For every function f ∈ Lp
′
(Ω), the problem

−∆pu(x) + g(u(x)) = f(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,

admits a unique weak solution u ∈ W 1,p
0 (Ω). Moreover, the associated operator

T : Lp
′
(Ω) →W 1,p

0 (Ω), f 7→ u is continuous and nondecreasing.

The proof of this result can be found in [6]. The fact that T is nondecreasing
follows from Lemma 2.2.

Theorem 2.4. Consider problem (2.1), under hypotheses (H1-H2). Let u, u ∈
W 1,p(Ω) ∩ L∞(Ω) be, respectively, a sub-solution and a super-solution of problem
(2.1), with u(x) ≤ u(x) a.e. in Ω. Then there exists a minimal (and, respectively,
a maximal) weak solution u∗ (resp. u∗) for problem (2.1) in the “interval”

[u, u] = {u ∈ L∞(Ω) : u(x) ≤ u(x) ≤ u(x) a.e. in Ω}.
In particular, every weak solution u ∈ [u, u] of (2.1) satisfies also u∗(x) ≤ u(x) ≤
u∗(x) for a.e. x ∈ Ω.
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Proof. Consider the set [u, u] with the topology of convergence a.e., and define the

operator S : [u, u] → Lp
′
(Ω) by

Sv = h̃(·, v(·)) + g(v(·)) ∈ L∞(Ω) ⊂ Lp
′
(Ω), ∀ v ∈ [u, u].

By using hypotheses (H1-H2), we get that S is nondecreasing and bounded. More-
over, if vn, v ∈ [u, u], then

‖Svn − Sv‖p′
Lp′ =

∫
Ω

|h̃(x, vn) + g(vn)− h̃(x, v)− g(v)|p′ .

Let vn → v a.e. in Ω. Applying the Lebesgue dominated convergence theorem, we
obtain that ‖Svn − Sv‖Lp′ → 0, and then S is continuous.

Consider the continuous nondecreasing operator F : [u, u] → W 1,p
0 (Ω) defined

by F = T ◦ S, i.e., for a function v ∈ [u, u], F (v) is the unique weak solution of the
boundary value problem

−∆pu(x) + g(u(x)) = h̃(x, v(x)) + g(v(x)), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.

Writing u1 = F (u), u1 = F (u), we obtain that ∀φ ∈W 1,p
0 (Ω), φ ≥ 0,∫

Ω

|∇u1|p−2∇u1 · ∇φ+

∫
Ω

g(u1)φ =

∫
Ω

h̃(x, u)φ+

∫
Ω

g(u)φ

≥
∫

Ω

|∇u|p−2∇u · ∇φ+

∫
Ω

g(u)φ,

and ∫
Ω

|∇u1|p−2∇u1 · ∇φ+

∫
Ω

g(u1)φ =

∫
Ω

h̃(x, u)φ+

∫
Ω

g(u)φ

≤
∫

Ω

|∇u|p−2∇u · ∇φ+

∫
Ω

g(u)φ.

Applying Lemma 2.2 and taking into account that F is nondecreasing, we obtain
u ≤ F (u) ≤ F (u) ≤ F (u) ≤ u, a.e. in Ω, ∀u ∈ [u, u]. Repeating the same reasoning,
we can prove the existence of sequences {un} and {un} satisfying

u0 = u, un+1 = F (un),
u0 = u, un+1 = F (un),

and, for every weak solution u ∈ [u, u] of problem (2.1), we have

u0 ≤ u1 ≤ . . . ≤ un ≤ u ≤ un ≤ . . . ≤ u1 ≤ u0 a.e. in Ω.

Then, un → u∗, un → u∗, a.e. in Ω, with u∗, u∗ ∈ [u, u], u∗ ≤ u∗ a.e. in Ω. Since

un+1 = F (un) → F (u∗), and un+1 = F (un) → F (u∗) in W 1,p
0 (Ω) by continuity

of F , then u∗, u∗ ∈ W 1,p
0 (Ω) with u∗ = F (u∗), u∗ = F (u∗). This completes the

proof.

Remark. Note that it is sufficient for function h̃ to be defined in the set Ω ×[
ess inf

x∈Ω
u(x), ess sup

x∈Ω

u(x)

]
, and the function s 7→ g(s) + h̃(x, s) must be nonde-

creasing only while s ∈ [u(x), u(x)].
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Definition 2.5. Consider a function µ(x) ∈ L∞(Ω), and the following eigenvalue
problem:

−∆pu(x) + µ(x)|u(x)|p−2u(x) = λ|u(x)|p−2u(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.

We denote by λ1(Ω, µ) the principal eigenvalue of this eigenvalue problem. It is
known (see [1], [10]) that it is simple, isolated, and can be expressed as

λ1(Ω, µ) = inf
u∈W 1,p

0 (Ω)\{0}

∫
Ω

|∇u|p +

∫
Ω

µ|u|p∫
Ω

|u|p
.

The associated eigenfunction φ1(Ω, µ) (a regular function where the infimum of
the Rayleigh-type quotient is attained) can be chosen strictly positive in Ω, with
‖φ1(Ω, µ)‖L∞(Ω) = 1.

Proposition 2.6. The eigenvalue λ1(Ω, µ) has the following properties:

i) λ1(Ω, µ) is decreasing with respect to the domain Ω (we consider the ordering
given by the inclussion of domains).

ii) λ1(Ω, µ) is increasing with respect to the weight function µ.
iii) ∀M ∈ R, λ1(Ω, µ+M) = λ1(Ω, µ) +M .
iv) ∀t ∈ (0, 1), and µ1, µ2 ∈ L∞(Ω),

λ1(Ω, tµ1 + (1 − t)µ2) ≥ tλ1(Ω, µ1) + (1− t)λ1(Ω, µ2).

v) λ1(Ω, µ) is continuous with respect to µ ∈ L∞(Ω).

Proof. i) Consider Ω1 ⊂ Ω2, two bounded and regular domains in RN , and let

ũ ∈ W 1,p
0 (Ω2) be defined as the zero extension of φ1 = φ1(Ω1, µ) outside of

Ω1. It is clear that

λ1(Ω2, µ) ≤

∫
Ω2

(|∇ũ|p + µ|ũ|p)∫
Ω2

|ũ|p
=

∫
Ω1

(|∇φ1|p + µ|φ1|p)∫
Ω1

|φ1|p
= λ1(Ω1, µ).

Moreover, if Ω1 6= Ω2, then ũ is not strictly positive in Ω2, and so ũ is
not an eigenfunction associated with λ1(Ω2, µ). Consequently, the previous
inequality must be strict.

ii) is a consequence of the variational characterization of λ1(Ω, µ).
iii) We have

λ1(Ω, µ+M) = min
u∈W 1,p

0 (Ω)\{0}

∫
Ω

(|∇u|p + (µ+M)|u|p)∫
Ω

|u|p

= min
u∈W 1,p

0 (Ω)\{0}


∫

Ω

(|∇u|p + µ|u|p)∫
Ω

|u|p
+M


= λ1(Ω, µ) + M.
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iv) We have

λ1(Ω, tµ1 + (1− t)µ2)

= min
u∈W1,p

0 (Ω)\{0}

∫
Ω

(|∇u|p + (tµ1 + (1− t)µ2) |u|p)∫
Ω

|u|p

= min
u∈W1,p

0 (Ω)\{0}


t

∫
Ω

(|∇u|p + µ1|u|p)∫
Ω

|u|p
+

(1− t)

∫
Ω

(|∇u|p + µ2|u|p)∫
Ω

|u|p


≥ tλ1(Ω, µ1) + (1− t)λ1(Ω, µ2).

v) Setting ϕ =
φ1(Ω, µ)

‖φ1(Ω, µ)‖Lp

and ϕn =
φ1(Ω, µn)

‖φ1(Ω, µn)‖Lp

, ∀n ∈ N, we obtain

λ1(Ω, µ) =

∫
Ω

(|∇ϕ|p + µ|ϕ|p) ; λ1(Ω, µn) =

∫
Ω

(|∇ϕn|p + µn|ϕn|p) .
Observe that

λ1(Ω, µ) +

∫
Ω

[µn − µ]|ϕ|p =

∫
Ω

(|∇ϕ|p + µn|ϕ|p)
≥ λ1(Ω, µn)

=

∫
Ω

(|∇ϕn|p + µ|ϕn|p + [µn − µ]|ϕn|p) ≥ λ1(Ω, µ) +

∫
Ω

[µn − µ]|ϕn|p.

Taking into account that ‖µn− µ‖L∞ → 0 and ‖ϕ‖Lp(Ω) = 1, ‖ϕn‖Lp(Ω) = 1,
∀n ∈ N, we can deduce that the first and the last terms in the previous
inequality converge to λ1(Ω, µ), concluding the proof of Lemma 2.6.

3. The scalar model

We try to find positive weak solutions of the following boundary value problem:

−∆pu(x) = u(x)q−1h(x, u(x)), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,

(3.1)

where Ω is a bounded and regular domain in RN , p, q > 1.

Theorem 3.1. Consider problem (3.1), where h satisfies (H1-H2) and, moreover,
∃α > 0 such that h(x, α) ≤ 0, for a.e. x ∈ Ω. Then, a sufficient condition for
(3.1) to admit a nonnegative (p > q) or positive (p ≤ q < p∗) weak solution is:

Case p > q:

∃x0 ∈ Ω, r, ε, δ > 0 : h(x, s) ≥ ε for a.e. x ∈ B(x0; r) ⊂ Ω, ∀s ∈ (0, δ]

(Observe that, if h is continuous, this condition can be expressed as ∃x0 ∈
Ω : h(x0, 0) > 0.)

If h(x, s) ≥ 0 for a.e. x ∈ Ω and for all s ∈ [0, α], then this solution is
positive in Ω.

Moreover, if h is continuous and nonincreasing with respect to s, this suf-
ficient condition is also necessary.

Case p = q:

λ1(Ω,−h(·, 0)) < 0.

Moreover, if h is nonincreasing with respect to s, this sufficient condition is
also necessary.
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Case p < q < p∗: h is nonincreasing with respect to s, and

∃ γ > 0 : γp−q ≤ h(x, γβ), for a.e. x ∈ Ω,

where β = ‖θ‖L∞(Ω), and θ is any positive solution (it exists, as proved in
[9]) of

−∆pθ(x) = θ(x)q−1, x ∈ Ω,
θ(x) = 0, x ∈ ∂Ω.

(3.2)

Moreover, every such positive weak solution u satisfies u ∈ C1,ν
loc (Ω) with some

ν > 0.

Proof. It is clear that the right hand side of (3.1) satisfies hypotheses (H1-H2) (set

h̃(x, s) = sq−1h(x, s), g̃(s) = sq−1g(s)). Trivially, u ≡ α > 0 is a super-solution
of (3.1). In order to find an appropriate sub-solution, we consider three separate
cases.

Case p > q: Let B = B(x0; r). Consider u ∈W 1,p
0 (Ω), defined as

u(x) =

{
γφ1(B, 0)(x), x ∈ B,
0, x ∈ Ω \B,

where γ ∈]0, δ] is such that γp−q ≤ ε
λ1(B,0)

. Observe that, ∀s ∈ [0, γ], for a.e.

x ∈ B,

λ1(B, 0)sp−1 ≤ εsq−1 ≤ sq−1h(x, s).

Then, ∀φ ∈W 1,p
0 (Ω), φ ≥ 0, applying the Green formula, we get∫

Ω

|∇u|p−2∇u · ∇φ =

∫
B

|∇u|p−2∇u · ∇φ

=

∫
∂B

|∇u|p−2 ∂u

∂ne
φ+ λ1(B, 0)

∫
B

up−1φ

≤
∫

Ω

uq−1h(x, u)φ.

So, u is a (nonnegative and nontrivial) sub-solution of the problem (3.1).
Moreover, u(x) ≤ δ ≤ α ≡ u(x), a.e. in Ω.

Reciprocally, suppose that h = h(x, s) is nonincreasing with respect to s
and continuous with respect to x and s, and that the problem (3.1) admits
a nonnegative and nontrivial weak solution u. Let us argue by contradiction,
and suppose that h(x, 0) ≤ 0, ∀x ∈ Ω. Then

−∆pu(x) = u(x)q−1h(x, u(x)) ≤ u(x)q−1h(x, 0) ≤ 0, x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.

Applying Lemma 2.2, we can conclude that u ≤ 0 in Ω, which is a contradic-
tion.

Case p = q: Consider γ > 0 such that g(γ) + λ1(Ω,−h(·, 0)) ≤ 0. Then ∀s ∈
[0, γ], for a.e. x ∈ Ω,

h(x, 0) + λ1(Ω,−h(·, 0)) ≤ h(x, s) + g(s) + λ1(Ω,−h(·, 0))

≤ h(x, s) + g(γ) + λ1(Ω,−h(·, 0))

≤ h(x, s).
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Consider u = γφ1(Ω,−h(·, 0)) ∈ W 1,p
0 (Ω). Then, ∀φ ∈ W 1,p

0 (Ω), φ ≥ 0, we
have ∫

Ω

|∇u|p−2∇u · ∇φ =

∫
Ω

[h(x, 0) + λ1(Ω,−h(·, 0))]up−1φ

≤
∫

Ω

up−1h(x, u)φ,

i.e., u is a (positive) sub-solution of (3.1). Moreover,

g(γ) ≤ −λ1(Ω,−h(·, 0)) ≤ −λ1(Ω,−h(·, α)− g(α))

= −λ1(Ω,−h(·, α)) + g(α) ≤ −λ1(Ω, 0) + g(α) < g(α),

so u(x) ≤ γ < α ≡ u(x), a.e. in Ω.
Reciprocally, if h is nonincreasing with respect to u, and the problem (3.1)

admits a nonnegative and nontrivial weak solution u, then

λ1(Ω,−h(·, 0)) <

∫
Ω

|∇u|p −
∫

Ω

h(x, 0)|u|p∫
Ω

|u|p

≤

∫
Ω

|∇u|p −
∫

Ω

h(x, u)up∫
Ω

up
= 0.

Case p < q < p∗: Recall that, for p < q < p∗, there exists a positive solution θ
of the problem (3.2). Put β = ‖θ‖L∞(Ω), and let γ be given in the hypothesis.

If we consider u = γθ ∈ W 1,p
0 (Ω), φ ∈W 1,p

0 (Ω), φ ≥ 0, then∫
Ω

|∇u|p−2∇u · ∇φ = γp−1

∫
Ω

θq−1φ = γp−q
∫

Ω

uq−1φ

≤
∫

Ω

uq−1h(x, γβ)φ ≤
∫

Ω

uq−1h(x, u)φ,

i.e., u is a (nonnegative and nontrivial) sub-solution of (3.1), with u(x) ≤
γβ ≤ α ≡ u(x), a.e. in Ω.

Now, in the second and the third case, the existence of a positive weak solution
follows from Theorem 2.4. In the first case Theorem 2.4 implies the existence of
nonnegative and nontrivial weak solution. However, if h(x, s) ≥ 0 for a.e. x ∈ Ω
and for all s ∈ [0, α], we can apply Harnack type inequality due to Trudinger [13,
Th. 1.2], and the solution is positive in Ω.

Since every weak solution u, the existence of which was proved in all three cases,
satisfies u ∈ L∞(Ω), we have in fact u ∈ C1,ν

loc (Ω), on the basis of the result of
Tolksdorf [12].

Examples. For q ≤ p = 2, some examples can be found in [4]. For the case
p < q < p∗, consider the problem

−∆pu(x) = u(x)q−1[α− u(x)], x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.

(3.3)

Then our sufficient condition has the following form:

∃γ > 0 : α− γβ − γp−q ≥ 0,
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which is equivalent (maximizing that expression with respect to γ) to

α− β

(
q − p

β

) 1
q+1−p

−
(
q − p

β

) p−q
q+1−p

≥ 0.

If we take q = p + 1 (note that p∗ − p > 1 is necessary in this case; it holds if
p(p+ 1) > N), our condition becomes

α− 2
√
β ≥ 0.

Now we can continue in several ways:

– Fix Ω ⊂ RN (and then β). We can affirm that for α large enough, the problem
(3.3) admits a positive weak solution.

– Fix α > 0 (and then the biological species), and look for existence domains
(this is a very reasonable question in biology). Let us denote RΩ = {Rx : x ∈
Ω} for R > 0. It is easy to check that if θΩ is a solution of problem (3.2), with

βΩ = ‖θΩ‖L∞ , then θRΩ(x) = R
p

p−q θΩ( xR ), ∀x ∈ RΩ, and βRΩ = R
p

p−q βΩ. In
particular, βRΩ = R−pβΩ for q = p+ 1. So, our sufficient condition for RΩ,

α− 2
√
βRΩ ≥ 0,

can be expressed as follows:

α− 2R−p/2
√
βΩ ≥ 0.

Then, for R large enough, it is possible to obtain the existence result. This
is interesting, in particular, for Ω = B(0; 1) (unit ball in RN ).

In the following theorem we treat the case p < q with possibly q ≥ p∗.

Theorem 3.2. Consider the problem (3.1), where h satisfies (H1) and, moreover,
∃α > 0 such that h(x, α) = 0, h(x, s) > 0 for 0 < s < α and for a.e. x ∈ Ω. Let
H : Ω× R → R be defined by

H(x, t) =


0, if t < 0, x ∈ Ω,∫ t

0

sq−1h(x, s)ds if 0 ≤ t ≤ α, x ∈ Ω,

H(x, α), if t > α, x ∈ Ω.

Then the following implication holds:

sup
u∈W 1,p

0 (Ω)\{0}

∫
Ω

H(x, u)

‖u‖p
W 1,p

0

≥ 1

p
=⇒ (3.1) admits a positive

weak solution u ∈ C1,ν
loc (Ω).

Reciprocally, if h = h(x, s) is a nonincreasing function with respect to s, then

(3.1) admits a nonnegative
and nontrivial weak solution

=⇒ sup
u∈W 1,p

0 (Ω)\{0}

∫
Ω

H(x, u)

‖u‖p
W 1,p

0

≥ 1

q
.

Proof. Observe that H = H(x, t) is nondecreasing with respect to t. Denote by
M > 0 the constant for which |h(x, s)| ≤ M for any s ∈ [0, α] and for a.e. x ∈ Ω.
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Then for t1, t2 ∈ R, t1 < t2, and for a.e. x ∈ Ω, we have

|H(x, t2)−H(x, t1)| ≤
∫ min{α,t2}

max{0,t1}
sq−1|h(x, s)|ds

≤ M

q
[(min{α, t2})q − (max{0, t1})q]

≤ L|t2 − t1|,
where L > 0 depends only on M, q and α. Hence, H(x, ·) is a Lipschitzian function
and the constant L is uniform for a.e. x ∈ Ω.

Let Φ : W 1,p
0 (Ω) → R be defined as follows:

Φ(u) =



∫
Ω

H(x, u)

‖u‖p , if u 6≡ 0,

0, if u ≡ 0,

where ‖u‖ = ‖u‖W 1,p
0
. As H is bounded, it is clear that lim

‖u‖→+∞
Φ(u) = 0. In order

to calculate lim
‖u‖→0

Φ(u), take r ∈ (p,min{p∗, q}). Then, if t ∈ [0, α], x ∈ Ω,

H(x, t) ≤ M

q
tq =

M

q
tq−rtr ≤ M

q
αq−rtr.

If t > α, x ∈ Ω,

H(x, t) = H(x, α) ≤ M

q
αq−rαr <

M

q
αq−rtr.

So, H(x, t) ≤ M
q α

q−r |t|r, ∀t ∈ R and for a.e. x ∈ Ω. Taking into account that

W 1,p
0 (Ω) ⊂ Lr(Ω), we obtain

0 ≤ Φ(u) =

∫
Ω

H(x, u)

‖u‖p ≤
M

q
αq−r

∫
Ω

|u|r

‖u‖p ≤ C
‖u‖r
‖u‖p = C‖u‖r−p.

Then lim
‖u‖→0

Φ(u) = 0, and so Φ is bounded on W 1,p
0 (Ω). Let SH = sup

u∈W 1,p
0 (Ω)

Φ(u),

and consider {un} ⊂ W 1,p
0 (Ω) such that Φ(un) → SH on W 1,p

0 (Ω). It is clear that

{un} is bounded in W 1,p
0 (Ω). Moreover, we can suppose that ‖un‖ → ρ > 0.

Then, there exists a subsequence unk ⇀ u0 weakly in W 1,p
0 (Ω), with ‖u0‖ ≤ ρ.

Moreover, as W 1,p
0 (Ω) is compactly embedded into L1(Ω), we have unk → u0 in

L1(Ω). Moreover, since H = H(x, ·) is Lipschitzian with constant L > 0, we have∣∣∣∣∫
Ω

H(x, unk)−
∫

Ω

H(x, u0)

∣∣∣∣ ≤ L

∫
Ω

|unk − u0|,

and so

∫
Ω

H(x, unk) →
∫

Ω

H(x, u0). Hence,

SH = lim
n→+∞Φ(unk) =

∫
Ω

H(x, u0)

ρp
≤ Φ(u0).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



POSITIVE SOLUTIONS FOR NONLINEAR DIFFUSION PROBLEMS 4241

Then, Φ(u0) = SH and ‖u0‖ = ρ. As Φ is differentiable at W 1,p
0 (Ω)\{0}, we obtain

that Φ′(u0) ≡ 0, i.e., ∀v ∈ W 1,p
0 (Ω),

0 = Φ′(u0)(v) =

‖u0‖p
∫

Ω

H ′
u(x, u0)v −

∫
Ω

H(x, u0)

∫
Ω

p|∇u0|p−2∇u0 · ∇v
‖u0‖2p .

This means that u0 is a weak solution of the problem

−∆pu(x) =
1

pSH
H ′
u(x, u(x)), x ∈ Ω,

u(x) = 0, x ∈ ∂Ω.

Moreover, observe that, due to the definition of H , we have

‖u−0 ‖p =

∫
Ω

|∇u0|p−2∇u0 · ∇u−0 =
1

pSH

∫
Ω

H ′
u(x, u0)u

−
0 = 0

and

‖(u0 − α)+‖p =

∫
Ω

|∇u0|p−2∇u0 · ∇(u0 − α)+

=
1

pSH

∫
Ω

H ′
u(x, u0)(u0 − α)+ = 0,

i.e. 0 ≤ u0(x) ≤ α for a.e. x ∈ Ω. Hence, u0 is a nonnegative weak solution of the
problem

−∆pu(x) =
1

pSH
u(x)q−1h(x, u(x)), x ∈ Ω,

u(x) = 0, x ∈ ∂Ω.

Our hypothesis is just that
1

pSH
≤ 1. Then u0 becomes a (nonnegative and non-

trivial) sub-solution of problem (3.1). On the other hand we have also the super-
solution u ≡ α ≥ u0 a.e. in Ω. Applying Theorem 2.4, we deduce the existence of
the desired weak solution. The local C1,ν -regularity of the weak solution follows by
the same reasoning as in the proof of Theorem 3.1. The positivity of the solution
follows now from the result of Trudinger [13, Th. 1.1].

Reciprocally, if h = h(x, s) is a nonincreasing function with respect to s, observe
that ∀t ≥ 0, for a.e. x ∈ Ω,

H(x, t) ≥
∫ t

0

sq−1h(x, s)ds ≥ h(x, t)

∫ t

0

sq−1ds =
tq

q
h(x, t).

Then, if (3.1) admits a nonnegative and nontrivial weak solution u, this solution

verifies

∫
Ω

|∇u|p =

∫
Ω

uqh(x, u), and

Φ(u) =

∫
Ω

H(x, u)∫
Ω

|∇u|p
≥

∫
Ω

uq

q
h(x, u)∫

Ω

uqh(x, u)

=
1

q
,

and the proof is completed.
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Example. Fix α > 0, 1 < p < q, and apply the result to the problem{ −∆pu(x) = u(x)q−1λ[α− u(x)], x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.

(Pλ)

In order to emphasize the dependence on λ > 0, we write Φλ instead of Φ for the
functional associated with (Pλ) (see the proof of Theorem 3.2). Then Φλ = λΦ1

and we can affirm that for λ > 0 large enough, (Pλ) admits a positive weak solution,
while for λ > 0 small enough, (Pλ) does not admit any nonnegative and nontrivial
weak solution.

We must mention that this type of example (and also Theorem 3.2), for 2 =
p < q, has been obtained, by using variational techniques, in [2], where at least
two solutions are found. In this case, the variational nature of the two solutions
is one of minimum-type and one of mountain pass-type. It is known (see, for
instance, [3]) that between any sub- and super-solutions which are not solutions,
there always exists a local minimum of the associated variational operator. Then
we can affirm that a minimum-type solution lies between our sub-solution and our
super-solution, while the mountain pass-type solution seems not to be approachable
by our method. However, we find an iterative scheme which provides a monotone
convergent sequence to solutions of (Pλ). Moreover, as we show in the next section,
the proof of Theorem 3.2 can be extended to systems of equations which, in general,
do not have a variational structure.

4. The study of systems

In this section we study the existence of solutions (u, v) of the system

−∆pu(x) = u(x)q−1h(x, u(x), v(x)), x ∈ Ω,
−∆pv(x) = v(x)q−1k(x, u(x), v(x)), x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,
(4.1)

where Ω is a bounded and regular domain in RN , p, q are real constants, p, q > 1,
and h, k : Ω× R2 → R satisfy

(HK1)

h(x, s, t) and k(x, s, t) are Carathéodory functions (i.e. h(x, ·, ·),
k(x, ·, ·) are continuous for a.e. x ∈ Ω and h(·, s, t), k(·, s, t) are
measurable for all (s, t) ∈ R2), and h(·, s, t), k(·, s, t) are bounded
if s and t belong to bounded sets.

(HK2)
∃ g : R → R, continuous and increasing, such that g(0) = 0,
and the maps s 7→ h(x, s, t) + g(s) and t 7→ k(x, s, t) + g(t) are
nondecreasing for a.e. x ∈ Ω.

Due to the origin of the problem (population dynamics), we are interested in
finding a weak solution (u, v) of (4.1) such that both components, u and v, are
nonnegative and nontrivial (such a solution (u, v) is called a “coexistence state” for
(4.1)).

In order to obtain coexistence results for systems like (4.1), we have to employ an
extension of the classical method of sub- and super-solutions, applicable to general
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systems of the form

−∆pu(x) = h̃(x, u(x), v(x)), x ∈ Ω,

−∆pv(x) = k̃(x, u(x), v(x)), x ∈ Ω,
u(x) = v(x) = 0, x ∈ ∂Ω,

(4.2)

where Ω is a bounded and regular domain in RN , p > 1, and the nonlinearities

h̃, k̃ : Ω× R2 → R satisfy (HK1-HK2).

Definition 4.1. Let u, u, v, v ∈ W 1,p(Ω) ∩ L∞(Ω). These functions are said to be
a system of sub-super-solutions for system (4.2) if they satisfy

a) 
u(x) ≤ u(x), v(x) ≤ v(x), a.e. in Ω,

u ≤ 0 ≤ u, v ≤ 0 ≤ v, on ∂Ω,

b) ∀φ ∈W 1,p
0 (Ω), φ ≥ 0,

∀v ∈ [v, v],



∫
Ω

|∇u|p−2∇u · ∇φ ≥
∫

Ω

h̃(x, u, v)φ,

∫
Ω

|∇u|p−2∇u · ∇φ ≤
∫

Ω

h̃(x, u, v)φ,

∀u ∈ [u, u],



∫
Ω

|∇v|p−2∇v · ∇φ ≥
∫

Ω

k̃(x, u, v)φ,

∫
Ω

|∇v|p−2∇v · ∇φ ≤
∫

Ω

k̃(x, u, v)φ.

Theorem 4.2. Consider system (4.2) under the hypotheses (HK1-HK2). Let us
suppose that ∃u, u, v, v ∈ W 1,p(Ω) ∩ L∞(Ω), a system of sub-super-solutions for
(4.2). Then there exists a weak solution of (4.2),

(u, v) ∈ [u, u]× [v, v].

The proof of Theorem 4.2 is the standard adaptation of the associated result for
the case of scalar equations to systems. Similar proofs for p = 2 can be found in
[5], [7], [8].

As an application of the previous general result, we obtain sufficient conditions
for system (4.1) to admit a positive coexistence state.

Theorem 4.3. Consider system (4.1), where functions h, k : Ω × R2 → R satisfy
hypotheses (HK1-HK2) and, moreover, ∃α1, α2 such that h(x, α1, t) ≤ 0, ∀t ∈
[0, α2], for a.e. x ∈ Ω, and k(x, s, α2) ≤ 0, ∀s ∈ [0, α1], for a.e. x ∈ Ω. Then,
a sufficient condition for (4.1) to admit a coexistence state (p > q) or positive
coexistence state (p ≤ q < p∗) is:

Case p > q: ∃x1, x2 ∈ Ω, ∃ r1, r2, ε1, ε2, δ1, δ2 > 0 such that

h(x, s, t) ≥ ε1, for a.e. x ∈ B(x1; r1) ⊂ Ω, ∀s ∈ (0, δ1], ∀t ∈ [0, α2],

and

k(x, s, t) ≥ ε2, for a.e. x ∈ B(x2; r2) ⊂ Ω, ∀t ∈ (0, δ2], ∀s ∈ [0, α1].

If h(x, s, t) ≥ 0, k(x, s, t) ≥ 0 for a.e. x ∈ Ω and for all (s, t) ∈ [0, α1]×[0, α2],
the coexistence state is positive.
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Case p = q:

∃ ε > 0 :


h(x, 0, t) > λ1(Ω, 0) + ε, for a.e. x ∈ Ω, ∀t ∈ [0, α2],

k(x, s, 0) > λ1(Ω, 0) + ε, for a.e. x ∈ Ω, ∀s ∈ [0, α1].

Case p < q < p∗: The functions s 7→ h(x, s, t) and t 7→ k(x, s, t) are nonincreas-
ing, and

∃ γ1, γ2 > 0 :


γp−q1 ≤ h(x, γ1β, t), for a.e. x ∈ Ω, ∀t ∈ (0, α2],

γp−q2 ≤ k(x, s, γ2β), for a.e. x ∈ Ω, ∀s ∈ (0, α1],

where β is defined as in Theorem 3.1.

Moreover, the coexistence state (u, v) satisfies u, v ∈ C1,ν
loc (Ω).

Proof. Using the same ideas as in Theorem 3.1, it is easy to prove that u, u, v, v ∈
W 1,p(Ω) ∩ L∞(Ω) form a system of sub-super-solutions for system (4.1), if those
functions are defined as follows: u ≡ α1 > 0, v ≡ α2 > 0, and

Case p > q: Let B1 = B(x1; r1), B2 = B(x2; r2); then

u(x) =

{
γ1φ1(B1, 0)(x), x ∈ B1,
0, x ∈ Ω \B1,

v(x) =

{
γ2φ1(B2, 0)(x), x ∈ B2,
0, x ∈ Ω \B2,

where γi ∈ ]0, δi] is such that γp−qi ≤ εi
λ1(Bi,0)

, for i = 1, 2.

Case p = q: Consider γ > 0 such that g(γ) ≤ ε; then u = v = γφ1(Ω, 0).
Case p < q < p∗: Consider θ, a positive solution of problem (3.2), with β =
‖θ‖L∞ ; then u = γ1θ, v = γ2θ.

The reasoning concerning the positivity and local C1,ν -regularity is the same as in
the proof of Theorem 3.1.

Examples. For q ≤ p = 2 see the examples in [5]. As an example for p < q < p∗,
consider the particular predator-prey system with q = p+ 1:

−∆pu(x) = u(x)p[a− u(x)− cv(x)], x ∈ Ω,
−∆pv(x) = v(x)p[e− v(x) + gu(x)], x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,
(4.3)

where Ω is a bounded and regular domain in RN , p(p + 1) > N , and a, c, e, g are
real positive constants with cg < 1. Consider α1 = a, α2 = e + ga. The condition
of Theorem 4.3 has the following form:

∃ γ1, γ2 > 0 :

 γ−1
1 ≤ a− γ1β − ce− cga,

γ−1
2 ≤ e− γ2β,

which is equivalent to  e ≥ 2
√
β,

a− ce− cga ≥ 2
√
β.

We can now proceed similarly as in the scalar case:
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– Fix Ω (and then β), and take positive constants a, c, e, g satisfying those
conditions, or

– Fix the positive constants a, c, e, g, with a−ce−cga > 0, and consider domains
as euclidean balls of sufficiently large radius, in order to obtain small values
of β.

In order to treat also the case q ≥ p∗ we consider the system (4.1) under slightly
different assumptions on h and k.

Theorem 4.4 (Sufficient conditions). Let p < q in (4.1) and h, k satisfy (HK1).
Moreover, let there exist real numbers αH , α̃H , αK , α̃K such that 0 < α̃H ≤ αH ,
0 < α̃K ≤ αK and the following conditions hold: h(x, s, αK) > 0 for any s ∈
(0, α̃H), h(x, α̃H , αK) = 0, h(x, s, αK) ≤ h(x, s, t) for any (s, t) ∈ (0, αH)×(0, αK),
h(x, αH , t) ≤ 0 for any t ∈ (0, αK); k(x, 0, t) > 0 for any t ∈ (0, α̃K), k(x, 0, α̃K) =
0, k(x, 0, t) ≤ k(x, s, t) for any (s, t) ∈ (0, αH) × (0, αK), k(x, s, αK) ≤ 0 for any
s ∈ (0, αH) and for a.e. x ∈ Ω. Let H,K : Ω× R → R be defined as follows:

H(x, σ) =


0, if σ < 0, x ∈ Ω,∫ σ

0

sq−1h(x, s, αK)ds, if 0 ≤ σ ≤ α̃H , x ∈ Ω,

H(x, α̃H), if σ > α̃H , x ∈ Ω;

K(x, τ) =


0, if τ < 0, x ∈ Ω,∫ τ

0

tq−1k(x, 0, t)dt, if 0 ≤ τ ≤ α̃K , x ∈ Ω,

K(x, α̃K), if τ > α̃K , x ∈ Ω.

Then the inequalities

SH = sup
u∈W 1,p

0 (Ω)\{0}

∫
Ω

H(x, u)

‖u‖p
W 1,p

0

≥ 1

p

and

SK = sup
v∈W 1,p

0 (Ω)\{0}

∫
Ω

K(x, v)

‖v‖p
W 1,p

0

≥ 1

p

are sufficient for (4.1) to admit a positive coexistence state (u, v) ∈ C1,ν
loc (Ω)2 such

that 0 ≤ u ≤ αH , 0 ≤ v ≤ αK in Ω.

Proof. Following the lines of the proof of Theorem 3.2, we get functions u, v ∈
W 1,p

0 (Ω) \ {0} satisfying in the weak sense

−∆pu(x) =
1

pSH
u(x)q−1h(x, u(x), αK), x ∈ Ω,

−∆pv(x) =
1

pSK
v(x)q−1k(x, 0, v(x)), x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,

and, moreover, 0 ≤ u(x) ≤ α̃H , 0 ≤ v(x) ≤ α̃K a.e. in Ω. Set u ≡ αH , v ≡ αK .
Then, it follows from our hypotheses that u, u, v, v is a system of sub-super-solutions
for (4.1). Applying Theorem 4.2 we get the existence of a coexistence state of (4.1),
(u, v) ∈ [u, u] × [v, v]. The positivity and local C1,ν-regularity of u and v follow
from [12], [13] in the same way as in the proof of Theorem 3.2.
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Theorem 4.5 (Necessary conditions). Assume the same as in Theorem 4.5 and,
moreover, let h(x, s, 0) ≥ h(x, s, t) for any s ≥ 0, t ≥ 0 and a.e. x ∈ Ω, let
h(x, s, 0) be a nonincreasing function with respect to s for a.e. x ∈ Ω, and similarly
let k(x, c, t) ≥ k(x, s, t) for any c > 0, s ∈ (0, c), t ≥ 0 and a.e. x ∈ Ω. Let k(x, c, t)
be a nonincreasing function with respect to t for any c > 0 and for a.e. x ∈ Ω.
Assume that (4.1) admits a coexistence state (u, v) ∈ (W 1,p

0 (Ω)∩L∞(Ω))2. Denote

cu = ‖u‖L∞ and define Ĥ, K̂ : Ω× R → R by

Ĥ(x, σ) =



0, if σ < 0, x ∈ Ω,∫ σ

0

sq−1h(x, s, 0)ds, if 0 ≤ σ ≤ αH , x ∈ Ω,

Ĥ(x, αH), if σ > αH , x ∈ Ω;

K̂(x, τ) =



0, if τ < 0, x ∈ Ω,∫ τ

0

tq−1k(x, cu, t)dt, if 0 ≤ τ ≤ αK , x ∈ Ω,

K̂(x, αK), if τ > αK , x ∈ Ω.

Then

S
Ĥ

= sup
u∈W 1,p

0 (Ω)\{0}

∫
Ω

Ĥ(x, u)

‖u‖p
W 1,p

0

≥ 1

q

and

S
K̂

= sup
v∈W 1,p

0 (Ω)\{0}

∫
Ω

K̂(x, v)

‖v‖p
W 1,p

0

≥ 1

q
.

Proof. For any σ ≥ 0 and a.e. x ∈ Ω we have the following estimate:

Ĥ(x, σ) ≥
∫ σ

0

sq−1h(x, s, 0)ds ≥ h(x, σ, 0)

∫ σ

0

sq−1ds =
σq

q
h(x, σ, 0).

Then, if (4.1) admits a coexistence state (u, v),∫
Ω

|∇u|p =

∫
Ω

uqh(x, u, v) ≤
∫

Ω

uqh(x, u, 0).

Hence

S
Ĥ
≥

∫
Ω

Ĥ(x, u)∫
Ω

|∇u|p
≥

∫
Ω

uq

q
h(x, u, 0)∫

Ω

uqh(x, u, 0)

=
1

q
.

Similarly, using the properties of k and K̂, we derive the second inequality.

Example. Let us consider the system

−∆pu(x) = λu(x)q−1[a− u(x)− cv(x)], x ∈ Ω,
−∆pv(x) = λv(x)q−1[e− v(x) + gu(x)], x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,
(4.4)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



POSITIVE SOLUTIONS FOR NONLINEAR DIFFUSION PROBLEMS 4247

where Ω is a bounded and regular domain in RN , q > p, λ is a real positive
parameter, and a, c, e, g are real positive constants satisfying a − ce− cga > 0. In
order to emphasize the dependence on the parameter λ, we denote

hλ(x, s, t) = λ(a − s− ct), kλ(x, s, t) = λ(e − t+ gs).

Evidently, we have hλ(x, s, t) = λh1(x, s, t), kλ(x, s, t) = λk1(x, s, t). The functions
hλ, kλ satisfy the assumptions of Theorem 4.4 with αH = a, αK = e + ga, α̃H =
a− ce− cga, α̃K = e (the reader is invited to sketch a figure of the nodal domains
of h1 and k1). Then, it follows from Theorem 4.4 that the system (4.4) admits a

positive coexistence state (u, v) ∈ C1,ν
loc (Ω)2 satisfying 0 ≤ u ≤ a, 0 ≤ v ≤ e+ ga for

λ large enough (realize that SHλ
= λSH1 and SKλ

= λSK1 with SH1 > 0, SK1 > 0).
Also the assumptions of Theorem 4.5 should be verified (note that h1 and k1 are

linear polynomials in s and t). Hence the system (4.4) has not a coexistence state
for λ small enough (realize that S

Ĥλ
= λS

Ĥ1
with S

Ĥ1
> 0).

Remark. Note that the reasoning in the proofs of Theorems 3.2, 4.4 and 4.5 com-
bines a variational-type technique and the method of sub- and super-solutions.
This approach, in particular, enables to get existence result for systems with non-
variational structure.

Observe also that Theorems 4.4 and 4.5 should be formulated directly in terms
of the example in order to avoid somewhat complicated hypotheses on h and k. On
the other hand this general formulation emphasizes the relationship between the
system (4.1) and the scalar equation (3.1).

For clarity of the exposition, we restrict ourselves to the same p’s and q’s in the
different equations in system (4.1), but it is obvious that we can deal with more
general systems like

−∆p1u(x) = u(x)q1−1h(x, u(x), v(x)), x ∈ Ω,
−∆p2v(x) = v(x)q2−1k(x, u(x), v(x)), x ∈ Ω,

u(x) = v(x) = 0, x ∈ ∂Ω,
(4.5)

where Ω is a bounded and regular domain in RN , p1, p2, q1, q2 > 1 and h, k :
Ω× R2 → R satisfy (HK1) and (HK2).

To do this, we must begin by giving an extension of the previous results to
systems of the form

−∆p1u(x) = h̃(x, u(x), v(x)), x ∈ Ω,

−∆p2v(x) = k̃(x, u(x), v(x)), x ∈ Ω,
u(x) = v(x) = 0, x ∈ ∂Ω,

(4.6)

where p1, p2 > 1, and the nonlinearities h̃, k̃ : Ω× R2 → R satisfy (HK1-HK2).
The apropriate definition of a system of sub-super-solutions for system (4.6) is

now the following.

Definition 4.6. Let u, u ∈ W 1,p1(Ω) ∩ L∞(Ω), v, v ∈ W 1,p2(Ω) ∩ L∞(Ω). These
functions are said to be a system of sub-super-solutions for system (4.6) if they
satisfy

a) 
u(x) ≤ u(x), v(x) ≤ v(x), a.e. in Ω,

u ≤ 0 ≤ u, v ≤ 0 ≤ v, on ∂Ω,
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b) ∀φ ∈W 1,p1
0 (Ω), φ ≥ 0, ∀ϕ ∈W 1,p2

0 (Ω), ϕ ≥ 0,

∀v ∈ [v, v],



∫
Ω

|∇u|p1−2∇u · ∇φ ≥
∫

Ω

h̃(x, u, v)φ,

∫
Ω

|∇u|p1−2∇u · ∇φ ≤
∫

Ω

h̃(x, u, v)φ,

∀u ∈ [u, u],



∫
Ω

|∇v|p2−2∇v · ∇ϕ ≥
∫

Ω

k̃(x, u, v)ϕ,

∫
Ω

|∇v|p2−2∇v · ∇ϕ ≤
∫

Ω

k̃(x, u, v)ϕ.

Then, it is possible to prove a theorem analogous to Theorem 4.2.

Theorem 4.7. Consider system (4.6) under the hypotheses (HK1-HK2). Suppose
that ∃u, u ∈ W 1,p1(Ω) ∩ L∞(Ω), v, v ∈ W 1,p2(Ω) ∩ L∞(Ω), a system of sub-super-
solutions for (4.6). Then there exists a weak solution of (4.6), (u, v) ∈ [u, u]×[v, v].

We may apply this general result to systems of type (4.5), where, for instance,
p1 > q1 and p2 < q2 is allowed.
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