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Abstract

In this manuscript, we talk over the existence of solutions of a class of hybrid

Caputo–Hadamard fractional differential inclusions with Dirichlet boundary

conditions. Our results are based on the Arzelá–Ascoli theorem and some suitable

theorems of fixed point theory. As well, to illustrate our results, we confront the

exceptional case of the fractional differential inclusions with examples.
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1 Introduction

During the last decade, the subject of fractional differential equations and inclusions has

been developed intensively (for example, see [1–8] and the references therein). An ex-

cellent account on the study of fractional differential equations can be found in [9–12].

Hybrid fractional differential equations and inclusions, certain classes of equations and

inclusions involve the fractional derivative of an unknown function hybrid with the non-

linearity depending on it. Also, they have been examined by several researchers (for ex-

ample, see [13–15]). Most of the workplace on the fractional differential equations and

inclusions is based on Riemann–Liouville, Caputo, and Hadamard type fractional deriva-

tives. In 2012, Jarad et al. modified theHadamard fractional derivative into amore suitable

one having physical interpretable initial conditions similar to the singles in the Caputo set-

ting and called it Caputo–Hadamard fractional derivative. To determine the properties of

the modified derivative, refer to [16]. In 2011, Zhao et al. investigated the existence results

for the initial value problems of hybrid fractional integro-differential equation

Dq

[
θ (t)

u(t, θ (t))

]

= v
(

t, θ (t)
)

,

with real-valued initial condition θ (0) = θ0, whereD
q denotes the Riemann–Liouville frac-

tional derivative of order 0 < q < 1, t ∈ J = [0,T), u ∈ C(J ×R,R– {0}), and v in C(J ×R,R)

(for more details, see [13]). In 2016, Ahmad et al. studied the existence of solutions for a
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nonlocal boundary value problem of hybrid fractional integro-differential inclusions

⎧

⎨

⎩

CDα[
x(t)–

∑m
i=1 I

βihi(t,x(t))

f (t,x(t))
] ∈G(t,x(t)),

x(0) = µ(x), x(1) = A,

where CDα and Iα denote the Caputo fractional derivative and Riemann–Liouville integral

of order α, respectively, t ∈ J = [0, 1], m ∈ N, A ∈ R, 1 < α ≤ 2, βi > 0 for i = 1, 2, . . . ,m, the

functions f : J × R → R – {0}, hi : J × R → R for i = 1, 2, . . . ,m, µ : C(J ,R) → R, and the

multifunction G : J ×R→ P(R) satisfies certain conditions (for more details, see [14]).

Motivated by these articles, we look into the existence of solutions for the following

hybrid Caputo–Hadamard fractional differential inclusion:

⎧

⎨

⎩

C
HD

α[ x(t)–f (t,x(t),I
β1h1(t,x(t)),I

β2h2(t,x(t)),...,I
βnhn(t,x(t)))

g(t,x(t),Iγ1x(t),Iγ2x(t),...,Iγm x(t))
] ∈ K(t,x(t)),

x(1) = µ(x), x(e) = η(x),
(1)

where C
HD

α and Iα denote the Caputo–Hadamard fractional derivative and Hadamard in-

tegral of order α, respectively, t ∈ J = [1, e], n,m ∈N, 1 < α ≤ 2, βi > 0 for i = 1, 2, . . . ,n, γi >

0 for i = 1, 2, . . . ,m, the functions f : J×R
n+1 →R, g : J×R

m+1 →R–{0}, hi : J×R→ R for

i = 1, 2, . . . ,n, functions µ, η map C(J ,R) into R, and the multifunction K : J ×R → P(R)

satisfies certain conditions.

The Hadamard fractional integral of order α > 0 of a function y is defined by

Iαa y(t) =
1

Γ (α)

∫ t

a

(

ln
t

s

)α–1
y(s)

s
ds,

where a > 0, t > a. In particular, Iα1 y(t) := Iαy(t).

Definition 1 Let n ∈N, n – 1 < α ≤ n, y ∈ ACn
δ [a,b], where 0 < a < b < ∞ and

ACn
δ [a,b] =

{

y : [a,b]→R : δn–1y(t) ∈ AC[a,b], δ = t
d

dt

}

.

(i) If α �= n, then the Caputo–Hadamard fractional derivative of order α is defined by

C
HD

α
ay(t) =

1

Γ (n – α)

∫ t

a

(

ln
t

s

)n–α–1

δn
y(s)

s
ds = In–α

a δny(t).

(ii) If α = n, then the Caputo–Hadamard fractional derivative of order n is defined by

C
HD

n
ay(t) = δny(t).

In particular, CHD
0
1y(t) := y(t) and C

HD
α
1y(t) :=

C
HD

αy(t).

Lemma 2 ([16]) Let α > 0, n = [α] + 1, and β > 0. Then

C
HD

α
a

(

ln
t

a

)β–1

=
Γ (β)

Γ (β – α)

(

ln
t

a

)β–α–1

and C
HD

α
a

(

ln
t

a

)k

= 0,

where β > n, k = 0, 1, . . . ,n – 1, and C
HD

α
ac = 0 for all c ∈R.
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Lemma 3 ([16]) Let n ∈ N, n – 1 < α ≤ n, and x ∈ ACn
δ [a,b]. Then one has

Iαa
(
C
HD

α
a

)

x(t) = x(t) +

n–1
∑

i=0

ci

(

ln
t

a

)i

,

where c0, c1, . . . , cn–1 ∈R.

Lemma 4 ([16]) Let n ∈N, n–1 < α ≤ n, and x ∈ C[a,b]. Then one has C
HD

α
a (I

α
a )x(t) = x(t).

Let (X,‖ · ‖) be a normed space. Denote the set of compact and convex subsets of X,

the set of closed subsets of X, and the set of bounded subsets of X by Pcp,cv(X), Pcl(X),

and Pbd(X), respectively. An element x ∈ X is called a fixed point of T : X → 2X when-

ever x ∈ T(x). A multifunction T : J → 2R is said to be measurable whenever the func-

tion t �→ d(x,T(t)) is measurable for all x ∈ R. A multifunction T : J × R → 2R is a

Caratheodorymultifunction whenever themap t �→ T(t,x) is measurable for all x ∈R and

the map x �→ T(t,x) is upper semi-continuous for almost all t ∈ J . Also, a Caratheodory

multifunction T : J × R → 2R is called L1-Caratheodory whenever, for each ρ > 0, there

exists φρ ∈ L1(J ,R+) such that

∥
∥T(t,x)

∥
∥ = sup

{

|v| : v ∈ F(t,x)
}

≤ φρ(t)

for all x ∈R with |x| ≤ ρ and almost all t ∈ [1, e].

Suppose that x belongs to C(J ,R). We define the set of the selections of a multifunction

T : J ×R→ 2R at x by

ST ,x =
{

v ∈ L1[1, e]|v(t) ∈ T
(

t,x(t)
)

: ∀t ∈ J
}

.

Lemma 5 ([17]) The selections ST ,x �= ∅ for all x belong to C(J ,R)whenever amultifunction

T : J ×R→ 2R is an L1-Caratheodory multifunction.

Lemma6 ([17]) Let T : J×X → Pcp,cv(X) be an L
1-Caratheodorymultifunction and linear

mapping Θ : L1(J ,X) → C(J ,X) be continuous. Then the operator

⎧

⎨

⎩

Θ ◦ ST : C(J ,X) → Pcp,cv(C(J),X),

(Θ ◦ ST )(x) = Θ(ST ,x),

is a closed graph operator in C(J ,X)×C(J ,X).

Lemma 7 ([17]) If a multifunction T : J ×X → Pcl(X) is compact and has a closed graph,

then it is upper semi-continuous.

Let Br(0) and Br(0) be the open and closed balls centered at the origin 0 of radius r in a

Banach algebra X, respectively.

Theorem 8 ([18]) Suppose that A, B, C from X to X are three operators such that

(a) I
A
is well-defined and one-to-one,

(b) A and C are Lipschitzians with the Lipschitz constants q1 and q2, respectively,
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(c) B is completely continuous,

(d) Mq1 + q2 <
1
2
, where

M =
∥
∥B

(

Br(0)
)∥
∥ = sup

{

|Bx| : x ∈ Br(0)
}

. (2)

Then either

(i) the operator equation AxBx +Cx = x has a solution in Br(0), or

(ii) there exists u ∈ X with ‖u‖ = r such that µu = AuBu +Cu for some µ > 1.

Theorem 9 ([19]) Let A,C : Br(0) → X and B : Br(0) → Pcp,cv(X) be three operators such

that

(a) A and C are single-valued Lipschitz with the Lipschitz constants q1 and q2,

respectively;

(b) B is upper-semi continuous and compact;

(c) Mq1 + q2 <
1
2
, where M is defined by (2).

Then either

(i) the operator inclusion x ∈ AxBx +Cx has a solution, or

(ii) there exists u ∈ X with ‖u‖ = r such that µu ∈ AuBu +Cu for some µ > 1.

2 Main results

In this section, by using fixed point theorems, we look into the existence of solution for the

boundary value problem (1). In the first step, by applying the following lemma, we break

down the solution kind of hybrid fractional differential inclusion (1).

Lemma 10 Let y ∈ C(J ,R) and

x(·) – f (·,x(·), Iβ1h1(·,x(·)), I
β2h2(·,x(·)), . . . , I

βnhn(·,x(·)))

g(·,x(·), Iγ1x(·), Iγ2x(·), . . . , Iγmx(·))
∈ AC2

δ [1, e].

Then the unique solution of the hybrid fractional differential equation

C
HD

α

[
x(t) – f (t,x(t), Iβ1h1(t,x(t)), I

β2h2(t,x(t)), . . . , I
βnhn(t,x(t)))

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))

]

= y(t), (3)

via the boundary conditions x(1) = µ(x) and x(e) = η(x), is

x(t) = g
(

t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t)
)

×

[
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t

]

+ f
(

t,x(t), Iβ1h1
(

t,x(t)
)

, Iβ2h2
(

t,x(t)
)

, . . . , Iβnhn
(

t,x(t)
))

(4)
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for all t ∈ J , where

a0 =
µ(x) – f (1,µ(x),

n
︷ ︸︸ ︷

0, . . . , 0)

g(1,µ(x), 0, . . . , 0
︸ ︷︷ ︸

m

)
,

a1 =
η(x) – f (t,x(t), Iβ1h1(t,x(t)), I

β2h2(t,x(t)), . . . , I
βnhn(t,x(t)))|t=e

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))|t=e
.

Proof Let x(t) be a solution of equation (3). By using the operator Iα on both sides of

equation (3) and applying Lemma 3, we have

x(t) – f (t,x(t), Iβ1h1(t,x(t)), I
β2h2(t,x(t)), . . . , I

βnhn(t,x(t)))

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))

= Iαy(t) + c0 + c1 ln t,

where c0, c1 ∈R denote arbitrary constants. Thus

x(t) = g
(

t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t)
)

×

[
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + c0 + c1 ln t

]

+ f
(

t,x(t), Iβ1h1
(

t,x(t)
)

, Iβ2h2
(

t,x(t)
)

, . . . , Iβnhn
(

t,x(t)
))

.

Now, by utilizing the boundary conditions, we conclude c0 = a0 and

c1 = a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0.

Conversely, it is easy to check that equation (4) satisfies the boundary conditions x(1) =

µ(x) and x(e) = η(x). On the other hand, by deformation equation (4) to

x(t) – f (t,x(t), Iβ1h1(t,x(t)), I
β2h2(t,x(t)), . . . , I

βnhn(t,x(t)))

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))

= Iαy(t) + a0 +

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t,

and by applying Lemmas 2 and 4, we have

C
HD

α

[
x(t) – f (t,x(t), Iβ1h1(t,x(t)), I

β2h2(t,x(t)), . . . , I
βnhn(t,x(t)))

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))

]

= y(t),

where a0, a1 are defined in Lemma 10. This finishes our proof. �
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A function x belonging to C(J ,R) is a solution of problem (1) whenever it satisfies the

boundary conditions, and there exists a function y ∈ SK ,x such that

x(t) = g
(

t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t)
)

×

[
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t

]

+ f
(

t,x(t), Iβ1h1
(

t,x(t)
)

, Iβ2h2
(

t,x(t)
)

, . . . , Iβnhn
(

t,x(t)
))

for t ∈ J , where

a0 =
µ(x) – f (1,µ(x),

n
︷ ︸︸ ︷

0, . . . , 0)

g(1,µ(x), 0, . . . , 0
︸ ︷︷ ︸

m

)
,

a1 =
η(x) – f (t,x(t), Iβ1h1(t,x(t)), I

β2h2(t,x(t)), . . . , I
βnhn(t,x(t)))|t=e

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))|t=e
.

Let X = C(J ,R) denote the Banach algebra of all continuous functions from J to R en-

dowed with the norm defined by ‖x‖ = sup{|x(t)| : t ∈ J}.

Theorem 11 Suppose that

(H1) The multifunction K : J ×R → Pcp,cv(R) is an L1-Caratheodory such that

∥
∥K(t,x)

∥
∥ = sup

{

|y| : y ∈ K(t,x)
}

≤ p(t)ϕ
(

|x|
)

for (t,x) ∈ J × R, where p ∈ C(J ,R+) and ϕ : [0,∞) → (0,∞) is a continuous and

increasing function;

(H2) Function f : J ×R
n+1 →R is continuous, and there exists φ ∈ C(J ,R+) such that

∣
∣f (t,x1,x2, . . . ,xn+1) – f

(

t,x′
1,x

′
2, . . . ,x

′
n+1

)∣
∣ ≤ φ(t)

n+1
∑

i=1

∣
∣xi – x′

i

∣
∣,

where xi,x
′
i ∈R for i = 1, 2, . . . ,n + 1, t ∈ J , and n ∈N;

(H3) Function g : J × R
m+1 → R – {0} is continuous, and there exists ψ ∈ C(J ,R+) such

that

∣
∣g(t,x1,x2, . . . ,xm+1) – f

(

t,x′
1,x

′
2, . . . ,x

′
m+1

)∣
∣ ≤ ψ(t)

m+1
∑

i=1

∣
∣xi – x′

i

∣
∣,

where xi,x
′
i ∈R for i = 1, 2, . . . ,m + 1, t ∈ J , and m ∈N;

(H4) Functions hi : J × R → R are continuous for i = 1, 2, . . . ,n, and there exists pi ∈

C(J ,R+) for i = 1, 2, . . . ,n such that |hi(t,x) – hi(t,x
′)| ≤ pi(t)|x– x′| for i = 1, 2, . . . ,n,

where x,x′ ∈R, n ∈N, t ∈ J ;
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(H5) There exist constantsM0,M1 > 0 such that

∣
∣
∣
∣

η(x) – f (t,x(t), Iβ1h1(t,x(t)), I
β2h2(t,x(t)), . . . , I

βnhn(t,x(t)))|t=e

g(t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t))|t=e

∣
∣
∣
∣
<M1

and

∣
∣
∣
∣

µ(x) – f (1,µ(x),

n
︷ ︸︸ ︷

0, . . . , 0)

g(1,µ(x), 0, . . . , 0
︸ ︷︷ ︸

m

)

∣
∣
∣
∣
<M0

for all x ∈ C(J ,R).

The fractional differential inclusion (1) admits a solution whenever, for i = 1, 2, . . . ,n,

(
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1

)

‖ψ‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+ ‖φ‖

(

1 +

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

<
1

2
,

where G0 = supt∈J |g(t, 0, . . . , 0︸ ︷︷ ︸

m+1

)|, F0 = supt∈J |f (t, 0, . . . , 0︸ ︷︷ ︸

n+1

)|, Hi,0 = supt∈J |hi(t, 0)|, and

r >
G0[

2‖p‖ϕ(r)
Γ (α+1)

+ 2M0 +M1] + ‖φ‖
∑n

i=1
Hi,0

Γ (βi+1)
+ F0

1 – ‖ψ‖(1 +
∑m

i=1
1

Γ (γi+1)
)( 2‖p‖ϕ(r)

Γ (α+1)
+ 2M0 +M1) – ‖φ‖(1 +

∑n
i=1

‖pi‖
Γ (βi+1)

)
.

Proof Let Br(0) = {x ∈X : ‖x‖ ≤ r}. Define operators A : Br(0) →X , B : Br(0)→ P(X ) and

C : Br(0) →X by

(Ax)(t) = g
(

t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t)
)

,

(Bx)(t) =

{

v(t) : v(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t, y ∈ SK ,x

}

,

(Cx)(t) = f
(

t,x(t), Iβ1h1
(

t,x(t)
)

, Iβ2h2
(

t,x(t)
)

, . . . , Iβnhn
(

t,x(t)
))

,

respectively. We establish that the operators A, B, and C satisfy all the conditions of The-

orem 9. Since the operator K is L1-Caratheodory, SK ,x �= ∅ for all x ∈ X . First, we show

that Bx is a convex subset ofX for all x ∈ Br(0). Consider x ∈ Br(0) and v1, v2 ∈ Bx. Choose

y1, y2 ∈ SK ,x such that

v1(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y1(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y1(s)

s
ds – a0

)

ln t,
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v2(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y2(s)

s
ds + a0

+

(

a1
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y2(s)

s
ds – a0

)

ln t.

At present, for any 0≤ λ ≤ 1, we have

λv1(t) + (1 – λ)v2(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
λy1(s) + (1 – λ)y2(s)

s
ds + a0

+

[

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
λy1(s) + (1 – λ)y2(s)

s
ds – a0

]

ln t.

Since K has convex values, hence SK ,x is convex and λy1 + (1 – λ)y2 ∈ SK ,x. So λv1 + (1 –

λ)v2 ∈ Bx, which results in that Bx is a convex subset of X . Now, we show that Bx is a

compact subset of X for all x ∈ Br(0). Let x ∈ Br(0) and {vn} be a sequence in Bx. For each

n, choose yn ∈ SK ,x such that

vn(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
yn(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
yn(s)

s
ds – a0

)

ln t.

SinceK is compact-valued, {yn} has a subsequencewhich pointwise converges to y.We de-

note this subsequence again by {yn}. Since y(t) ∈ K(t,x(t)) and ‖K(t,x(t))‖ ≤ p(t)ϕ(|x(t)|),

by using Lebesgue dominated convergence theorem y ∈ SK ,x, we have

vn(t)→ v(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t

pointwise on J . Let t1 < t2 ∈ J . Then we have

∣
∣vn(t2) – vn(t1)

∣
∣ ≤

1

Γ (α)

∣
∣
∣
∣

∫ t2

1

(

ln
t2

s

)α–1
yn(s)

s
ds

–

∫ t1

1

(

ln
t1

s

)α–1
yn(s)

s
ds

∣
∣
∣
∣

+

∣
∣
∣
∣
a1 –

1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
yn(s)

s
ds – a0

∣
∣
∣
∣

× (ln t2 – ln t1)

≤
1

Γ (α)

∫ t1

1

∣
∣
∣
∣

(

ln
t2

s

)α–1

–

(

ln
t2

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds

+
1

Γ (α)

∫ t2

t1

∣
∣
∣
∣

(

ln
t2

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds
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+

(

|a1| +
1

Γ (α)

∫ e

1

∣
∣
∣
∣

(

ln
1

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds + |a0|

)

× (ln t2 – ln t1).

As t1 → t2, the right-hand side of the above inequality tends to zero. Hence {vn} is an

equicontinuous sequence. Therefore {vn} has a subsequence that uniformly converges to

v ∈ Bx, which proves that Bx is a compact subset of X . In this section, we shall show that

the operator B is compact on Br(0). Let S ⊂ Br(0). We prove that B(S) is a compact set in

X . To do this, we apply Arzelá–Ascoli theorem and show that B(S) is a uniformly bounded

and equicontinuous set. Let x ∈ S, v ∈ Bx, and t1 < t2 ∈ J . Choose y ∈ SK ,x such that

v(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t.

Therefore, we have

∣
∣v(t)

∣
∣ ≤

1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
|y(s)|

s
ds + |a0|

+

(

|a1| +
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
|y(s)|

s
ds + |a0|

)

ln t

≤
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
‖p‖ϕ(r)

s
ds

+M0 +

(

M1 +
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
‖p‖ϕ(r)

s
ds +M0

)

≤
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1.

Thus, ‖v‖ ≤
2‖p‖ϕ(r)
Γ (α+1)

+ 2M0 +M1. Also, we have

∣
∣v(t2) – v(t1)

∣
∣ ≤

1

Γ (α)

∣
∣
∣
∣

∫ t2

1

(

ln
t2

s

)α–1
y(s)

s
ds –

∫ t1

1

(

ln
t1

s

)α–1
y(s)

s
ds

∣
∣
∣
∣

+

∣
∣
∣
∣
a0 –

1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

∣
∣
∣
∣
(ln t2 – ln t1)

≤
1

Γ (α)

∫ t1

1

∣
∣
∣
∣

(

ln
t2

s

)α–1

–

(

ln
t2

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds

+
1

Γ (α)

∫ t2

t1

∣
∣
∣
∣

(

ln
t2

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds

+

(

|a1| +
1

Γ (α)

∫ e

1

∣
∣
∣
∣

(

ln
1

s

)α–1∣
∣
∣
∣

‖p‖ϕ(r)

s
ds + |a0|

)

× (ln t2 – ln t1).

As t1 → t2, the right-hand side of the above inequality tends to zero. Thus, B(S) is a uni-

formly bounded and equicontinuous set inX andB is a compact operator. In the following,
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we shall show that the operator B is upper semi-continuous on Br(0). To do this, we ap-

ply Lemma 7 and show that B has a closed graph. Let xn → x0 and vn ∈ Bxn (n ≥ 1) with

vn → v0. We prove that v0 ∈ Bx0. For each natural number n, choose yn ∈ SK ,xn such that

vn(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
yn(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
yn(s)

s
ds – a0

)

ln t.

Define the continuous linear operator θ : L1(J ,R)→X by

θ (y)(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t.

By using Lemma 6, θoSK is a closed graph operator. Since vn ∈ θ (SK ,xn ) for all n and xn →

x0, there exists y0 ∈ SK ,x0 such that

v0(t) =
1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y0(s)

s
ds + a0

+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y0(s)

s
ds – a0

)

ln t.

Hence, v0 ∈ Bx0. This implies that B has a closed graph, and as a result, B is upper semi-

continuous. Now, we show that the operators A, C are Lipschitz on Br(0). Let x, y ∈ Br(0).

Then we have

∣
∣Ax(t) –Ay(t)

∣
∣ =

∣
∣g

(

t,x(t), Iγ1x(t), Iγ2x(t), . . . , Iγmx(t)
)

– g
(

t, y(t), Iγ1y(t), Iγ2y(t), . . . , Iγmy(t)
)∣
∣

≤ ψ(t)

[

∣
∣x(t) – y(t)

∣
∣ +

m
∑

i=1

∣
∣Iγix(t) – Iγiy(t)

∣
∣

]

≤ ψ(t)

[

∣
∣x(t) – y(t)

∣
∣

+

m
∑

i=1

1

Γ (γi)

∫ t

1

(

ln
t

s

)γi–1 |x(s) – y(s)|

s
ds

]

≤ ‖ψ‖

[

‖x – y‖ + ‖x – y‖

m
∑

i=1

1

Γ (γi + 1)

]

,

which implies that

‖Ax –Ay‖ ≤ ‖ψ‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

︸ ︷︷ ︸

q1

‖x – y‖ = q1‖x – y‖.
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Also,

∣
∣Cx(t) –Cy(t)

∣
∣ =

∣
∣f

(

t,x(t), Iβ1h1
(

t,x(t)
)

, Iβ2h2
(

t,x(t)
)

, . . . , Iβnhn
(

t,x(t)
))

– f
(

t, y(t), Iβ1h1
(

t, y(t)
)

, Iβ2h2
(

t, y(t)
)

, . . . , Iβnhn
(

t, y(t)
))∣

∣

≤ φ(t)

[

∣
∣x(t) – y(t)

∣
∣

+

n
∑

i=1

∣
∣Iβihi

(

t,x(t)
)

– Iβihi
(

t, y(t)
)∣
∣

]

≤ φ(t)

[

∣
∣x(t) – y(t)

∣
∣

+

n
∑

i=1

1

Γ (βi)

∫ t

1

(

ln
t

s

)βi–1 |hi(s,x(s)) – hi(s, y(s))|

s
ds

]

≤ φ(t)

[

∣
∣x(t) – y(t)

∣
∣

+

n
∑

i=1

1

Γ (βi)

∫ t

1

(

ln
t

s

)βi–1 pi(s)|x(s) – y(s)|

s
ds

]

≤ ‖φ‖

(

‖x – y‖ + ‖x – y‖

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

= ‖φ‖

(

1 +

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

︸ ︷︷ ︸

q2

‖x – y‖ = q2‖x – y‖.

Since

M =
∥
∥B

(

Br(0)
)∥
∥ = sup

x∈Br(0)

{

supBx(t), t ∈ J
}

≤
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1,

we have

Mq1 + q2 ≤

(
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1

)

‖ψ‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+ ‖φ‖

(

1 +

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

<
1

2
.

Hence, all the conditions of Theorem 9 hold. Let u ∈ X , ‖u‖ = r, µ > 1, and µu ∈ AuBu +

Cu. Then we have

∣
∣u(t)

∣
∣ ≤

∣
∣g

(

t,u(t), Iγ1u(t), Iγ2u(t), . . . , Iγmu(t)
)∣
∣

×

∣
∣
∣
∣

1

Γ (α)

∫ t

1

(

ln
t

s

)α–1
y(s)

s
ds + a0
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+

(

a1 –
1

Γ (α)

∫ e

1

(

ln
1

s

)α–1
y(s)

s
ds – a0

)

ln t

∣
∣
∣
∣

+
∣
∣f

(

t,u(t), Iβ1h1
(

t,u(t)
)

, Iβ2h2
(

t,u(t)
)

, . . . , Iβnhn
(

t,u(t)
))∣

∣

≤
[∣
∣g

(

t,u(t), Iγ1u(t), Iγ2u(t), . . . , Iγmu(t)
)

– g(t, 0, 0, . . . , 0
︸ ︷︷ ︸

m+1

)
∣
∣

+
∣
∣g(t, 0, 0, . . . , 0

︸ ︷︷ ︸

m+1

)
∣
∣
]
(
2‖p‖ϕ(‖u‖)

Γ (α + 1)
+ 2M0 +M1

)

+
∣
∣f

(

t,u(t), Iβ1h1
(

t,u(t)
)

, Iβ2h2
(

t,u(t)
)

, . . . , Iβnhn
(

t,u(t)
))

– f (t, 0, 0, . . . , 0
︸ ︷︷ ︸

n+1

)
∣
∣ +

∣
∣f (t, 0, 0, . . . , 0

︸ ︷︷ ︸

n+1

)
∣
∣

≤

[

ψ(t)

(

∣
∣u(t)

∣
∣ +

m
∑

i=1

∣
∣Iγiu(t)

∣
∣

)

+G0

]
[
2‖p‖ϕ(‖u‖)

Γ (α + 1)
+ 2M0 +M1

]

+ φ(t)

(

∣
∣u(t)

∣
∣ +

n
∑

i=1

∣
∣Iβihi

(

t,u(t)
)∣
∣

)

+ F0

≤

[

‖ψ‖‖u‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+G0

]
[
2‖p‖ϕ(‖u‖)

Γ (α + 1)
+ 2M0 +M1

]

+ ‖φ‖

(

‖u‖ +

n
∑

i=1

‖pi‖‖u‖ +Hi,0

Γ (βi + 1)

)

+ F0

for some y ∈ SK ,u. Therefore

‖u‖ ≤

[

‖ψ‖‖u‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+G0

]
[
2‖p‖ϕ(‖u‖)

Γ (α + 1)
+ 2M0 +M1

]

+ ‖φ‖

(

‖u‖ +

n
∑

i=1

‖pi‖‖u‖ +Hi,0

Γ (βi + 1)

)

+ F0.

As a result, we have

‖u‖ ≤
G0[

2‖p‖ϕ(‖u‖)
Γ (α+1)

+ 2M0 +M1] + ‖φ‖
∑n

i=1
Hi,0

Γ (βi+1)
+ F0

1 – ‖ψ‖(1 +
∑m

i=1
1

Γ (γi+1)
)( 2‖p‖ϕ(‖u‖)

Γ (α+1)
+ 2M0 +M1) – ‖φ‖(1 +

∑n
i=1

‖pi‖
Γ (βi+1)

)
.

Since ‖u‖ = r, we have

r ≤
G0[

2‖p‖ϕ(r)
Γ (α+1)

+ 2M0 +M1] + ‖φ‖
∑n

i=1
Hi,0

Γ (βi+1)
+ F0

1 – ‖ψ‖(1 +
∑m

i=1
1

Γ (γi+1)
)( 2‖p‖ϕ(r)

Γ (α+1)
+ 2M0 +M1) – ‖φ‖(1 +

∑n
i=1

‖pi‖
Γ (βi+1)

)
< r.

This is an apparent contradiction, and conclusion (ii) of Theorem 9 does not hold. Hence,

there exists x ∈ Br(0) such that x ∈ AxBx + Cx, and it is a solution of hybrid fractional

differential inclusion (1). �
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In the following, we review the existence of solution for the hybrid fractional differential

equation

⎧

⎨

⎩

C
HD

α[
x(t)–f (t,x(t),Iβ1h1(t,x(t)),I

β2h2(t,x(t)),...,I
βnhn(t,x(t)))

g(t,x(t),Iγ1x(t),Iγ2x(t),...,Iγm x(t))
] = k(t,x(t)),

x(1) = µ(x), x(e) = η(x),
(5)

where C
HD

α and Iα denote the Caputo–Hadamard fractional derivative and Hadamard in-

tegral of order α, respectively, t ∈ J = [1, e], n,m ∈ N, 1 < α ≤ 2, βi > 0 (i = 1, 2, . . . ,n), γi > 0

(i = 1, 2, . . . ,m), the functions f : J ×R
n+1 → R, g : J ×R

m+1 → R – {0}, hi : J ×R → R(i =

1, 2, . . . ,n), k : J ×R → R, and µ,η : C(J ,R) → R satisfy certain conditions. It is clear that

equation (5) is a special case of inclusion (1), where K(t,x(t)) = {k(t,x(t))}. With argument

similar to the proof of Theorem 11, and applying Theorem 8, we can prove the following

theorem.

Theorem 12 Suppose that

(H ′
1) The function k : J × R → R is a continuous map such that |k(t,x)| ≤ p(t)ϕ(|x|) for

all (t,x) ∈ J × R, where p ∈ C(J ,R+) and ϕ : [0,∞) → (0,∞) is a continuous and

increasing function;

(H ′
2) If (x1 ,x2 ,...,xm+1)

g(t,x1 ,x2 ,...,xm+1)
= (y1 ,y2 ,...,ym+1)

g(t,y1 ,y2 ,...,ym+1)
, then

(x1,x2, . . . ,xm+1) = (y1, y2, . . . , ym+1)

for all t ∈ J and (x1,x2, . . . ,xm+1) ∈R
m+1.

Also, assume that conditions (H2), (H3), (H4), and (H5) in Theorem 11 hold. If

(
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1

)

‖ψ‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+ ‖φ‖

(

1 +

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

<
1

2
,

where r is the constant that was introduced in Theorem 11, then the fractional differential

equation (5) has at least one solution on J .

Example 1 Consider the following hybrid Caputo–Hadamard fractional differential in-

clusion:

⎧

⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎩

C
HD

3
2 [

x(t)–3– t2

100(1+t2)
(sinx(t)+cos(I

1
3 (sin t tan–1 x(t)))+

|I
1
2 (

t2|x(t)|
5(1+|x(t)|)

)|

1+|I
1
2 (

t2|x(t)|
5(1+|x(t)|)

)|

)

1+ e–π t

1000(1+e–π t )
( |x(t)|+|I

2
3 x(t)|+|I

3
4 x(t)|

1+|x(t)|+|I
2
3 x(t)|+|I

3
4 x(t)|

)

] ∈ [0, et sin t + 2],

x(1) = sin(x( 3
2
)), x(e) = cos(x( 5

2
)).

(6)

Here α = 3
2
,m = n = 2, β1 =

1
3
, β2 =

1
2
, γ1 =

2
3
, γ2 =

3
4
,

g(t,x1,x2,x3) = 1 +
(|x1| + |x2| + |x3|)e

–π t

1000(1 + (|x1| + |x2| + |x3|)(1 + e–π t))
,
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f (t,x1,x2,x3) = 3 +
t2

100(1 + t2)

(

sinx1 + cosx2 +
|x3|

1 + |x3|

)

,

K(t,x) = [0, et sinx + 2], h1(t,x) = sin t tan–1 x, h2(t,x) =
t2|x|

5(1+|x|)
, µ(y) = sin(y( 3

2
)), and η(y) =

cos(y( 5
2
)) for all x, x1, x2, and x3 ∈R, t ∈ J and y ∈ C(J ,R). Obviously,

∣
∣g(t,x1,x2,x3) – g

(

t,x′
1,x

′
2,x

′
3

)∣
∣ ≤

e–π t

1000(1 + e–π t)

3
∑

i=1

∣
∣xi – x′

i

∣
∣,

∣
∣f (t,x1,x2,x3) – f

(

t,x′
1,x

′
2,x

′
3

)∣
∣ ≤

t2

100(1 + t2)

3
∑

i=1

∣
∣xi – x′

i

∣
∣,

|h1(t,x1) – h1(t,x
′
1)| ≤ sin t|x1 – x′

1|, |h2(t,x1) – h2(t,x
′
1)| ≤

t2

5
|x1 – x′

1|,

∣
∣
∣
∣

η(y) – f (t, y(t), Iβ1h1(t, y(t)), I
β2h2(t, y(t)))|t=e

g(t,x(t), Iγ1x(t), Iγ2x(t)|t=e

∣
∣
∣
∣
< 4.03,

∣
∣
∣
∣

µ(y) – f (1,µ(y), 0, 0)

g(1,µ(y), 0, 0)

∣
∣
∣
∣
< 4.03,

‖K(t,x)‖ ≤ et + 2, F0 ≤ 3.01, G0 = 1, and H1,0 = H2,0 = 0 for all x1, x2, x3, x
′
1, x

′
2, x

′
3, and

x ∈R, t ∈ J , and y ∈ C(J ,R). Now, by setting p(t) = et +2, ϕ(x) = 1, ψ(t) = e–π t

1000(1+e–π t )
, φ(t) =

t2

100(1+t2)
, p1(t) = sin t, p2(t) =

t2

5
, M0 = 4.03, and M1 = 4.03 for all t ∈ J and x ∈ R

+, we have

‖p‖ = ee + 2, ‖φ‖ ≤ 1
100

, ‖ψ‖ ≤ 1
1000

, ‖p1‖ = 1, and ‖p2‖ =
e2

5
. Hence

(
2‖p‖ϕ(r)

Γ (α + 1)
+ 2M0 +M1

)

‖ψ‖

(

1 +

m
∑

i=1

1

Γ (γi + 1)

)

+ ‖φ‖

(

1 +

n
∑

i=1

‖pi‖

Γ (βi + 1)

)

≤ 0.14606 <
1

2
.

Therefore, all the conditions in Theorem 11 are satisfied, and problem (6) has at least one

solution on Br(0), where

r >
G0[

2‖p‖ϕ(r)
Γ (α+1)

+ 2M0 +M1] + ‖φ‖
∑n

i=1
Hi,0

Γ (βi+1)
+ F0

1 – ‖ψ‖(1 +
∑m

i=1
1

Γ (γi+1)
)( 2‖p‖ϕ(r)

Γ (α+1)
+ 2M0 +M1) – ‖φ‖(1 +

∑n
i=1

‖pi‖
Γ (βi+1)

)
≥ 47.68.
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