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1 Introduction

In these notes we discuss some recent progress on the problem of the existence, uniqueness and
stability of the flow associated to a weakly differentiable (Sobolev or BV regularity with respect
to the spatial variables) time-dependent vector field b(t, x) = bt(x) in Rd. Vector fields with this
“low” regularity show up, for instance, in several PDE’s describing the motion of fluids, and in
the theory of conservation laws.
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We are therefore interested to the well posedness of the system of ordinary differential equations

(ODE)


γ̇(t) = bt(γ(t))

γ(0) = x.

In some situations one might hope for a “generic” uniqueness of the solutions of (ODE), i.e.
for “almost every” initial datum x. But, as a matter of fact, no such uniqueness theorem is
presently known in the case when b(t, ·) has a Sobolev or BV regularity (this issue is discussed
in §9).
An even weaker requirement is the research of a “canonical selection principle”, i.e. a strategy
to select for L d-almost every x a solution X(·, x) in such a way that this selection is stable
w.r.t. smooth approximations of b.
In other words, we would like to know that, whenever we approximate b by smooth vector fields
bh, the classical trajectories Xh associated to bh satisfy

lim
h→∞

Xh(·, x) = X(·, x) in C([0, T ]; Rd), for L d-a.e. x.

The following simple example, borrowed from [8], provides an illustration of the kind of phe-
nomena that can occur.

Example 1 Let us consider the autonomous ODE γ̇(t) =
√
|γ(t)|

γ(0) = x0.

Then, solutions of the ODE are not unique for x0 = −c2 < 0. Indeed, they reach the origin in
time 2c, where they can stay for an arbitrary time T , then continuing as x(t) = 1

4(t− T − 2c)2.
Let us consider for instance the Lipschitz approximation (that could easily be made smooth) of
b(γ) =

√
|γ| by

bε(γ) :=



√
|γ| if −∞ < γ ≤ −ε2;

ε if −ε2 ≤ γ ≤ λε − ε2

√
γ − λε + 2ε2 if λε − ε2 ≤ γ < +∞,

with λε− ε2 > 0. Then, solutions of the approximating ODE’s starting from −c2 reach the value
−ε2 in time tε = 2(c− ε) and then they continue with constant speed ε until they reach λε − ε2,
in time Tε = λε/ε. Then, they continue as λε − 2ε2 + 1

4(t− tε − Tε)2.
Choosing λε = εT , with T > 0, by this approximation we select the solutions that don’t move,
when at the origin, exactly for a time T .
Other approximations, as for instance bε(γ) =

√
ε+ |γ|, select the solutions that move imme-

diately away from the singularity at γ = 0. Among all possibilities, this family of solutions
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x(t, x0) is singled out by the property that x(t, ·)#L 1 is absolutely continuous with respect to
L 1, so no concentration of trajectories occurs at the origin. To see this fact, notice that we can
integrate in time the identity

0 = x(t, ·)#L 1({0}) = L 1 ({x0 : x(t, x0) = 0})

and use Fubini’s theorem to obtain

0 =
∫

L 1({t : x(t, x0) = 0}) dx0.

Hence, for L 1-a.e. x0, x(·, x0) does not stay at 0 for a strictly positive set of times.

The theme of existence, uniqueness and stability has been trated in detail in the lectures notes
[7], and more recently in [8] (where also the applications to systems of conservation laws [11],
[9] and to the semi-geostrophic equation [53] are described), so some overlap with the content of
these notes is unavoidable. Because of this fact, we decided to put here more emphasis on even
more recent results [73], [15], [17], [48], relative to the differentiability properties of X(t, x) with
respect to x. This is not a casual choice, as the key idea of the paper [15] was found during the
Bologna school.

2 The continuity equation

An important tool, in studying existence, uniqueness ad stability of (ODE), is the well-posedness
of the Cauchy problem for the homogeneous conservative continuity equation

(PDE)
d

dt
µt +Dx · (bµt) = 0 (t, x) ∈ I × Rd

and for the transport equation
d

dt
wt + b · ∇wt = ct.

We will see that there is a close link between (PDE) and (ODE), first investigated in a nonsmooth
setting by DiPerna and Lions in [61].
Let us now make some basic technical remarks on the continuity equation and the transport
equation:

Remark 2 (Regularity in space of bt and µt) (1) Since the continuity equation (PDE) is
in divergence form, it makes sense without any regularity requirement on bt and/or µt, provided∫

I

∫
A
|bt| d|µt| dt < +∞ ∀A ⊂⊂ Rd. (1)

However, when we consider possibly singular measures µt, we must take care of the fact that
the product btµt is sensitive to modifications of bt in L d-negligible sets. In the Sobolev or BV
case we will consider only measures µt = wtL d, so everything is well stated.
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(2) On the other hand, due to the fact that the distribution bt · ∇w is defined by

〈bt · ∇w,ϕ〉 := −
∫

I

∫
wbt · ∇ϕdxdt−

∫
I
〈Dx · bt, wtϕt〉 dt ∀ϕ ∈ C∞c (I × Rd)

(a definition consistent with the case when wt is smooth) the transport equation makes sense
only if we assume that Dx · bt = div btL d for L 1-a.e. t ∈ I. See also [28], [29] for recent results
on the transport equation when b satisfies a one-sided Lipschitz condition.

Next, we consider the problem of the time continuity of t 7→ µt and t 7→ wt.

Remark 3 (Regularity in time of µt) For any test function ϕ ∈ C∞c (Rd), condition (1) gives

d

dt

∫
Rd

ϕdµt =
∫

Rd

bt · ∇ϕdµt ∈ L1(I)

and therefore the map t 7→ 〈µt, ϕ〉, for given ϕ, has a unique uniformly continuous representative
in I. By a simple density argument we can find a unique representative µ̃t independent of ϕ,
such that t 7→ 〈µ̃t, ϕ〉 is uniformly continuous in I for any ϕ ∈ C∞c (Rd). We will always work
with this representative, so that µt will be well defined for all t and even at the endpoints of I.
An analogous remark applies for solutions of the transport equation.

There are some other important links between the two equations:
(1) The transport equation reduces to the continuity equation in the case when ct = −wtdiv bt.
(2) Formally, one can estabilish a duality between the two equations via the (formal) identity

d

dt

∫
wt dµt =

∫
d

dt
wt dµt +

∫
d

dt
µtwt

=
∫

(−bt · ∇wt + ct) dµt +
∫

bt · ∇wt dµt =
∫
ct dµt.

This duality method is a classical tool to prove uniqueness in a sufficiently smooth setting (but
see also [28], [29]).
(3) Finally, if we denote by Y (t, s, x) the solution of the ODE at time t, starting from x at the
initial time s, i.e.

d

dt
Y (t, s, x) = bt(Y (t, s, x)), Y (s, s, x) = x,

then Y (t, ·, ·) are themselves solutions of the transport equation: to see this, it suffices to
differentiate the semigroup identity

Y (t, s,Y (s, l, x)) = Y (t, l, x)

w.r.t. s to obtain, after the change of variables y = Y (s, l, x), the equation

d

ds
Y (t, s, y) + bs(y) · ∇Y (t, s, y) = 0.

This property is used in a essential way in [61] to characterize the flow Y and to prove its
stability properties. The approach developed here, based on [6], is based on a careful analysis of
the measures transported by the flow, and ultimately on the homogeneous continuity equation
only.
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3 The continuity equation within the Cauchy-Lipschitz framework

In this section we recall the classical representation formulas for solutions of the continuity or
transport equation in the case when

b ∈ L1
(
[0, T ];W 1,∞(Rd; Rd)

)
.

Under this assumption it is well known that solutions X(t, ·) of the ODE are unique and stable.
A quantitative information can be obtained by differentiation:

d

dt
|X(t, x)−X(t, y)|2 = 2〈bt(X(t, x))− bt(X(t, y)),X(t, x)−X(t, y)〉

≤ 2Lip (bt)|X(t, x)−X(t, y)|2

(here Lip (f) denotes the least Lipschitz constant of f), so that Gronwall lemma immediately
gives

Lip (X(t, ·)) ≤ exp
(∫ t

0
Lip (bs) ds

)
. (2)

Turning to the continuity equation, uniqueness of measure-valued solutions can be proved by
the duality method. Or, following the techniques developed in these lectures, it can be proved
in a more general setting for positive measure-valued solutions (via the superposition principle)
and for signed solutions µt = wtL d (via the theory of renormalized solutions). So in this section
we focus only on the existence and the representation issues.
The representation formula is indeed very simple:

Proposition 4 For any initial datum µ̄ the solution of the continuity equation is given by

µt := X(t, ·)#µ̄, i.e.
∫

Rd

ϕdµt =
∫

Rd

ϕ(X(t, x)) dµ̄(x) ∀ϕ ∈ Cb(Rd). (3)

Proof. Notice first that we need only to check the distributional identity d
dtµt +Dx · (btµt) = 0

on test functions of the form ψ(t)ϕ(x), so that∫
R
ψ′(t)〈µt, ϕ〉 dt+

∫
R
ψ(t)

∫
Rd

〈bt,∇ϕ〉 dµt dt = 0.

This means that we have to check that t 7→ 〈µt, ϕ〉 belongs to W 1,1(0, T ) for any ϕ ∈ C∞c (Rd)
and that its distributional derivative is

∫
Rd〈bt,∇ϕ〉 dµt.

We show first that this map is absolutely continuous, and in particular W 1,1(0, T ); then one
needs only to compute the pointwise derivative. For every choice of finitely many, say n, pairwise
disjoint intervals (ai, bi) ⊂ [0, T ] we have

n∑
i=1

|ϕ(X(bi, x))− ϕ(X(ai, x))| ≤ ‖∇ϕ‖∞
∫
∪i(ai,bi)

|Ẋ(t, x)| dt

≤ ‖∇ϕ‖∞
∫
∪i(ai,bi)

sup |bt| dt
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and therefore an integration with respect to µ̄ gives

n∑
i=1

|〈µbi
− µai , ϕ〉| ≤ µ̄(Rd)‖∇ϕ‖∞

∫
∪i(ai,bi)

sup |bt| dt.

The absolute continuity of the integral shows that the right hand side can be made small when∑
i(bi − ai) is small. This proves the absolute continuity. For any x the identity Ẋ(t, x) =

bt(X(t, x)) is fulfilled for L 1-a.e. t ∈ [0, T ]. Then, by Fubini’s theorem, we know also that for
L 1-a.e. t ∈ [0, T ] the previous identity holds for µ̄-a.e. x, and therefore

d

dt
〈µt, ϕ〉 =

d

dt

∫
Rd

ϕ(X(t, x)) dµ̄(x)

=
∫

Rd

〈∇ϕ(X(t, x)), bt(X(t, x))〉 dµ̄(x)

= 〈btµt,∇ϕ〉

for L 1-a.e. t ∈ [0, T ]. �

In the case when µ̄ = ρL d we can say something more, proving that the measures µt = X(t, ·)#µ̄
are absolutely continuous w.r.t. L d and computing explicitely their density. Let us start by
recalling the classical area formula: if f : Rd → Rd is a (locally) Lipschitz map, then∫

A
g|Jf | dx =

∫
Rd

∑
x∈A∩f−1(y)

g(x) dy

for any Borel set A ⊂ Rd and any integrable function g : A→ R, where Jf = det∇f (recall that,
by Rademacher theorem, Lipschitz functions are differentiable L d-a.e.). Assuming in addition
that f is one to one and onto and that |Jf | > 0 L d-a.e. on A we can set A = f−1(B) and
g = ρ/|Jf | to obtain ∫

f−1(B)
ρ dx =

∫
B

ρ

|Jf |
◦ f−1 dy.

In other words, we have got a formula for the push-forward:

f#(ρL d) =
ρ

|Jf |
◦ f−1L d. (4)

In our case f(x) = X(t, x) is surely one to one, onto and Lipschitz. It remains to show that
|JX(t, ·)| does not vanish: in fact, one can show that JX > 0 and

exp
[
−
∫ t

0
‖[div bs]−‖∞ ds

]
≤ JX(t, x) ≤ exp

[∫ t

0
‖[div bs]+‖∞ ds

]
(5)

for L d-a.e. x, thanks to the following fact, whose proof is left as an exercise.
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Exercise 5 If b is smooth, we have

d

dt
JX(t, x) = div bt(X(t, x))JX(t, x).

Hint: use the ODE d
dt∇X = ∇bt(X)∇X.

The previous exercise gives that, in the smooth case, JX(·, x) solves a linear ODE with the
initial condition JX(0, x) = 1, whence the estimates on JX follow. In the general case the
upper estimate on JX still holds by a smoothing argument, thanks to the lower semicontinuity
of

Φ(v) :=


‖Jv‖∞ if Jv ≥ 0 L d-a.e.

+∞ otherwise

with respect to the w∗-topology of W 1,∞(Rd; Rd). This is indeed the supremum of the family of
Φ1/p

p , where Φp are the polyconvex (and therefore lower semicontinuous) functionals

Φp(v) :=
∫

Bp

|χ(Jv)|p dx.

Here χ(t), equal to ∞ on (−∞, 0) and equal to t on [0,+∞), is l.s.c. and convex. The lower
estimate can be obtained by applying the upper one in a time reversed situation.
Now we turn to the representation of solutions of the transport equation:

Proposition 6 If w ∈ L1
loc

(
[0, T ]× Rd

)
solves

d

dt
wt + b · ∇wt = c ∈ L1

loc

(
[0, T ]× Rd

)
then, for L d-a.e. x, we have

wt(X(t, x)) = w0(x) +
∫ t

0
cs(X(s, x)) ds ∀t ∈ [0, T ].

The (formal) proof is based on the simple observation that

d

dt
wt ◦X(t, x) =

d

dt
wt(X(t, x)) +

d

dt
X(t, x) · ∇wt(X(t, x))

=
d

dt
wt(X(t, x)) + bt(X(t, x)) · ∇wt(X(t, x))

= ct(X(t, x)).

In particular, as X(t, x) = Y (t, 0, x) = [Y (0, t, ·)]−1(x), we get

wt(y) = w0(Y (0, t, y)) +
∫ t

0
cs(Y (s, t, y)) ds.

We conclude this presentation of the classical theory pointing out two simple local variants of
the assumption b ∈ L1

(
[0, T ];W 1,∞(Rd; Rd)

)
made throughout this section.
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Remark 7 (First local variant) The theory outlined above still works under the assumptions

b ∈ L1
(
[0, T ];W 1,∞

loc (Rd; Rd)
)
,

|b|
1 + |x|

∈ L1
(
[0, T ];L∞(Rd)

)
.

Indeed, due to the growth condition on b, we still have pointwise uniqueness of the ODE and
a uniform local control on the growth of |X(t, x)|, therefore we need only to consider a local
Lipschitz condition w.r.t. x, integrable w.r.t. t.

The next variant will be used in the proof of the superposition principle.

Remark 8 (Second local variant) Still keeping the L1(W 1,∞
loc ) assumption, and assuming

µt ≥ 0, the second growth condition on |b| can be replaced by a global, but more intrinsic,
condition: ∫ T

0

∫
Rd

|bt|
1 + |x|

dµt dt < +∞. (6)

Under this assumption one can show that for µ̄-a.e. x the maximal solution X(·, x) of the ODE
starting from x is defined up to t = T and still the representation µt = X(t, ·)#µ̄ holds for
t ∈ [0, T ].

4 (ODE) uniqueness versus (PDE) uniqueness

In this section we illustrate some quite general principles, whose application may depend on
specific assumptions on b, relating the uniqueness for the ODE to the uniqueness for the PDE.
The viewpoint adopted in this section is very close in spirit to Young’s theory [95] of generalized
surfaces and controls (a theory with remarkable applications also to non-linear PDE’s [60, 88]
and to Calculus of Variations [19]) and has also some connection with Brenier’s weak solutions
of incompressible Euler equations [30], with Kantorovich’s viewpoint in the theory of optimal
transportation [63, 85] and with Mather’s theory [80, 81, 20]: in order to study existence,
uniqueness and stability with respect to perturbations of the data of solutions to the ODE,
we consider suitable measures in the space of continuous maps, allowing for superposition of
trajectories. Then, in some special situations we are able to show that this superposition actually
does not occur, but still this “probabilistic” interpretation is very useful to understand the
underlying techniques and to give an intrinsic characterization of the flow.
The first very general criterion is the following.

Theorem 9 Let A ⊂ Rd be a Borel set. The following two properties are equivalent:

(a) Solutions of the ODE are unique for any x ∈ A.

(b) Nonnegative measure-valued solutions of the PDE are unique for any µ̄ concentrated in A,
i.e. such that µ̄(Rd \A) = 0.
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Proof. It is clear that (b) implies (a), just choosing µ̄ = δx and noticing that two different
solutions X(t), X̃(t) of the ODE induce two different solutions of the PDE, namely δX(t) and
δX̃(t).
The converse implication is less obvious and requires the superposition principle that we are
going to describe below, and that provides the representation∫

Rd

ϕdµt =
∫

Rd

(∫
ΓT

ϕ(γ(t)) dηx(γ)
)
dµ0(x) ∀ϕ ∈ Cb(Rd),

with ηx probability measures concentrated on the absolutely continuous integral solutions of the
ODE starting from x. Therefore, when these are unique, the measures ηx are unique (and are
Dirac masses), so that the solutions of the PDE are unique. �

We will use the shorter notation ΓT for the space C
(
[0, T ]; Rd

)
and denote by et : ΓT → Rd the

evaluation maps γ 7→ γ(t), t ∈ [0, T ].

Definition 10 (Superposition solutions) Let η ∈ M+(Rd × ΓT ) be a measure concentrated
on the set of pairs (x, γ) such that γ is an absolutely continuous integral solution of the ODE
with γ(0) = x. We define

〈µη
t , ϕ〉 :=

∫
Rd×ΓT

ϕ(et(γ)) dη(x, γ) ∀ϕ ∈ Cb(Rd).

By a standard approximation argument the identity defining µη
t holds for any Borel function ϕ

such that γ 7→ ϕ(et(γ)) is η-integrable (or equivalently for any µη
t -integrable function ϕ).

Under the (local) integrability condition∫ T

0

∫
Rd×ΓT

χBR
(et)|bt(et)| dη dt < +∞ ∀R > 0 (7)

it is not hard to see that µη
t solves the PDE with the initial condition µ̄ := (πRd)#η: indeed, let

us check first that t 7→ 〈µη
t , ϕ〉 is absolutely continuous for any ϕ ∈ C∞c (Rd). For every choice

of finitely many pairwise disjoint intervals (ai, bi) ⊂ [0, T ] we have

n∑
i=1

|ϕ(γ(bi))− ϕ(γ(ai))| ≤ Lip (ϕ)
∫
∪i(ai,bi)

χBR
(|et(γ)|)bt(et(γ))| dt

for η-a.e. (x, γ), with R such that suppϕ ⊂ BR. Therefore an integration with respect to η
gives

n∑
i=1

|〈µη
bi
, ϕ〉 − 〈µη

ai
, ϕ〉| ≤ Lip (ϕ)

∫
∪i(ai,bi)

∫
Rd×ΓT

χBR
(et)|bt(et)| dη dt.

The absolute continuity of the integral shows that the right hand side can be made small when∑
i(bi − ai) is small. This proves the absolute continuity.
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It remains to evaluate the time derivative of t 7→ 〈µη
t , ϕ〉: we know that for η-a.e. (x, γ) the

identity γ̇(t) = bt(γ(t)) is fulfilled for L 1-a.e. t ∈ [0, T ]. Then, by Fubini’s theorem, we know
also that for L 1-a.e. t ∈ [0, T ] the previous identity holds for η-a.e. (x, γ), and therefore

d

dt
〈µη

t , ϕ〉 =
d

dt

∫
Rd×ΓT

ϕ(et(γ)) dη

=
∫

Rd×ΓT

〈∇ϕ(et(γ)), bt(et(γ))〉 dη = 〈btµt,∇ϕ〉 L 1-a.e. in [0, T ].

Remark 11 Actually the formula defining µη
t does not contain x, and so it involves only the

projection of η on ΓT . Therefore one could also consider measures σ in ΓT , concentrated on the
set of solutions of the ODE (for an arbitrary initial point x). These two viewpoints are basically
equivalent: given η one can build σ just by projection on ΓT , and given σ one can consider the
conditional probability measures ηx concentrated on the solutions of the ODE starting from x
induced by the random variable γ 7→ γ(0) in ΓT , the law µ̄ (i.e. the push forward) of the same
random variable and recover η as follows:∫

Rd×ΓT

ϕ(x, γ) dη(x, γ) :=
∫

Rd

(∫
ΓT

ϕ(x, γ) dηx(γ)
)
dµ̄(x). (8)

Our viewpoint has been chosen just for technical convenience, to avoid the use, wherever this is
possible, of the conditional probability theorem.

By restricting η to suitable subsets of Rd×ΓT , several manipulations with superposition solutions
of the continuity equation are possible and useful, and these are not immediate to see just at
the level of general solutions of the continuity equation. This is why the following result is
interesting.

Theorem 12 (Superposition principle) Let µt ∈ M+(Rd) be a solution of (PDE) and as-
sume that ∫ T

0

∫
Rd

|b|t(x)
1 + |x|

dµt dt < +∞.

Then µt is a superposition solution, i.e. there exists η ∈ M+(Rd × ΓT ) such that µt = µη
t for

any t ∈ [0, T ].

In the proof we use the narrow convergence of positive measures, i.e. the convergence with
respect to the duality with continuous and bounded functions, and the easy implication in
Prokhorov compactness theorem: any tight and bounded family F in M+(X) is (sequentially)
relatively compact w.r.t. the narrow convergence. Remember that tightness means:

for any ε > 0 there exists K ⊂ X compact s.t. µ(X \K) < ε ∀µ ∈ F .

A necessary and sufficient condition for tightness is the existence of a coercive functional Ψ :
X → [0,∞] such that

∫
Ψ dµ ≤ 1 for any µ ∈ F .
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Proof. Step 1. (Smoothing) The smoothing argument which follows has been inspired by
[65]. We mollify µt w.r.t. the space variable with a kernel ρ having finite first moment M
and support equal to the whole of Rd (a Gaussian, for instance), obtaining smooth and strictly
positive functions µε

t. We also choose a function ψ : Rd → [0,+∞) such that ψ(x) → +∞ as
|x| → +∞ and ∫

Rd

ψ(x)µ0 ∗ ρε(x) dx ≤ 1 ∀ε ∈ (0, 1)

and a convex nondecreasing function Θ : R+ → R having a more than linear growth at infinity
such that ∫ T

0

∫
Rd

Θ(|bt|(x))
1 + |x|

dµtdt < +∞

(the existence of Θ is ensured by Dunford-Pettis theorem). Defining

µε
t := µt ∗ ρε, bε

t :=
(btµt) ∗ ρε

µε
t

,

it is immediate that

d

dt
µε

t +Dx · (bε
tµ

ε
t) =

d

dt
µt ∗ ρε +Dx · (btµt) ∗ ρε = 0

and that bε ∈ L1
(
[0, T ];W 1,∞

loc (Rd; Rd)
)
. Therefore Remark 8 can be applied and the represen-

tation µε
t = Xε(t, ·)#µε

0 still holds. Then, we define

ηε := (x,Xε(·, x))# µ
ε
0,

so that ∫
Rd

ϕdµ
ηε
t =

∫
Rd×ΓT

ϕ(γ(t)) dηε (9)

=
∫

Rd

ϕ(Xε(t, x)) dµε
0(x) =

∫
Rd

ϕdµε
t.

Step 2. (Tightness) We will be using the inequality

((1 + |x|)c) ∗ ρε ≤ (1 + |x|)c ∗ ρε + εc ∗ ρ̃ε (10)

for c nonnegative measure and ρ̃(y) = |y|ρ(y), and

Θ(|bε
t(x)|)µε

t(x) ≤ (Θ(|bt|)µt) ∗ ρε(x). (11)

The proof of the first one is elementary, while the proof of the second one follows by applying
Jensen’s inequality with the convex l.s.c. function (z, t) 7→ Θ(|z|/t)t (set equal to +∞ if t < 0,
or t = 0 and z 6= 0, and equal to 0 if z = t = 0) and with the measure ρε(x− ·)L d.
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Let us introduce the functional

Ψ(x, γ) := ψ(x) +
∫ T

0

Θ(|γ̇|)
1 + |γ|

dt,

set equal to +∞ on ΓT \AC([0, T ]; Rd).
Using Ascoli-Arzelá theorem, it is not hard to show that Ψ is coercive (it suffices to show that
max |γ| is bounded on the sublevels {Ψ ≤ t}). Since∫

Rd×ΓT

∫ T

0

Θ(|γ̇|)
1 + |γ|

dt dηε(x, γ) =
∫ T

0

∫
Rd

Θ(|bε
t|)

1 + |x|
dµε

t dt

(10),(11)

≤ (1 + εM)
∫ T

0

∫
Rd

Θ(|bt|(x))
1 + |x|

dµtdt

and ∫
Rd×ΓT

ψ(x) dηε(x, γ) =
∫

Rd

ψ(x) dµε
0 ≤ 1

we obtain that
∫

Ψ dηε is uniformly bounded for ε ∈ (0, 1), and therefore Prokhorov compactness
theorem tells us that the family ηε is narrowly sequentially relatively compact as ε ↓ 0. If η is
any limit point we can pass to the limit in (9) to obtain that µt = µη

t .
Step 3. (η is concentrated on solutions of the ODE) It suffices to show that

∫
Rd×ΓT

∣∣∣γ(t)− x−
∫ t
0 bs(γ(s)) ds

∣∣∣
1 + max

[0,T ]
|γ|

dη = 0 (12)

for any t ∈ [0, T ]. The technical difficulty is that this test function, due to the lack of regularity
of b, is not continuous. To this aim, we prove first that

∫
Rd×ΓT

∣∣∣γ(t)− x−
∫ t
0 cs(γ(s)) ds

∣∣∣
1 + max

[0,T ]
|γ|

dη ≤
∫ T

0

∫
Rd

|bs − cs|
1 + |x|

dµsds (13)

for any continuous function c with compact support. Then, choosing a sequence (cn) converging
to b in L1(ν; Rd), with ∫

ϕ(s, x) dν(s, x) :=
∫ T

0

∫
Rd

ϕ(s, x)
1 + |x|

dµs(x) ds

and noticing that∫
Rd×ΓT

∫ T

0

|bs(γ(s))− cn
s (γ(s))|

1 + |γ(s)|
dsdη =

∫ T

0

∫
Rd

|bs − cn
s |

1 + |x|
dµsds→ 0,

we can pass to the limit in (13) with c = cn to obtain (12).
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It remains to show (13). This is a limiting argument based on the fact that (12) holds for bε,
ηε:

∫
Rd×ΓT

∣∣∣γ(t)− x−
∫ t
0 cs(γ(s)) ds

∣∣∣
1 + max

[0,T ]
|γ|

dηε

=
∫

Rd

∣∣∣Xε(t, x)− x−
∫ t
0 cs(Xε(s, x)) ds

∣∣∣
1 + max

[0,T ]
|Xε(·, x)|

dµε
0(x)

=
∫

Rd

∣∣∣∫ t
0 bε

s(X
ε(s, x))− cs(Xε(s, x)) ds

∣∣∣
1 + max

[0,T ]
|Xε(·, x)|

dµε
0(x) ≤

∫ t

0

∫
Rd

|bε
s − cs|

1 + |x|
dµε

sds

≤
∫ t

0

∫
Rd

|bε
s − cε

s|
1 + |x|

dµε
sds+

∫ t

0

∫
Rd

|cε
s − cs|

1 + |x|
dµε

sds

≤
∫ t

0

∫
Rd

|bs − cs|
1 + |x|

dµsds+
∫ t

0

∫
Rd

|cε
s − cs|

1 + |x|
dµε

sds.

In the last inequalities we added and subtracted cε
t := (ctµt) ∗ ρε/µ

ε
t. Since cε

t → ct uniformly
as ε ↓ 0 thanks to the uniform continuity of c, passing to the limit in the chain of inequalities
above we obtain (13). �

The applicability of Theorem 9 is strongly limited by the fact that, on one hand, pointwise
uniqueness properties for the ODE are known only in very special situations, for instance when
there is a Lipschitz or a one-sided Lipschitz (or log-Lipschitz, Osgood...) condition on b. On
the other hand, also uniqueness for general measure-valued solutions is known only in special
situations. It turns out that in many cases uniqueness of the PDE can only be proved in smaller
classes L of solutions, and it is natural to think that this should reflect into a weaker uniqueness
condition at the level of the ODE.
We will see indeed that there is uniqueness in the “selection sense”. In order to illustrate this
concept, in the following we consider a convex class Lb of measure-valued solutions µt ∈ M+(Rd)
of the continuity equation relative to b, satifying the following monotonicity property:

0 ≤ µ′t ≤ µt ∈ Lb =⇒ µ′t ∈ Lb (14)

whenever µ′t still solves the continuity equation relative to b, and satisfies the integrability
condition ∫ T

0

∫
Rd

|bt(x)|
1 + |x|

dµ′t(x)dt < +∞.

The typical application will be with absolutely continuous measures µt = wtL d, whose densities
satisfy some quantitative and possibly time-depending bound (e.g. L∞(L1) ∩ L∞(L∞)).

Definition 13 (Lb-lagrangian flows) Given the class Lb, we say that X(t, x) is a Lb-La-
grangian flow starting from µ̄ ∈ M+(Rd) (at time 0) if the following two properties hold:
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(a) X(·, x) is absolutely continuous in [0, T ] and satisfies

X(t, x) = x+
∫ t

0
bs(X(s, x)) ds ∀t ∈ [0, T ]

for µ̄-a.e. x;

(b) µt := X(t, ·)#µ̄ ∈ Lb.

Heuristically Lb-Lagrangian flows can be thought as suitable selections of the (possibly non
unique) solutions of the ODE, made in such a way to produce a density in Lb. See Example 1
for an illustration of this concept.
We will show that the Lb-Lagrangian flow starting from µ̄ is unique, modulo µ̄-negligible sets,
whenever uniqueness1 for the PDE holds in the class Lb, i.e.

µ0 = µ′0 =⇒ µt = µ′t ∀t ∈ [0, T ]

whenever µt and µ′t belong to Lb.
Before stating and proving the uniqueness theorem for Lb-Lagrangian flows, we state two ele-
mentary but useful results. The first one is a simple exercise:

Exercise 14 Let σ ∈ M+(ΓT ) and let D ⊂ [0, T ] be a dense set. Show that σ is a Dirac mass
in ΓT iff its projections (e(t))#σ, t ∈ D, are Dirac masses in Rd.

The second one is concerned with a family of measures ηx:

Lemma 15 Let ηx be a measurable family of positive finite measures in ΓT with the following
property: for any t ∈ [0, T ] and any pair of disjoint Borel sets E, E′ ⊂ Rd we have

ηx ({γ : γ(t) ∈ E}) ηx

(
{γ : γ(t) ∈ E′}

)
= 0 µ̄-a.e. in Rd. (15)

Then ηx is a Dirac mass for µ̄-a.e. x.

Proof. Taking into account Exercise 14, for a fixed t ∈ (0, T ] it suffices to check that the
measures λx := γ(t)#ηx are Dirac masses for µ̄-a.e. x. Then (15) gives λx(E)λx(E′) = 0 µ̄-a.e.
for any pair of disjoint Borel sets E, E′ ⊂ Rd. Let δ > 0 and let us consider a partition of Rd in
countably many Borel sets Ri having a diameter less then δ. Then, as λx(Ri)λx(Rj) = 0 µ̄-a.e.
whenever i 6= j, we have a corresponding decomposition of µ̄-almost all of Rd in Borel sets Ai

such that suppλx ⊂ Ri for any x ∈ Ai (just take {λx(Ri) > 0} and subtract from it all other
sets {λx(Rj) > 0}, j 6= i). Since δ is arbitrary the statement is proved. �

Theorem 16 (Uniqueness of Lb-Lagrangian flows) Assume that the PDE has the unique-
ness property in Lb. Then the Lb-Lagrangian flow starting from µ̄ is unique, i.e. two different

1We thank A. Figalli and F. Flandoli for pointing out that the argument works with minor variants when only
uniqueness is imposed at the level of the PDE, and not necessarily the comparison principle
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selections X1(t, x) and X2(t, x) of solutions of the ODE inducing solutions of the the continuity
equation in Lb satisfy

X1(·, x) = X2(·, x) in ΓT , for µ̄-a.e. x.

More generally, if η1, η2 ∈ M+(Rd × ΓT ) are concentrated on the pairs (x, γ) with γ absolutely
continuous solution of the ODE, and if µη1

t = µη2

t ∈ Lb, then η1 = η2 and ηi are concentrated
on the graph of a map x 7→ X(·, x) which is the unique Lb-Lagrangian flow.

Proof. If the first statement were false we could produce a measure η not concentrated on a
graph inducing a solution µη

t ∈ Lb of the PDE. This is not possible, thanks to the next result
(Theorem 18). The measure η can be built as follows:

η :=
1
2
(η1 + η2) =

1
2

[(x,X1(·, x))#µ̄+ (x,X2(·, x))#µ̄] .

Since Lb is convex we still have µη
t = 1

2(µη1

t + µη2

t ) ∈ Lb. In a similar way, one can use
Theorem 18 first to show that ηi are concentrated on graphs, and then the previous combination
argument to show that η1 = η2. �

Remark 17 In the same vein, one can also show that

X1(·, x) = X2(·, x) in ΓT for µ̄1 ∧ µ̄2-a.e. x

whenever X1, X2 are Lb-Lagrangian flows starting respectively from µ̄1 and µ̄2.

We used the following basic result, having some analogy with Kantorovich’s and Mather’s theo-
ries.

Theorem 18 Assume that the PDE has the uniqueness property in Lb. Let η ∈ M+(Rd×ΓT )
be concentrated on the pairs (x, γ) with γ absolutely continuous solution of the ODE starting
from x, and assume that µη

t ∈ Lb. Then η is concentrated on a graph, i.e. there exists a
function x 7→ X(·, x) ∈ ΓT such that

η =
(
x,X(·, x)

)
#
µ̄, with µ̄ := (πRd)#η = µη

0 .

Proof. We use the representation (8) of η, given by the disintegration theorem, the criterion
stated in Lemma 15 and argue by contradiction. If the thesis is false then ηx is not a Dirac
mass in a set of µ̄ positive measure and we can find t ∈ (0, T ], disjoint Borel sets E, E′ ⊂ Rd

and a Borel set C with µ̄(C) > 0 such that

ηx

(
{γ : γ(t) ∈ E}

)
ηx

(
{γ : γ(t) ∈ E′}

)
> 0 ∀x ∈ C.

Possibly passing to a smaller set having still strictly positive µ̄ measure we can assume that

0 < ηx({γ : γ(t) ∈ E}) ≤Mηx({γ : γ(t) ∈ E′}) ∀x ∈ C (16)
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for some constant M . We define measures η1, η2 whose disintegrations η1
x, η2

x are given by

η1
x := χC(x)ηx {γ : γ(t) ∈ E}, η2

x := MχC(x)ηx {γ : γ(t) ∈ E′}

and denote by µi
s, s ∈ [0, t], the (superposition) solutions of the continuity equation induced by

ηi. Then

µ1
0 = ηx({γ : γ(t) ∈ E})µ̄ C, µ2

0 = Mηx({γ : γ(t) ∈ E′})µ̄ C,

so that (16) yields µ1
0 ≤ µ2

0. On the other hand, µ1
t is orthogonal to µ2

t : precisely, denoting by
ηtx the image of ηx under the map γ 7→ γ(t), we have

µ1
t =

∫
C

ηtx E dµ(x) ⊥M

∫
C

ηtx E′ dµ(x) = µ2
t .

In order to conclude, let f : Rd → [0, 1] be the density of µ1
0 with respect to µ2

0 and set

η̃2
x := Mf(x)χC(x)ηx {γ : γ(t) ∈ E′}.

We define the measure η̃2 whose disintegration is given by η̃2
x and denote by µ̃2

s, s ∈ [0, t], the
(superposition) solution of the continuity equation induced by η̃2.
Notice also that µi

s ≤ µs and so the monotonicity assumption (14) on Lb gives µi
s ∈ Lb, and

since η̃2 ≤ η2 we obtain that µ̃2
s ∈ Lb as well. By construction µ1

0 = µ̃2
0, while µ1

t is orthogonal
to µ2

t , a measure larger than µ̃2
t . We have thus built two different solutions of the PDE with the

same initial condition. �

Now we come to the existence of Lb-Lagrangian flows.

Theorem 19 (Existence of Lb-Lagrangian flows) Assume that the PDE has the unique-
ness property in Lb and that for some µ̄ ∈ M+(Rd) there exists a solution µt ∈ Lb with µ0 = µ̄.
Then there exists a (unique) Lb-Lagrangian flow starting from µ̄.

Proof. By the superposition principle we can represent µt as (et)#η for some η ∈ M+(Rd ×
ΓT ) concentrated on pairs (x, γ) solutions of the ODE. Then, Theorem 18 tells us that η is
concentrated on a graph, i.e. there exists a function x 7→ X(·, x) ∈ ΓT such that(

x,X(·, x)
)
#
µ̄ = η.

Pushing both sides via et we obtain

X(t, ·)#µ̄ = (et)#η = µt ∈ Lb,

and therefore X is a Lb-Lagrangian flow. �
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5 The flow associated to Sobolev or BV vector fields

Here we discuss the well-posedness of the continuity or transport equations assuming that bt(·)
has a Sobolev regularity, following [61]. Then, the general theory previously developed provides
existence and uniqueness of the L -Lagrangian flow, with L := L∞(L1)∩L∞(L∞). We denote
by I ⊂ R an open interval.

Definition 20 (Renormalized solutions) Let b ∈ L1
loc

(
I;L1

loc(Rd; Rd)
)

be such that D ·bt =
div btL d for L 1-a.e. t ∈ I, with

div bt ∈ L1
loc

(
I;L1

loc(Rd)
)
.

Let w ∈ L∞loc

(
I;L∞loc(Rd)

)
and assume that

c :=
d

dt
w + b · ∇w ∈ L1

loc(I × Rd). (17)

Then, we say that w is a renormalized solution of (17) if

d

dt
β(w) + b · ∇β(w) = cβ′(w) ∀β ∈ C1(R).

Equivalently, recalling the definition of the distribution b · ∇w, the definition could be given in
a conservative form, writing

d

dt
β(w) +Dx · (bβ(w)) = cβ′(w) + div btβ(w).

Notice also that the concept makes sense, choosing properly the class of “test” functions β,
also for w not satisfying (17), or not even locally integrable. This is particularly relevant in
connection with DiPerna-Lions’s existence theorem for Boltzmann equation [62], or with the
case when w is the characteristic of an unbounded vector field b.
This concept is also reminiscent of Kruzkhov’s concept of entropy solution for a scalar conser-
vation law

d

dt
u+Dx · (f(u)) = 0 u : (0,+∞)× Rd → R.

In this case only a distributional one-sided inequality is required:

d

dt
η(u) +Dx · (q(u)) ≤ 0

for any convex entropy-entropy flux pair (η, q) (i.e. η is convex and η′f ′ = q′).

Remark 21 (Time continuity) Using the fact that both t 7→ wt and t 7→ β(wt) have uni-
formly continuous representatives (w.r.t. the w∗ − L∞loc topology) w̄t, σt, we obtain that t 7→ w̄t

is continuous with respect to the strong L1
loc topology for L 1-a.e. t, and precisely for any t such

that σt = β(w̄t). The proof follows by a classical weak-strong convergence argument:

fn ⇀ f, β(fn) ⇀ β(f) =⇒ fn → f
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provided β is strictly convex. In the case of scalar conservation laws there are analogous and
more precise results [92], [82]. We remark the fact that, in general, a renormalized solution does
not need to have a representative which is strongly continuous for every t. This can be seen using
a variation of an example given by Depauw [59] (see Remark 2.7 of [26]). Depauw’s example
provides a divergence free vector field a ∈ L∞([0, 1] × R2; R2), with a(t, ·) ∈ BVloc(R2; R2) for
L 1-a.e. t ∈ [0, 1] (but a 6∈ L1([0, 1];BVloc)) such that the Cauchy problem{

∂tu+ a · ∇u = 0
u(0, ·) = 0

has a nontrivial solution, with |ū| = 1 L 3-a.e. in [0, 1]×R2 and with the property that ū(t, ·) ⇀ 0
as t ↓ 0, but this convergence is not strong. Now consider a vector field b on [−1, 1]×R2 defined
as Depauw’s vector field for t > 0, and set b(t, x) = −a(−t, x) for t < 0. It is simple to check (as
only affine functions β̃(t) = a + bt need to be checked, because for any β there exists an affine
β̃ such that β̃(±1) = β(±1)) that the function

w̄(t, x) =
{
ū(t, x) if t > 0
ū(−t, x) if t < 0

is a renormalized solution of ∂tw + b · ∇w = 0, but this solution is not strongly continuous at
t = 0.

Remark 22 A new insight in the theory of renormalized solutions has been obtained in the
recent paper [26]. In particular, it is proved that for a vector field b ∈ L∞([0, T ] × Rd; Rd)
with zero divergence (and without any regularity assumption) the following two conditions are
equivalent (the L2 framework has been considered just for simplicity):

(i) b has the uniqueness property for weak solutions in C([0, T ];w − L2(Rd)) for both the
forward and the backward Cauchy problems starting respectively from 0 and T , i.e. the
only solutions in C([0, T ];w − L2(Rd)) to the problems{

∂tuF + b · ∇uF = 0
uF (0, ·) = 0

and

{
∂tuB + b · ∇uB = 0
uB(T, ·) = 0

are uF ≡ 0 and uB ≡ 0;

(ii) every weak solution in C([0, T ];w − L2(Rd)) of ∂tu + b · ∇u = 0 is strongly continuous
(i.e. lies in C([0, T ]; s− L2(Rd))) and is a renormalized solution.

The proof of this equivalence is obtained through the study of the approximation properties of
the solution of the transport equation, with respect to the norm of the graph of the transport
operator (see Theorem 2.1 of [26] for the details).

Using the concept of renormalized solution we can prove a comparison principle in the following
natural class L :

L :=
{
w ∈ L∞

(
[0, T ];L1(Rd)

)
∩ L∞

(
[0, T ];L∞(Rd)

)
: (18)

w ∈ C
(
[0, T ];w∗ − L∞(Rd)

)}
.
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Theorem 23 (Comparison principle) Assume that

|b|
1 + |x|

∈ L1
(
[0, T ];L∞(Rd)

)
+ L1

(
[0, T ];L1(Rd)

)
, (19)

that D · bt = div btL d for L 1-a.e. t ∈ [0, T ], and that

[div bt]− ∈ L1
loc

(
[0, T )× Rd

)
. (20)

Setting bt ≡ 0 for t < 0, assume in addition that any solution of (17) in (−∞, T ) × Rd is
renormalized. Then the comparison principle for the continuity equation holds in the class L .

Proof. By the linearity of the equation, it suffices to show that w ∈ L and w0 ≤ 0 implies
wt ≤ 0 for any t ∈ [0, T ]. We extend first the PDE to negative times, setting wt = w0. Then, fix a
cut-off function ϕ ∈ C∞c (Rd) with suppϕ ⊂ B2(0) and ϕ ≡ 1 on B1(0), and the renormalization
functions

βε(t) :=
√
ε2 + (t+)2 − ε ∈ C1(R).

Notice that
βε(t) ↑ t+ as ε ↓ 0, tβ′ε(t)− βε(t) ∈ [0, ε]. (21)

We know that
d

dt
βε(wt) +Dx · (bβε(wt)) = div bt(βε(wt)− wtβ

′
ε(wt))

in the sense of distributions in (−∞, T ) × Rd. Plugging ϕR(·) := ϕ(·/R), with R ≥ 1, into the
PDE we obtain

d

dt

∫
Rd

ϕRβε(wt) dx =
∫

Rd

βε(wt)〈bt,∇ϕR〉 dx+
∫

Rd

ϕRdiv bt(βε(wt)− wtβ
′
ε(wt)) dx.

Splitting b as b1 + b2, with

|b1|
1 + |x|

∈ L1
(
[0, T ];L∞(Rd)

)
and

|b2|
1 + |x|

∈ L1
(
[0, T ];L1(Rd)

)
and using the inequality

1
R
χ{R≤|x|≤2R} ≤

3
1 + |x|

χ{R≤|x|}

we can estimate the first integral in the right hand side with

3‖∇ϕ‖∞
∥∥∥∥ b1t

1 + |x|

∥∥∥∥
∞

∫
{|x|≥R}

|wt| dx+ 3‖∇ϕ‖∞‖wt‖∞
∫
{|x|≥R}

|b1t|
1 + |x|

dx.

The second integral can be estimated with

ε

∫
Rd

ϕR[div bt]− dx.
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Passing to the limit first as ε ↓ 0 and then as R→ +∞ and using the integrability assumptions
on b and w we get

d

dt

∫
Rd

w+
t dx ≤ 0

in the distribution sense in R. Since the function vanishes for negative times, this suffices to
conclude using Gronwall lemma. �

DiPerna and Lions proved that all distributional solutions are renormalized when there is a
Sobolev regularity with respect to the spatial variables.

Theorem 24 Let b ∈ L1
loc

(
I;W 1,1

loc (Rd; Rd)
)

and let w ∈ L∞loc(I×Rd) be a distributional solution
of (17). Then w is a renormalized solution.

Proof. We mollify with respect to the spatial variables and we set

rε := (b · ∇w) ∗ ρε − b · (∇(w ∗ ρε)), wε := w ∗ ρε

to obtain
d

dt
wε + b · ∇wε = c ∗ ρε − rε.

By the smoothness of wε w.r.t. x, the PDE above tells us that d
dtw

ε
t ∈ L1

loc, therefore wε ∈
W 1,1

loc (I × Rd) and we can apply the standard chain rule in Sobolev spaces, getting

d

dt
β(wε) + b · ∇β(wε) = β′(wε)c ∗ ρε − β′(wε)rε.

When we let ε ↓ 0, the convergence in the distribution sense of all terms in the identity above is
trivial, with the exception of the last one. To ensure its convergence to zero, it seems necessary
to show that rε → 0 strongly in L1

loc, or at least that rε are equi-integrable (as this would imply
their weak L1 convergence to 0; remember also that β′(wε) is locally equibounded w.r.t. ε).
This is indeed the case, and it is exactly here that the Sobolev regularity plays a role. �

Proposition 25 (Strong convergence of commutators) If w ∈ L∞loc(I × Rd) and

b ∈ L1
loc

(
I;W 1,1

loc (Rd; Rd)
)

we have

L1
loc- lim

ε↓0
(b · ∇w) ∗ ρε − b · (∇(w ∗ ρε)) = 0.

Proof. Playing with the definitions of b · ∇w and of the convolution product of a distribution
and a smooth function, one proves first the identity

rε(t, x) =
∫

Rd

w(t, x− εy)
(bt(x− εy)− bt(x)) · ∇ρ(y)

ε
dy − (wdiv bt) ∗ ρε(x). (22)

Introducing the commutators in the (easier) conservative form

Rε := (Dx · (bw)) ∗ ρε −Dx · (bwε)
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(here we set again wε := w ∗ ρε) it suffices to show that Rε = Lε − wεdiv bt, where

Lε(t, x) :=
∫

Rd

w(t, z)(bt(x)− bt(z)) · ∇ρε(z − x) dz.

Indeed, for any test function ϕ, we have that 〈Rε, ϕ〉 is given by

−
∫

I

∫
wb · ∇ρε ∗ ϕdydt−

∫
I

∫
ϕb · ∇ρε ∗ wdxdt−

∫
I

∫
wεϕdiv btdxdt

= −
∫

I

∫ ∫
wt(y)bt(y) · ∇ρε(y − x)ϕ(x) dxdydt

−
∫

I

∫ ∫
bt(x)∇ρε(x− y)wt(y)ϕ(x)dydxdt−

∫
I

∫
wεϕdiv bt dxdt

=
∫

I

∫
Lεϕdxdt−

∫
I

∫
wεϕdiv bt dxdt

(in the last equality we used the fact that ∇ρ is odd).
Then, one uses the strong convergence of translations in Lp and the strong convergence of the
difference quotients (a property that characterizes functions in Sobolev spaces)

u(x+ εz)− u(x)
ε

→ ∇u(x)z strongly in L1
loc, for u ∈W 1,1

loc

to obtain that rε strongly converge in L1
loc(I × Rd) to

−w(t, x)
∫

Rd

〈∇bt(x)y,∇ρ(y)〉 dy − w(t, x)div bt(x).

The elementary identity ∫
Rd

yi
∂ρ

∂yj
dy = −δij

then shows that the limit is 0 (this can also be derived by the fact that, in any case, the limit
of rε in the distribution sense should be 0). �

In this context, given µ̄ = ρL d with ρ ∈ L1 ∩ L∞, the L -Lagrangian flow starting from µ̄ (at
time 0) is defined by the following two properties:

(a) X(·, x) is absolutely continuous in [0, T ] and satisfies

X(t, x) = x+
∫ t

0
bs(X(s, x)) ds ∀t ∈ [0, T ]

for µ̄-a.e. x;

(b) X(t, ·)#µ̄ ≤ CL d for all t ∈ [0, T ], with C independent of t.

Summing up what we obtained so far, the general theory provides us with the following existence
and uniqueness result.
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Theorem 26 (Existence and uniqueness of L -Lagrangian flows) Let
b ∈ L1

(
[0, T ];W 1,1

loc (Rd; Rd)
)

be satisfying

(i)
|b|

1 + |x|
∈ L1

(
[0, T ];L1(Rd)

)
+ L1

(
[0, T ];L∞(Rd)

)
;

(ii) [div bt]− ∈ L1
(
[0, T ];L∞(Rd)

)
.

Then the L -Lagrangian flow relative to b exists and is unique.

Proof. By the previous results, the comparison principle holds for the continuity equation rela-
tive to b. Therefore the general theory previously developed applies, and Theorem 16 provides
uniqueness of the L -Lagrangian flow.
As for the existence, still the general theory (Theorem 19) tells us that it can be achieved
provided we are able to solve, within L , the continuity equation

d

dt
w +Dx · (bw) = 0 (23)

for any nonnegative initial datum w0 ∈ L1 ∩ L∞. The existence of these solutions can be
immediately achieved by a smoothing argument: we approximate b in L1

loc by smooth bh with
a uniform bound in L1(L∞) for [div bh

t ]−. This bound, in turn, provides a uniform lower bound
on JXh and finally a uniform upper bound on wh

t = (w0/JXh
t ) ◦ (Xh

t )−1, solving

d

dt
wh +Dx · (bhwh) = 0.

Therefore, any weak limit of wh solves (23). �

Notice also that, choosing for instance a Gaussian, we obtain that the L -Lagrangian flow is
well defined up to L d-negligible sets (and independent of µ̄� L d, thanks to Remark 17).
It is interesting to compare our characterization of Lagrangian flows with the one given in [61].
Heuristically, while the DiPerna-Lions characterization is based on the semigroup of transfor-
mations x 7→ X(t, x), our characterization is based on the properties of the map x 7→ X(·, x).

Remark 27 The definition of the flow in [61] is based on the following three properties:

(a)
∂Y

∂t
(t, s, x) = b (t,Y (t, s, x)) and Y (s, s, x) = x in the distribution sense in (0, T )× Rd;

(b) the image λt of L d under Y (t, s, ·) satisfies

1
C

L d ≤ λt ≤ CL d for some constant C > 0;

(c) for all s, s′, t ∈ [0, T ] we have

Y
(
t, s,Y (s, s′, x)

)
= Y (t, s′, x) for L d-a.e. x.
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Then, Y (t, s, x) corresponds, in our notation, to the flow Xs(t, x) starting at time s (well defined
even for t < s if one has two-sided L∞ bounds on the divergence).
In our setting condition (c) can be recovered as a consequence of the following argument: assume
to fix the ideas that s′ ≤ s ≤ T and define

X̃(t, x) :=


Xs′(t, x) if t ∈ [s′, s];

Xs
(
t,Xs′(s, x)

)
if t ∈ [s, T ].

It is immediate to check that X̃(·, x) is an integral solution of the ODE in [s′, T ] for L d-a.e.
x and that X̃(t, ·)#µ̄ is bounded by C2L d. Then, Theorem 26 (with s′ as initial time) gives
X̃(·, x) = X(·, s′, x) in [s′, T ] for L d-a.e. x, whence (c) follows.

Let us now discuss the stability properties of L -Lagrangian flows, in the special case when L
is defined as in (18). We need the following lemma.

Lemma 28 Assume that bh : [0, T ]× Rd → Rd satisfy

bh

1 + |x|
∈ L1

(
[0, T ];L1(Rd; Rd)

)
+ L1

(
[0, T ];L∞(Rd; Rd)

)
(24)

and that we can write bh = b1
h + b2

h, with

|b1
h|

1 + |x|
bounded and equi-integrable in L1

(
[0, T ]× Rd

)
, (25)

sup
h

∥∥∥∥ |b2
h(t, ·)|

1 + |x|

∥∥∥∥
∞
∈ L1(0, T ), (26)

b1
h → b1, b2

h → b2 L d+1-a.e. in (0, T )× Rd. (27)

Then, setting b = b1 + b2, we have

lim
h→∞

∫ T

0

∫
Rd

|bh − b|
1 + |x|d+2

dxdt = 0. (28)

Proof. Without loss of generality we can assume that b1 = b2 = 0, hence b = 0. The
convergence to 0 of ∫ T

0

∫
Rd

|b2
h|

1 + |x|d+2
dxdt

follows by the standard dominated convergence theorem. The convergence to 0 of∫ T

0

∫
Rd

|b1
h|

1 + |x|
dxdt

(and a fortiori of the integrals with the factor 1 + |x|d+2) follows by the Vitali dominated
convergence theorem. �
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Theorem 29 Let Xh be L -Lagrangian flows relative to vector fields bh, starting from µ̄ =
ρ̄L 2d and satisfying:

(a) Xh(t, ·)#µ̄ ≤ CL d, with C independent of h and t ∈ [0, T ];

(b) bh = b1
h + b2

h with bi
h satisfying (25), (26) and (27).

Assume that the continuity equation with b = b1 + b2 as vector field satisfies the uniqueness
property in L . Then there exists a unique L -Lagrangian flow X relative to b and x 7→ Xh(·, x)
converge to x 7→ X(·, x) in µ̄-measure, i.e.

lim
h→∞

∫
Rd

1 ∧max
[0,T ]

|Xh(t, x)−X(t, x)| dµ̄(x) = 0.

Remark 30 (Stability with weak convergence in time) We remark the fact that the hy-
pothesis of strong convergence in both time and space of the vector fields in the stability theorem
is not natural in view of the applications to the theory of fluid mechanics (see Theorem II.7 in
[61] and [75], in particular Theorem 2.5), and it is in contrast with the general philosophy that
time regularity is less important than spatial regolarity (only summability with respect to time
is necessary for the renormalization property to hold). For instance, this form of the stability
theorem does not include the case of weakly converging vector fields which depend only on the
time variable, while it is clear that in this case the convergence of the flows holds. However, as
a consequence of the quantitative estimates presented in Section 8, it is possible to show that,
under uniform bounds in L∞([0, T ];W 1,p

loc ) for some p > 1 (and for simplicity under uniform
bounds in L∞), the following form of weak convergence with respect to the time is sufficient to
get the thesis:∫ T

0
bh(t, x)η(t) dt −→

∫ T

0
b(t, x)η(t) dt in L1

loc(Rd) for every η ∈ C∞c (0, T ).

Indeed, fix a parameter ε > 0 and regularize with respect to the spatial variables only using a
standard convolution kernel ρε. We can rewrite the difference Xh(t, x)−X(t, x) as

Xh(t, x)−X(t, x) =
(
Xh(t, x)−Xε

h(t, x)
)

+
(
Xε

h(t, x)−Xε(t, x)
)

+
(
Xε(t, x)−X(t, x)

)
,

where Xε and Xε
h are the flows relative to the spatial regularizations bε and bε

h respectively.
Now, it is simple to check that

• the last term goes to zero with ε, by the stability theorem stated above;

• the first term goes to zero with ε, uniformly with respect to h: this is due to the fact that
the difference bε

h− bh goes to zero in L1
loc([0, T ]×Rd) uniformly with respect to h (thanks

to the uniform control in W 1,p of the vector fields bh), hence we can apply the quantitative
version of the stability theorem (see Theorem 53), and we get the desired convergence;
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• the second term goes to zero for h → ∞ when ε is kept fixed, because we are dealing
with flows relative to vector fields which are smooth with respect to the space variable,
uniformly in time, and weak convergence with respect to the time is enough to get the
stability.

Then, in order to conclude, it is enough to let first h → ∞, to eliminate the second term, and
then ε→ 0.
It is not clear to us whether this result extends to the W 1,1 or the BV case: the quantitative
estimates are available only for W 1,p vector fields, where p is strictly greater than 1, hence the
strategy described before does not extend to that case.

Proof. (of Theorem 29) We define ηh as the push forward of µ̄ under the map x 7→ (x,Xh(·, x))
and argue as in the proof of Theorem 12.
Step 1. (Tightness of ηh) We claim that the family ηh is tight: indeed, by the remarks made
after the statement of Theorem 12, it suffices to find a coercive functional Ψ : Rd×ΓT → [0,∞)
whose integrals w.r.t. all measures ηh are uniformly bounded. Since µ̄ has finite mass we can
find a function ϕ : Rd → [0,∞) such that ϕ ∈ L1(µ̄) and ϕ(x) → ∞ as |x| → ∞. Analogously,
we can find a function ψ : Rd → [0,∞) such that∫ T

0

∫
Rd

ψ(b)
1 + |x|

dxdt <∞

and ψ(x) →∞ as |x| → ∞. Then, we define

Ψ(x, γ) := ϕ(x) + ϕ(γ(0)) +
∫ T

0

ψ(γ̇)
1 + |γ|

dt

and notice that the coercivity of Ψ follows immediately from Lemma 31 below. Then, using
assumption (a), we obtain:∫

Rd×ΓT

Ψ(x, γ) dηh =
∫

Rd

(
2ϕ(x) +

∫ T

0

ψ(Ẋ
h
(t, x))

1 + |Xh(t, x)|
dt

)
dµ̄(x)

= 2
∫

Rd

ϕdµ̄+
∫ T

0

∫
Rd

ψ(bh(t,Xh(t, x)))
1 + |Xh(t, x)|

dµ̄(x)dt

≤ 2
∫

Rd

ϕdµ̄+ C

∫ T

0

∫
Rd

ψ(bh)
1 + |y|

dy dt.

Therefore the integrals of Ψ are uniformly bounded.
Step 2. (The limit flow belongs to L ) Let now η be a narrow limit point of ηh along some
subsequence that, for notational simplicity, will not be relabelled. Let us show first that µη

t =
(et)#η is representable as wtL d with wt belonging to L . Indeed, assumption (a) gives

µ
ηh
t = Xh(t, ·)#µ̄ = wh

t L d with ‖wh
t ‖∞ ≤ C. (29)
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Therefore, as µη
t is the narrow limit of µηh

t , the same property is preserved in the limit for some
w ∈ L∞. Moreover, the narrow continuity of t 7→ µη

t immediately yields the w∗-continuity of
t 7→ wt and this proves that wt ∈ L .
Step 3. (η is concentrated on solutions of the ODE) Next we show that η is concentrated on the
class of solutions of the ODE. Let t̄ ∈ [0, T ], χ ∈ C∞c (Rd) with 0 ≤ χ ≤ 1, c ∈ L1

(
[0, t̄];L∞(Rd)

)
,

with c(t, ·) continuous in Rd for L 1-a.e. t ∈ [0, t̄], and define

Φt̄
c(x, γ) := χ(x)

∣∣∣γ(t̄)− x−
∫ t̄
0 c(s, γ(s)) ds

∣∣∣
1 + sup

[0,t̄]

|γ|d+2
.

It is immediate to check that Φt̄
c ∈ Cb(Rd × ΓT ), so that∫

Rd×ΓT

Φt̄
c dη = lim

h→∞

∫
Rd×ΓT

Φt̄
c dηh

= lim
h→∞

∫
Rd

χ(x)

∣∣∣∫ t̄
0 bh(s,Xh(s, x))− c(s,Xh(s, x)) ds

∣∣∣
1 + sup

[0,t̄]

|Xh(·, x)|d+2
dµ̄(x)

≤ lim sup
h→∞

∫
Rd

∫ t̄

0

∣∣bh(s,Xh(s, x))− c(s,Xh(s, x))
∣∣

1 + |Xh(s, x)|d+2
dsdµ̄(x)

≤ C lim sup
h→∞

∫ t̄

0

∫
Rd

|bh(s, y)− c(s, y)|
1 + |y|d+2

dsdy

= C

∫ t̄

0

∫
Rd

|b(s, y)− c(s, y)|
1 + |y|d+2

dsdy.

Now, as (by lower semicontinuity)

|b|
1 + |x|

∈ L1
(
[0, T ];L1(Rd)

)
+ L∞

(
[0, T ];L∞(Rd)

)
,

we can find a sequence of vector fields ch(t, x) continuous with respect to x and satisfying the
assumptions of Lemma 28. Indeed, writing b = b1 + b2 = (f1 + f2)(1 + |x|), with

|f1| ∈ L1
(
[0, T ];L1(Rd)

)
, |f2| ∈ L1

(
[0, T ];L∞(Rd)

)
,

we define c = (ch)1 + (ch)2, with

(ch)i := ((1 + |x|)f i) ∗ ρεh
i = 1, 2

with εh ↓ 0. It is not hard to show that

|(ch)i| ≤ 2(1 + |x|)(|f i| ∗ ρεh
) i = 1, 2
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if the support of the convolution kernel ρ is contained in the unit ball. Therefore

|(ch)1|
1 + |x|

is bounded and equi-integrable in L1
(
[0, T ]× Rd

)
, (30)

sup
h

∥∥∥∥ |(ch)2(t, ·)|
1 + |x|

∥∥∥∥
∞
∈ L1(0, T ). (31)

In the previous estimate we can now choose c = ch and use Lemma 28 again to obtain

lim
h→∞

∫
Rd×ΓT

χ(x)

∣∣∣γ(t̄)− x−
∫ t̄
0 ch(s, γ(s)) ds

∣∣∣
1 + sup

[0,t̄]

|γ|d+2
dη = 0. (32)

Now, using the upper bound (29) and Lemma 28 once more we get

lim sup
h→∞

∫
Rd×ΓT

∫ t̄
0 |ch(s, γ(s))− b(s, γ(s))| ds

1 + sup
[0,t̄]

|γ|d+2
dη (33)

≤ lim sup
h→∞

∫ T

0

∫
Rd×ΓT

|ch(s, γ(s))− c(s, γ(s))|
1 + |γ(s)|d+2

dη ds

≤ C lim sup
h→∞

∫ T

0

∫
Rd

|ch − b|
1 + |x|d+2

dxds = 0.

Hence, from (32) and (33) and Fatou’s lemma we infer that for χη-a.e. (x, γ) there is a subse-
quence εi(l) such that

lim
l→∞

∣∣∣∣∣γ(t̄)− x−
∫ t̄

0
bεi(l)(s, γ(s)) ds

∣∣∣∣∣+
∫ t̄

0
|bεi(l)(s, γ(s))− b(s, γ(s)| ds = 0,

so that

γ(t̄) = x+
∫ t̄

0
b(s, γ(s)) ds.

Choosing a sequence of cut-off functions χR and letting t vary in Q∩ [0, T ] we obtain that (x, γ)
solve the ODE in [0, T ] for η-a.e. (x, γ).
Step 4. (Conclusion) As we are assuming that the uniqueness property holds in L for the
continuity equation relative to b, we are now in the position of applying Theorem 18, which says
that under these conditions necessarily

η = (x,X(·, x))# µ̄

for a suitable map x 7→ X(·, x). Clearly, by the concentration property of η, X(·, x) has to be
a solution of the ODE for µ̄-a.e. x. This proves that X is the L -Lagrangian flow relative to
b. The convergence in measure of Xh to X follows by a general principle, stated in Lemma 32
below. �
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Lemma 31 (A coercive functional in ΓT ) Let ϕ, ψ : Rd → R and let

Φ(γ) := ϕ(γ(0)) +
∫ T

0

ψ(γ̇)
1 + |γ|

dt

be defined on the subspace of ΓT made by absolutely continuous maps, and set equal to +∞
outside. If ϕ(x), ψ(x) → +∞ as |x| → ∞ then all sublevel sets {Φ ≤ c}, c ∈ R, are compact in
ΓT .

Proof. Let γn be such that Φ(γn) is bounded and notice that necessarily |γn(0)| is bounded,
by the assumption on ϕ. By integration of the ODE

d

dt
ln(1 + |γ(t)|) =

γ(t)
|γ(t)|

· γ̇(t)
1 + |γ(t)|

one obtains that also sup[0,T ] |γn| is uniformly bounded. As a consequence the factor 1/(1+ |γn|)
inside the integral part of Φ can be uniformly estimated from below, and therefore (due to the
more than linear growth at infinity of ψ) the sequence |γ̇n| is equi-integrable in L1

(
(0, T ); Rd

)
.

As a consequence the sequence (γn) is relatively compact in ΓT . �

Lemma 32 (Narrow convergence and convergence in measure) Let vh, v : X → Y be
Borel maps and let µ̄ ∈ M+(X). Then vh → v in µ̄-measure iff

(x, vh(x))#µ̄ converges to (x, v(x))#µ̄ narrowly in M+(X × Y ).

Proof. If vh → v in µ̄-measure then ϕ(x, vh(x)) converges in L1(µ̄) to ϕ(x, v(x)), and we
immediately obtain the convergence of the push-forward measures. Conversely, let δ > 0 and,
for any ε > 0, let w ∈ Cb(X;Y ) be such that µ̄({v 6= w}) ≤ ε. We define

ϕ(x, y) := 1 ∧ dY (y, w(x))
δ

∈ Cb(X × Y )

and notice that

µ̄ ({v 6= w}) +
∫

X×Y
ϕd(x, vh(x))#µ̄ ≥ µ̄({dY (v, vh) > δ}),

∫
X×Y

ϕd(x, v(x))#µ̄ ≤ µ̄({w 6= v}).

Taking into account the narrow convergence of the push-forward we obtain that

lim sup
h→∞

µ̄({dY (v, vh) > δ}) ≤ 2µ̄({w 6= v}) ≤ 2ε ;

since ε is arbitrary the proof is achieved. �
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The renormalization Theorem 24 has been extended in [6] to the case of a BV dependence w.r.t.
the spatial variables, but still assuming that

D · bt � L d for L 1-a.e. t ∈ (0, T ). (34)

Theorem 33 Let b ∈ L1
loc

(
(0, T );BVloc(Rd; Rd)

)
be satisfying (34). Then any distributional

solution w ∈ L∞loc

(
(0, T )× Rd

)
of

d

dt
w +Dx · (bw) = c ∈ L1

loc

(
(0, T )× Rd

)
is a renormalized solution.

A self contained proof of this result, slightly simpler than the one given in the original paper [6],
is given in [7] and [8]. The original argument in [6] was indeed based on deep result of G. Alberti
[2], saying that for a BVloc function u : Rd → Rm the matrix M(x) in the polar decomposition
Du = M |Du| has rank 1 for |Dsu|-a.e. x, i.e. there exist unit vectors ξ(x) ∈ Rd and η(x) ∈ Rm

such that M(x)z = η(x)〈z, ξ(x)〉. However, we observe that in the application of this result
to the Keyfitz–Kranzer system [11], [9] the vector field b is of the form f(ρ) with ρ scalar and
f ∈ C1 vectorial, so the rank-one structure of the distributional derivative (as a whole) is easy
to check. Analogously, in the case of the semi-geostrophic system considered in [53], the vector
field is a monotone map, and for this class of BV functions a much simpler proof of the rank-one
property is available [3].
As in the Sobolev case we can now obtain from the general theory given in Section 3 exi-
stence and uniqueness of L -Lagrangian flows, with L = L∞(L1) ∩ L∞(L∞): we just re-
place in the statement of Theorem 26 the assumption b ∈ L1

(
[0, T ];W 1,1

loc (Rd; Rd)
)

with b ∈
L1
(
[0, T ];BVloc(Rd; Rd)

)
, assuming as usual that D · bt � L d for L 1-a.e. t ∈ [0, T ].

Analogously, by applying Theorem 29 we obtain stability of L -Lagrangian flows when b is as in
Theorem 33.

6 Measure-theoretic differentials

In this section we introduce some weak differentiability notions, based on measure-theoretic
limits of difference quotients, and we compare them (all results of this section are taken from
[17]). An important remark is that none of these concepts gives additional informations on
the derivative in the sense of distributions. Conversely, whenever the derivative in the sense
of distributions is a measure with locally finite variation, the map is L d-a.e. approximately
differentiable.
We recall that a sequence of measurable maps (fk) defined on an open set Ω ⊂ Rd is said to
converge locally in measure to a measurable map f if

lim
k→∞

L d ({x ∈ K : |fk(x)− f(x)| > ε}) = 0

for any compact set K ⊂ A and any ε > 0.
The following simple lemma will be used in many occasions.
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Lemma 34 Let fk, f : Ω × Rd → R be measurable functions. Suppose that, for each y ∈ Rd,
fk(·, y) → f(·, y) locally in measure in Ω as k →∞. Then fk → f locally in measure in Ω×Rd

as k →∞.

Proof. Let K ⊂ Ω be a a compact set. We fix γ > 0 and set

gk(y) = L d ({x ∈ K : |fk(x, y)− f(x, y)| ≥ γ}) .

Then from the dominated convergence theorem we infer that

gk → 0 in L1
loc(Rd).

In particular, Fubini’s theorem gives that L 2d
(
(K × B) ∩ {|fk − f | > γ}

)
→ 0 for any ball

B ⊂ Rd. �

As a consequence of the Lusin theorem, it is easy to check that for any measurable function
f : Ω → R the functions f(x + h) converge to f locally in measure as h → 0. Therefore it
is natural to study the behaviour, still with respect to local convergence in measure, of the
difference quotients. This leads to the following definition.

Definition 35 (Fréchet and Gâteaux derivative in measure) Let f : Ω ⊂ Rd → R be a
measurable function. We say that g : Ω → Rd is the (Fréchet) derivative in measure of f if

lim
h→0

f(x+ h)− f(x)− g(x) · h
|h|

= 0 locally in measure in Ω.

Analogously, g is called Gâteaux derivative in measure if the difference quotients above tend to
0 locally in measure in Ω along all lines passing through the origin.

Another differentiability condition, that we call directional differentiability in measure, involves
an averaging procedure also on the direction. It appeared first in [73] in connection with the
differentiability properties of the flow associated to Sobolev vector fields (see the next section)
and it can be stated as follows.

Definition 36 (Directional differentiability in measure) We say that f : Ω → R is direc-
tionally differentiable in measure if there exists W : Ω× Rd → R such that

f(x+ ry)− f(x)− rW (x, y)
r

→ 0 locally in measure in Ω× Rd as h→ 0.

The following result surprisingly shows that these three concepts are equivalent.

Theorem 37 Let f : Ω ⊂ Rd → R be a measurable function. Then the following assertions are
equivalent:

(i) f is (Fréchet) differentiable in measure in Ω;

(ii) f is Gâteaux differentiable in measure in Ω;
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(iii) f is directionally differentiable in measure in Ω.

Moreover, the derivative in measure g is linked to the directional derivative in measure W by

g(x) · y = W (x, y) for L 2d-a.e. (x, y) ∈ Ω× Rd.

Proof. We start with some preliminary remarks. It is obvious that if g is the derivative in
measure of f then g is also the Gâteaux derivative in measure of f , and that these derivatives
in measure are unique, up to L d-negligible sets.
Moreover, Gâteaux differentiability in measure implies directional differentiability in measure,
with W (x, y) = g(x)y: this fact is an immediate consequence of Lemma 34.
The harder implication is the one from directional differentiability in measure to Fréchet dif-
ferentiability in measure. We need the following lemma (see [71], [56]): let f : Rd → R be a
measurable function such that

f(y + z) = f(y) + f(z) for L 2d-a.e. (y, z) ∈ Rd × Rd.

Then there exists a ∈ Rd such that f(y) = a · y for L d-a.e. y ∈ Rd.
Step 1. Using the above mentioned lemma, we show the “a.e. linearity” of W (x, ·). We define

Fδ(x, y, z) =
f(x+ δy)− f(x)− δW (x, y)

δ
,

Gδ(x, y, z) =
f(x+ δy + δz)− f(x+ δy)− δW (x+ δy, z)

δ
,

Hδ(x, y, z) =
−f(x+ δy + δz) + f(x) + δW (x, y + z)

δ
.

Then

Fδ → 0 as δ → 0, (35)
Gδ → 0 as δ → 0, (36)
Hδ → 0 as δ → 0 (37)

locally in measure with respect to (x, y, z). Indeed, (35) and (37) are easy applications of
Lemma 34. To verify (36) we need also the following shift argument. Let Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω. For
small δ we obtain

L 3d
({

(x, y, z) ∈ Ω′′ : Gδ(x, y, z)) ≥ γ
})

= L 3d
({

(x, y, z) ∈ Ω′′ : |f(x+δy+δz)−f(x+δy)−δW (x+δy, z)| ≥ γδ
})

≤ L 3d
({

(x′, y, z) ∈ Ω′ : |f(x′+δz)− f(x′)− δW (x′, z)| ≥ γδ
})

→ 0

where we used the change of variables x′ = x+ δy. This proves (36). From Lemma 34 we infer
that

W (x+ δy, z)−W (x, z) → 0 as δ → 0.
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Adding the three identities we obtain that

W (x, y + z)−W (x, y)−W (x, z) = 0 for L 3d-a.e. (x, y, z) ∈ Ω× Rd × Rd.

Therefore, for L d-a.e. x, W (x, ·) is representable as a linear function. This concludes Step 1.
Step 2. Let αd be the measure of the unit ball in Rd. We fix a set Ω′ ⊂⊂ Ω and ε, γ > 0. We
find δ1 > 0 such that

B(x, 2δ1) ⊂ Ω, x ∈ Ω′.

Consider the sets

Aδ(x) = {y ∈ B(0, 2) : |f(x+ δy)− f(x)− δg(x) · y| ≥ γδ},
0 < δ < δ1, x ∈ Ω′.

Since (x, y) 7→ g(x) · y is a directional derivative of f in measure, by the Fubini theorem,∫
Ω′

L d (Aδ(x)) dx→ 0 as δ → 0.

Therefore there exists δ2 > 0 such that for 0 < δ < δ2 we have

L d
({
x ∈ Ω′ : L d(Aδ(x)) ≥

αd

4

})
≤ ε.

By Lusin theorem, there exists a compact set K ⊂ Ω such that L d(Ω \ K) < ε and g|K is
continuous. By the uniform continuity, there exists δ3 > 0 such that for 0 < δ < δ3 we have

x, x′ ∈ K, |x− x′| < δ =⇒ |g(x)− g(x′)| < γ.

Let h ∈ Rd, |h| = r < 1
2 min{δ1, δ2, δ3}. Consider the sets

E := {x ∈ Ω′ : L d(Ar(x)) ≥ 1
4αd},

E′ := {x ∈ Ω′ : L d(Ar(x+ h)) ≥ 1
4αd},

F := Ω′ \K,
F ′ := {x ∈ Ω′ : x+ h /∈ K}.

Then
|E ∪ E′ ∪ F ∪ F ′| ≤ 4ε.

Let x ∈ Ω \ (E ∪ E′ ∪ F ∪ F ′). Then both x and x+ h belong to K and

L d (B(0, 1) ∩Ar(x)) ≤ 1
4αd,

L d
(
{y ∈ B(0, 1) : y − h

r ∈ Ar(x+ h)}
)
≤ 1

4αd.

Thus there exists y ∈ B(0, 1) \Ar(x) such that y′ := y − h
r /∈ Ar(x+ h). Since |y′| < 2, the fact

that y′ /∈ Ar(x+ h) means that x+ h+ ry′ ∈ Ω and

|f(x+ h+ ry′)− f(x+ h)− rg(x+ h) · y′| ≤ γr.
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Since h+ ry′ = ry, we have

|f(x+h)−f(x)−g(x) · h|
≤ |f(x+h)−f(x+h+ry′)+rg(x+h) · y′|

+|f(x+ry)−f(x)−rg(x) · y|+ |r(g(x)− g(x+ h)) · y′|
≤ γr + γr + γr|y′| ≤ 4|h|γ .

This shows that
f(x+ h)− f(x)− g(x) · h

|h|
→ 0

in measure w.r.t. x as h→ 0. �

Now we introduce another more classical weak differentiability property (extensively studied,
for instance, in [68]). It has still a measure-theoretic character, but unlike differentiability in
measure it has a pointwise meaning.

Definition 38 (Approximate differentiability) Let f : Ω → R be a measurable function
and let x ∈ Ω. We say that a ∈ Rd is an approximate derivative of f at x if{

h :
|f(x+ h)− f(x)− a · h|

|h|
> ε

}
has zero Lebesgue density at 0 for
any ε > 0.

As we are concerned here with convergence in measure, it is worth mentioning that approximate
differentiability at x is equivalent to the convergence

lim
δ→0

f(x+ δy)− f(x)− δa · y
δ

= 0 locally in measure w.r.t. y ∈ Rd.

The following proposition shows that functions which are approximately differentiable on a
measurable set A essentially coincide with functions that can be approximated, in the Lusin
sense, by Lipschitz maps.

Theorem 39 (Lusin theorem for approximately differentiable maps) Let f : Ω → R.
Assume that there exists a sequence of measurable sets An ⊂ Ω such that L d(Ω \ ∪nAn) = 0
and f |An is Lipschitz for any n. Then f is approximately differentiable at L d-a.e. x ∈ Ω.
Conversely, if f is approximately differentiable at all points of Ω′ ⊂ Ω, we can write Ω′ as
a countable union of sets An such that f |An is Lipschitz for any n (up to a redefinition in a
L d-negligible set).

Proof. With no loss of generality we can assume that the sets An are pairwise disjoint. By
Mc Shane Lipschitz extension theorem we can find Lipschitz functions gn : Rd → R extending
f |An . By Lebesgue differentiation theorem and Rademacher theorem, L d-a.e. x ∈ An is both
a point of density 1 of An and a differentiability point of gn. We claim that at any of these
points x the function f is approximately differentiable, with approximate differentiable equal to
∇gn(x). Indeed, it suffices to notice that the difference quotients of f and of gn may differ only
on Ω \An, that has zero density at x.
Clearly, as L d-a.e. x ∈ Ω has this property for some n, so this proves the L d-a.e. approximate
differentiability of f .
The converse statement is proved in Theorem 3.1.16 of [68]. �
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The following theorem shows that, among all the differentiability properties considered in this
section, L d-a.e. approximate differentiability is the stronger one. Even on the real line, an
example built in [17] shows that differentiability in measure does not imply L 1-a.e. approximate
differentiability (in fact, the function built in [17] is nowhere approximately differentiable).

Theorem 40 Suppose that f : Ω → R is approximately differentiable L d-a.e. in Ω. Then f is
differentiable in measure.

Proof. Let g be the approximate derivative of f . By the previous result there exist Lipschitz
functions fj and pairwise disjoint measurable sets Aj ⊂ Ω such that

fj = f on Aj ,

∇fj = g on Aj ,

L d

(
Ω \

⋃
j

Aj

)
= 0.

We fix Ω′ ⊂⊂ Ω and γ > 0 and find δ > 0 such that B(x, δ) ⊂ Ω for each x ∈ Ω′. We set

E(h) := {x ∈ Ω′ : |f(x+ h)− f(x)− g(x)h| ≥ γ|h|}, h ∈ B(0, δ).

Then
E(h) ⊂ N ∪

⋃
j

(Ej(h) ∪ Fj(h)),

where L d(N) = 0 and

Ej(h) =
{
x ∈ Ω′ ∩Aj : x+ h /∈ Aj

}
,

Fj(h) =
{
x ∈ Ω′ ∩Aj : |fj(x+ h)− fj(x)−∇fj(x)h| ≥ γ|h|}.

Then
L d(Ej(h)) → 0 as h→ 0

by the L1
loc continuity of translations. Using the differentiability of fj on Aj , we obtain that also

L d(Fj(h)) → 0 as h→ 0.

Choose ε > 0. Since Ej(h) ∪ Fj(h) ⊂ Aj and
∑

j L d(Aj) ≤ L d(Ω) <∞, we can find an index
m independent of h such that

∞∑
j=m+1

L d (Ej(h) ∪ Fj(h)) ≤ ε.

Then

lim sup
h→0

L d(E(h)) ≤
m∑

j=1

lim sup
h→0

L d (Ej(h) ∪ Fj(h)) + ε = ε.

It follows that L d(E(h)) → 0 as required. �
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7 Differentiability of the flow in the W 1,1 case

In this section we discuss the differentiability properties of the L -Lagrangian flow associated to
W 1,1 vector fields, briefly describing the results obtained in [73]. Notice that no differentiability
property is presently known in the BV case; on the other hand, in the W 1,p case, with p > 1,
much stronger results are available [48], and we will present them in the next section.
The main theorem in [73] is the following:

Theorem 41 Let b ∈ L1
(
[0, T ];W 1,1

loc (Rd; Rd)
)

be satisfying

(i)
|b|

1 + |x|
∈ L1

(
[0, T ];L1(Rd)

)
+ L1

(
[0, T ];L∞(Rd)

)
;

(ii) [div bt] ∈ L1
(
[0, T ];L∞(Rd)

)
;

and let X(t, x) be the corresponding L -Lagrangian flow, given by Theorem 26. Then for all
t ∈ [0, T ] there exists a measurable function W t : Rd × Rd → Rd such that

X(t, x+ εy)−X(t, x)− εW t(x, y)
ε

→ 0 locally in measure in Rd
x × Rd

y

as ε ↓ 0.

The result actually stated in [73] is slightly stronger, as the convergence above is also shown to
be uniform with respect to time. Having in mind the terminology and the results of the previous
section, the result can also be rephrased as follows: for all t ∈ [0, T ] there exists a matrix-valued
measurable function Gt : Rd →Md×d (i.e. the derivative in measure) such that

X(t, x+ h)−X(t, x)−Gt(x)h
|h|

→ 0 locally in measure in Rd
x as h→ 0.

The link between Gt and W t is given by Gt(x)(y) = W t(x, y) for L 2d-a.e. (x, y). So, Gt can
be interpreted as the derivative of the flow map X(t, ·).
The strategy of the proof in [73] is to look at the behaviour of the 2d-dimensional flows Y ε

arising from the difference quotients of X:

Y ε(t, x, y) :=
X(t, x+ εy)−X(t, x)

ε
.

It is immediate to check (see also [15]) that Y ε are L -Lagrangian flows relative to the vector
fields Bε defined by

Bε(t, x, y) =
(

b(t, x),
b(t, x+ εy)− b(t, x)

ε

)
.

Therefore, it is natural to expect that their limit Y (if any) should be a flow relative to the limit
vector field

B(t, x, y) = (b(t, x),∇xb(t, x)y) .
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Notice that div Bt(x, y) = 2div bt(x), and therefore

div Bt ∈ L1
(
[0, T ];L∞(R2d)

)
.

On the other hand, the last d components of B have no regularity with respect to the x-variable.
However, in this special case, an anisotropic smoothing argument (by a regularization in the x
variable much faster than the one in the y variable), based on the special structure of this vector
field (see also [25], [74]), still guarantees that bounded solutions to the continuity equation with
velocity field B are renormalizable. Moreover, using the renormalization property, a variant of
the argument used in Theorem 23 shows that the continuity equation with B as vector field
satisfies the comparison principle in the class

L ∗ := L ∩ L∞
(
[0, T ];L∞loc(Rd

x;L1(Rd
y))
)
,

where L is defined as in (18) (in 2d space dimensions). The reason for this restriction to the
smaller space L ∗ is the fact that |B|/(1 + |x|+ |y|) in general does not belong to

L1
(
[0, T ];L1(Rd

x × Rd
y)
)

+ L1
(
[0, T ];L∞(Rd

x × Rd
y)
)
,

because the last d components do not tend to 0 as |y| → ∞ while x is kept fixed (and their
limit is possibly unbounded as a function of x). If b satisfies condition (ii) above, the last d
components B2 of B satisfy instead

|B2|
1 + |y|

∈ L1
(
[0, T ];L1

loc(Rd
x, L

1(Rd
y) + L∞(Rd

y))
)
.

For this reason, a weaker growth condition on B turns into a stronger growth condition on w.
Then, the renormalization property ensures the well posedness of the continuity equation and
therefore (much like as in Theorem 16 and Theorem 23) that the L ∗-Lagrangian flow relative
to B is unique. A smoothing argument (see [73] for details) proves its existence even within the
smaller class L ∗. So, denoting by Y the L ∗-Lagrangian flow relative to B, we can represent
it as

Y (t, x, y) = (X(t, x),W (t, x, y))

for some map W . Finally, the same argument used for the existence of Y shows that Y is the
limit, with respect to local convergence in measure (uniform w.r.t. time) of Y ε: this is due to
the fact that Bε have properties analogous to the ones of B (in particular they have uniformly
bounded divergences) and converge to B.
This leads to the proof of Theorem 41.

8 Differentiability and compactness of the flow in the W 1,p case

In this section we present some recent results, obtained in [48], relative to the approximate
differentiability and to the Lipschitz properties of regular Lagrangian flows associated to W 1,p
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vector fields, with p > 1. The first results relative to the approximative differentiability of the
flow have been obtained in [15]. An important fact that we want to remark from the beginning
is that the approach of [15] and [48] is completely different from the one of [73] described in
the previous section: these two papers are not based on the theory of renormalized solutions,
but new kind of estimates are introduced. The general idea, which we are going to explain with
all the details in the following, is trying to find estimates for the spatial gradient of the flow in
terms of bounds on the derivative of the vector field.

We start by recalling some basic facts about the the theory of maximal functions. These tools
will be used throughout all this section. We begin with the definition of the local maximal
function.

Definition 42 (Maximal function) Let µ be a (vector-valued) measure with locally finite total
variation. For every λ > 0, we define the (λ-local) maximal function of µ as

Mλµ(x) = sup
0<r<λ

|µ|(Br(x))
L d(Br(x))

x ∈ Rd .

When µ = fL d, where f is a function in L1
loc(Rd; Rm), we will use the notation Mλf for Mλµ.

In the following we will use a lot of times the following two lemmas about maximal functions.
Their proof is classical and can be found for example in [87]. The first lemma shows that it is
possible to control the Lp norm of a maximal function with the Lp norm of the function itself,
in the case p > 1; however, this estimate is false in the case p = 1. The second lemma will be
used to estimate the difference quotiens of the vector field by means of the maximal function of
the spatial derivative of the vector field.

Lemma 43 The local maximal function of µ is finite for L d-a.e. x ∈ Rd and, for every R > 0,
we have ∫

BR(0)
Mλf(y) dy ≤ cd,R + cd

∫
BR+λ(0)

|f(y)| log(2 + |f(y)|) dy ∀λ > 0 .

For p > 1 we have ∫
BR(0)

(Mλf(y))p dy ≤ cd,p

∫
BR+λ(0)

|f(y)|p dy ∀λ > 0 .

Lemma 44 If u ∈ BV (Rd; Rm) then there exists an L d-negligible set N ⊂ Rd such that

|u(x)− u(y)| ≤ cd|x− y| (MλDu(x) +MλDu(y))

for x, y ∈ Rd \N with |x− y| ≤ λ.
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We also recall Chebyshev inequality for a measurable function f : Ω ⊂ Rd → R:

L d
(
{|f | > t}

)
≤ 1
t

∫
{|f |>t}

|f(x)| dx ≤
L d
(
{|f | > t}

)1/q

t
‖f‖Lp(Ω) ,

which immediately implies

L d
(
{|f | > t}

)1/p ≤
‖f‖Lp(Ω)

t
. (38)

In all this section we will make the following assumptions on the vector field b : [0, T ]×Rd → Rd:

(A) b ∈ L1([0, T ];W 1,p(Rd; Rd)) for some p > 1;

(B) b ∈ L∞([0, T ]× Rd; Rd);

(C) [divxb]− ∈ L1([0, T ];L∞(Rd)).

We remark that condition (B) could be relaxed to

|b(t, x)|
1 + |x|

∈ L1([0, T ];L1(Rd)) + L1([0, T ];L∞(Rd)) ,

getting some slightly weaker results (due to the possible unboundedness of the velocity field),
but in this introductory presentation we prefer to avoid these technicalities and focus on the
case of a uniformly bounded vector field. We also notice that, under this assumption, the global
W 1,p hypothesis is not essential: thanks to the finite speed of propagation, we could truncate our
vector field out of a ball, then getting the same results with just a W 1,p

loc hypothesis. However,
we prefer to assume this global condition, mainly in order to simplify typographically some
estimates. We refer to [48] for these more general hypotheses, the main modification being an
estimate of the superlevels of the flow.
We recall that in this context the results of Section 5 read as follow. For every vector field b
satisfying assumptions (A), (B) and (C) there exist a unique regular Lagrangian flow X, that
is a measurable map X : [0, T ]× Rd → Rd which satisfies the following two properties:

(i) for L d-a.e. x ∈ Rd the map t 7→ X(t, x) is an absolutely continuous solution of γ̇(t) =
b(t,γ(t)) with γ(0) = x (the ODE if fulfilled in the integral sense or, equivalently, in the
a.e. sense);

(ii) there exists a constant C independent of t such that X(t, ·)#L d ≤ CL d for every t ∈
[0, T ].

For every vector field satisfying assumption (C), the quantity

C = exp
(∫ T

0
‖[divxb(t, ·)]−‖L∞(Rd) dt

)
satisfies the inequality in the second property of the regular Lagrangian flow. However, we
remark the fact that all our estimates will depend on the compressibility constant L of X,
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i.e. the best constant C for which (ii) holds, rather than on the L1(L∞) norm of [divxb]−. This
is an important remark in the context of the compactness theorem (see Theorem 48): some
compactness results under bounds on the divergence were already available in [61], while one of
the merits of this new approach is this weaker requirement.

The starting point of the estimates given in [48] is already present in [15] (and, at least in a
formal way, in [61]): in a smooth context, we can control the time derivative d

dt log (|∇X|) with
|∇b|(X). The strategy of [15] allows to make this remark rigorous: it is possible to consider
some integral quantities which contain a discretization of the space gradient of the flow and
to prove some estimates along the flow. Then, the application of Egorov theorem allows the
passage from integral estimates to pointwise estimates on big sets, and from this it is possible to
recover Lipschitz regularity on big sets. However, the application of Egorov theorem implies a
loss of quantitative informations: this strategy does not allow a control of the Lipschitz constant
in terms of the size of the “neglected” set.
Starting from this results, the main point of [48] is a modification of the estimates in such a
way that quantitative informations are not lost. We define (for p > 1 and R > 0) the following
integral quantity:

Ap(R,X) :=

[∫
BR(0)

(
sup

0≤t≤T
sup

0<r<2R

∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dy

)p

dx

]1/p

. (39)

Heuristically, one can view |X(t, x)−X(t, y)|/r as a “discrete gradient” of the flow X. Then the
quantity Ap(R,X) is constructed averaging this discrete gradient over balls of radius r, asking
some uniformity with respect to t and r and finally integrating on a bounded set with respect
to the second variable. We are now going to give some quantitative estimates of the quantity
Ap(R,X) in the case when the map X is the regular Lagrangian flow associated to a vector field
b satisfying assumptions (A), (B) and (C). The estimate will depend only on the L1(Lp) norm
of the derivative of b and on the compressibility constant L. In all the following computations
we will denote by cq1,...,qn universal constants which depends only on the parameters q1, . . . , qn
and which can change from line to line. To simplify the notation we will also denote by Lp and
L1(Lp) the global spaces Lp(Rd) and L1([0, T ];Lp(Rd)) respectively. Out of the smooth setting,
all the computations are easily justified by condition (i) in the definition of regular Lagrangian
flow; however, the reader could check the estimates in the smooth case, and then obtain the
general case simply by an approximation procedure (based on Theorem 29).

Proposition 45 Let b be a vector field satisfying assumptions (A), (B) and (C). Denote by X
its regular Lagrangian flow and let L be the compressibility constant of the flow. Then we have

Ap(R,X) ≤ C
(
R,L, ‖Dxb‖L1(Lp)

)
.

Proof. For 0 ≤ t ≤ T , 0 < r < 2R and x ∈ BR(0) define

Q(t, x, r) :=
∫

Br(x)
log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dy .
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With some easy computations we get

dQ

dt
(t, x, r) ≤

∫
Br(x)

∣∣∣∣dXdt (t, x)− dX

dt
(t, y)

∣∣∣∣ (|X(t, x)−X(t, y)|+ r)−1 dy

=
∫

Br(x)

|b(t,X(t, x))− b(t,X(t, y))|
|X(t, x)−X(t, y)|+ r

dy . (40)

We now set R̃ = 4R+ 2T‖b‖∞. Since we clearly have |X(t, x)−X(t, y)| ≤ R̃, applying Lemma
44 we can estimate

dQ

dt
(t, x, r) ≤ cd

∫
Br(x)

(
MR̃Db(t,X(t, x)) +MR̃Db(t,X(t, y))

) |X(t, x)−X(t, y)|
|X(t, x)−X(t, y)|+ r

dy

≤ cdMR̃Db(t,X(t, x)) + cd

∫
Br(x)

MR̃Db(t,X(t, y)) dy .

Integrating with respect to the time, we estimate

sup
0≤t≤T

Q(t, x, r) ≤ c+ cd

∫ T

0
MR̃Db(t,X(t, x)) dt+ cd

∫ T

0

∫
Br(x)

MR̃Db(t,X(t, y)) dydt . (41)

Passing to the supremum for 0 < r < 2R we obtain

sup
0≤t≤T

sup
0<r<2R

Q(t, x, r)

≤ c+ cd

∫ T

0
MR̃Db(t,X(t, x)) dt+ cd

∫ T

0
sup

0<r<2R

∫
Br(x)

MR̃Db(t,X(t, y)) dydt .

Taking the Lp norm over BR(0) we get

Ap(R,X) =

∥∥∥∥∥ sup
0≤t≤T

sup
0<r<2R

∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dy

∥∥∥∥∥
Lp

x(BR(0))

≤ cp,R + cd

∥∥∥∥∫ T

0
MR̃Db(t,X(t, x)) dt

∥∥∥∥
Lp

x(BR(0))

+cd

∥∥∥∥∥
∫ T

0
sup

0<r<2R

∫
Br(x)

MR̃Db(t,X(t, y)) dydt

∥∥∥∥∥
Lp

x(BR(0))

.

Recalling Lemma 43 and the definition of the compressibility constant L, the first integral can
be estimated with

cd

∫ T

0

∥∥MR̃Db(t,X(t, x))
∥∥

Lp
x(BR(0))

dt ≤ cdL
1/p

∫ T

0

∥∥MR̃Db(t, x)
∥∥

Lp
x(BR+T‖b‖∞ (0))

dt

≤ cd,pL
1/p

∫ T

0
‖Db(t, x)‖Lp

x(BR+R̃+T‖b‖∞ (0)) dt .
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The second integral can be estimated in a similar way with

cd

∫ T

0

∥∥∥∥∥ sup
0<r<2R

∫
Br(x)

[
(MR̃Db) ◦ (t,X(t, ·))

]
(y) dy

∥∥∥∥∥
Lp

x(BR(0))

dt

= cd

∫ T

0

∥∥M2R

[
(MR̃Db) ◦ (t,X(t, ·))

]
(x)
∥∥

Lp
x(BR(0))

dt

≤ cd,p

∫ T

0

∥∥[(MR̃Db) ◦ (t,X(t, ·))
]
(x)
∥∥

Lp
x(B3R(0))

dt

= cd,p

∫ T

0

∥∥(MR̃Db) ◦ (t,X(t, x))
∥∥

Lp
x(B3R(0))

dt

≤ cd,pL
1/p

∫ T

0
‖MR̃Db(t, x)‖Lp

x(B3R+T‖b‖∞ (0)) dt

≤ cd,pL
1/p

∫ T

0
‖Db(t, x)‖Lp

x(B3R+T‖b‖∞+R̃(0)) dt .

Then we obtain the desired estimate for Ap(R,X). �

This estimate implies in an easy way a Lusin-type approximation of the flow with Lipschitz
maps. As we observed before the proof of the proposition, the main point is that the estimate
is now quantitative, and this will imply a precise control of the Lipschitz constant, in terms of
the measure of the set we are “neglecting” (this explicit control was one of the open problems
stated in [15]). This will be the key point in the proof of the compactness theorem.

Theorem 46 (Lipschitz estimates) Let b be a vector field satisfying assumptions (A), (B)
and (C) and denote by X its regular Lagrangian flow. Then, for every ε, R > 0, we can find a
set K ⊂ BR(0) such that

• L d(BR(0) \K) ≤ ε;

• for any 0 ≤ t ≤ T we have

Lip (X(t, ·)|K) ≤ exp
cdAp(R,X)

ε1/p
,

with Ap(R,X) satisfying the estimate of Proposition 45.

Proof. Fix ε > 0 and R > 0. We apply Proposition 45 and equation (38) to obtain a constant

M = M(ε, p, Ap(R,X)) =
Ap(R,X)
ε1/p

and a set K ⊂ BR(0) with L d(BR(0) \K) ≤ ε and

sup
0≤t≤T

sup
0<r<2R

∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dy ≤M ∀x ∈ K .
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This clearly means that∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dy ≤M for every x ∈ K, t ∈ [0, T ] and r ∈]0, 2R[.

Now fix x, y ∈ K. Clearly |x− y| < 2R. Set r = |x− y| and compute

log
(
|X(t, x)−X(t, y)|

r
+ 1
)

=
∫

Br(x)∩Br(y)
log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dz

≤
∫

Br(x)∩Br(y)
log
(
|X(t, x)−X(t, z)|

r
+ 1
)

+ log
(
|X(t, y)−X(t, z)|

r
+ 1
)
dz

≤ cd

∫
Br(x)

log
(
|X(t, x)−X(t, z)|

r
+ 1
)
dz + cd

∫
Br(y)

log
(
|X(t, y)−X(t, z)|

r
+ 1
)
dz

≤ cdM =
cdAp(R,X)

ε1/p
.

This implies that

|X(t, x)−X(t, y)| ≤ exp
(
cdAp(R,X)

ε1/p

)
|x− y| for every x, y ∈ K.

Therefore
Lip(X(t, ·)|K) ≤ exp

cdAp(R,X)
ε1/p

.

�

Recalling Theorem 39, the following corollary is an immediate consequence of the Lipschitz
estimates.

Corollary 47 (Approximate differentiability of the flow) Let b be a vector field satisfy-
ing assumptions (A), (B) and (C) and denote by X its regular Lagrangian flow. Then X(t, ·)
is approximately differentiable L d-a.e. in Rd, for every t ∈ [0, T ].

Now we are going to present some new compactness results. The strategy of the proof is quite
elementary: thanks to the Lipschitz estimates, the flows will be equi-continuous on large sets
and this, together with the equi-boundedness in L∞, will allow the use of Ascoli-Arzelà theorem
“on big sets”. From this, the compactness in L1

loc easily follows.
The following theorem gives a partial answer to a conjecture raised by Alberto Bressan in [34]:
in fact, Bressan’s conjecture is the L1 version of the Lp result that we are going to present.
Presently this conjecture is still unsolved.

Theorem 48 (Compactness of the flow) Let bn be a sequence of smooth vector fields. De-
note by Xn their regular Lagrangian flows and let Ln be the compressibility constant of the flow
Xn. Suppose that

• |bn| are equi-bounded in L∞([0, T ]× Rd),

42



• |Dxbn| are equi-bounded in L1(Lp) for some p > 1,

• {Ln}n is a bounded sequence (in R).

Then the sequence {Xn}n is relatively compact in L1
loc([0, T ]× Rn).

Proof. Fix R > 0 and notice that, since the vector fields {bn}n are uniformly bounded in
L∞, the flows {Xn}n are uniformly bounded in L∞([0, T ] × BR(0)); denote by CR a common
bound in L∞ for the flows. Applying Proposition 45 we obtain that the quantities Ap(R,Xn)
are uniformly bounded with respect to n. Now, fix j ∈ N and apply Theorem 46 with ε = 1/j
to obtain, for every n ∈ N, a set Kn ⊂ BR(0) with L d(BR(0) \Kn) ≤ 1/j such that

Lip(Xn(t, ·)|Kn) is uniformly bounded w.r.t. n uniformly in t.

Since d
dtXn(t, x) = bn(t,Xn(t, x)), thanks to the equi-boundedness in L∞ of the vector fields

we also get that
Lip(Xn|[0,T ]×Kn

) is uniformly bounded w.r.t. n.

Now, by applying some classical results on the extension of Lipschitz maps, we can extend every
Xn|[0,T ]×Kn

to a map X̃n,j defined on [0, T ]×BR(0) in such a way that

Lip(X̃n,j |[0,T ]×BR(0)) ≤ cdLip(Xn|[0,T ]×Kn
) (42)

and
‖X̃n,j‖L∞([0,T ]×BR(0)) ≤ ‖Xn‖L∞([0,T ]×BR(0)) . (43)

Applying Ascoli–Arzelà theorem and a standard diagonal argument we can find a subsequence
(not relabeled) such that for each j the sequence {X̃n,j}n converges uniformly (and hence
strongly in L1([0, T ]×BR(0))) to a map X̃∞,j .
Notice that

‖X̃n,j −Xn‖L1([0,T ]×BR(0)) ≤
2
j
TL d(Bρ(0))CR .

Next, for any given ε > 0 select j such that

2
j
TL d(BR(0))CR ≤ ε/3 ,

and then N > 0 such that

‖X̃i,j − X̃k,j‖L1([0,T ]×BR(0)) ≤ ε/3 for all i, k > N .

Hence for every i, k > N we get

‖Xi −Xk‖L1([0,T ]×BR(0)) ≤ ‖Xi − X̃i,j‖L1([0,T ]×BR(0)) + ‖X̃i,j − X̃k,j‖L1([0,T ]×BR(0))

+‖Xk − X̃k,j‖L1([0,T ]×BR(0)) ≤ ε .

Hence {Xn}n is a Cauchy sequence in L1([0, T ] × BR(0)). A second diagonal argument yields
a subsequence, not relabeled, which is a Cauchy sequence in L1([0, T ]×Bl(0)) for every l ∈ N.

�
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Remark 49 (Existence of the regular Lagrangian flow) As a corollary we obtain a new
proof of the existence of a regular Lagrangian flow associated to a bounded vector field b sat-
isfying assumptions (A), (B) and (C). Indeed, approximating b by convolution with a positive
convolution kernel, we get a sequence which satisfies the assumptions of the previous theorem,
hence in the limit we get a flow associated to b, thanks to the compactness in the strong topology.
An analogous remark applies to Theorem 52.

With similar techniques it is also possible to show compactness in the W 1,1 case, under the
assumption that the maximal functions of the derivatives of the vector fields bn are uniformly
bounded in L1(L1). The strategy is slightly different, since we are not able to show Lipschitz
estimates under this weaker assumption (notice that the proof of Proposition 45 requires a
control of M [MDb]). We start defining an integral quantity similar to the previous one, but
without the supremum with respect to the radius r. For R > 0 and 0 < r < R/2 fixed we set

a(r,R,X) =
∫

BR(0)
sup

0≤t≤T

∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dydx .

We first give a quantitative estimate for the quantity a(r,R,X), similar to the previous one for
Ap(R,X).

Proposition 50 Let b be a vector field satisfying the assumptions (A) and (C) and such that

MλDb ∈ L1(L1) for every λ > 0.

Denote by X its regular Lagrangian flow and let L be the compressibility constant of the flow.
Then we have

a(r,R,X) ≤ C
(
R,L, ‖MR̃Dxb‖L1(L1)

)
,

where R̃ = 3R/2 + 2T‖b‖∞.

Proof. We start as in the proof of Proposition 45, obtaining inequality (41) (but this time it is
sufficient to set R̃ = 3R/2 + 2T‖b‖∞). Integrating with respect to x over BR(0), we obtain

a(r,R,X) =
∫

BR(0)
sup

0≤t≤T

∫
Br(x)

log
(
|X(t, x)−X(t, y)|

r
+ 1
)
dydx

≤ cR + cd

∫
BR(0)

∫ T

0
MR̃Db(t,X(t, x)) dtdx

+cd

∫
BR(0)

∫ T

0

∫
Br(x)

MR̃Db(t,X(t, y)) dydtdx .

As in the previous computations, the first integral can be estimated with

cdL
∥∥MR̃Db

∥∥
L1([0,T ];L1(BR+T‖b‖∞ (0)))

,
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but this time we cannot bound the norm of the maximal function with the norm of the derivative.
To estimate the last integral we compute

cd

∫
BR(0)

∫ T

0

∫
Br(x)

MR̃Db(t,X(t, y)) dydtdx

= cd

∫
BR(0)

∫ T

0

∫
Br(0)

MR̃Db(t,X(t, x+ z)) dzdtdx

≤ cd

∫
Br(0)

∫ T

0

∫
BR(0)

MR̃Db(t,X(t, x+ z)) dxdtdz

≤ cd

∫
Br(0)

∫ T

0
L

∫
B3R/2+T‖b‖∞ (0)

MR̃Db(t, w) dwdtdx

= cdL‖MR̃Db‖L1([0,T ];L1(B3R/2+T‖b‖∞ (0))) .

This concludes the proof of the estimate for a(r,R,X). �

We recall the following classical criterion for strong compactness in Lp, since it will be used in
the proof of the compactness theorem. For the proof of the lemma we refer for example to [35].

Lemma 51 (Riesz-Fréchet-Kolmogorov compactness criterion) Let F be a bounded sub-
set of Lp(RN ) for some 1 ≤ p <∞. Suppose that

lim
|h|→0

‖f(· − h)− f‖Lp = 0 uniformly in f ∈ F .

Then F is relatively compact in Lp
loc(R

N ).

Theorem 52 Let bn be a sequence of smooth vector fields. Denote by Xn their regular La-
grangian flows and let Ln be the compressibility constant of the flow Xn. Suppose that

• |bn| are equi-bounded in L∞([0, T ]× Rd),

• MλDxbn are equi-bounded in L1(L1) for every λ > 0,

• {Ln}n is a bounded sequence (in R).

Then the sequence {Xn}n is relatively compact in L1
loc([0, T ]× Rd).

Proof. We apply Proposition 50 to obtain that, under the assumptions of the Theorem, the
quantities a(r,R,Xn) are uniformly bounded with respect to n. Now observe that, for 0 ≤ z ≤ R̄
(with R̄ = 3R/2 + 2T‖b‖∞ as in Proposition 50), thanks to the concavity of the logarithm we
have

log
(z
r

+ 1
)
≥

log
(

R̄
r + 1

)
R̄

z .
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Since |Xn(t, x)−Xn(t, y)| ≤ R̄ this implies that∫
BR(0)

sup
0≤t≤T

∫
Br(x)

|Xn(t, x)−Xn(t, y)| dydx

≤ R̄

log
(

R̄
r + 1

)C (R,Ln, ‖MR̄Dxbn‖L1(L1)

)
≤ g(r) ,

where the function g(r) does not depend on n and satisfies g(r) ↓ 0 for r ↓ 0. Changing the
integration order this implies∫

Br(0)

∫
BR(0)

|Xn(t, x)−Xn(t, x+ z)| dxdz ≤ g(r) ,

uniformly with respect to t and n.
Now notice the following elementary fact. There exists a dimensional constant αd > 0 with
the following property: if A ⊂ B1(0) is a measurable set with L d(B1(0) \ A) ≤ αd, then
A+ A ⊃ B1/2(0). Then fix αd as above and apply Chebyshev inequality for every n to obtain,
for every 0 < r < R/2, a measurable set Kr,n ⊂ Br(0) with L d(Br(0) \Kr,n) ≤ αdL

d(Br(0))
and ∫

BR(0)
|Xn(t, x+ z)−Xn(t, x)| dx ≤ g(r)

αd
for every z ∈ Kr,n.

For such a set Kr,n, thanks to the previous remark, we have that Kr,n +Kr,n ⊃ Br/2(0). Now
let v ∈ Br/2(0) be arbitrary. For every n we can write v = z1,n + z2,n with z1,n, z2,n ∈ Kr,n. We
can estimate the increment in the spatial directions as follows:∫

BR/2(0)
|Xn(t, x+ v)−Xn(t, x)| dx

=
∫

BR/2(0)
|Xn(t, x+ z1,n + z2,n)−Xn(t, x)| dx

≤
∫

BR/2(0)
|Xn(t, x+ z1,n + z2,n)−Xn(t, x+ z1,n)|+ |Xn(t, x+ z1,n)−Xn(t, x)| dx

≤
∫

BR(0)
|Xn(t, y + z2,n)−Xn(t, y)| dy +

∫
BR(0)

|Xn(t, x+ z1,n)−Xn(t, x)| dx ≤ 2g(r)
αd

.

Now notice that, by definition of regular Lagrangian flow, we have

dXn

dt
(t, x) = bn(t,Xn(t, x)) .

Then we can estimate the increment in the time direction in the following way

|Xn(t+ h, x)−Xn(t, x)| ≤
∫ h

0

∣∣∣∣dXn

dt
(t+ s, x)

∣∣∣∣ ds =
∫ h

0
|bn(t+ s,Xn(t+ s, x))| ds ≤ h‖bn‖∞ .
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Combining these two informations, for (t0, t1) ⊂⊂ [0, T ], R > 0, v ∈ Br/2(0) and h > 0 sufficently
small we can estimate∫ t1

t0

∫
BR/2(0)

|Xn(t+ h, x+ v)−Xn(t, x)| dxdt

≤
∫ t1

t0

∫
BR/2(0)

|Xn(t+ h, x+ v)−Xn(t+ h, x)|+ |Xn(t+ h, x)−Xn(t, x)| dxdt

≤ T
2g(r)
αd

+
∫ t1

t0

∫
BR/2(0)

h‖bn‖∞ dxdt ≤ T
2g(r)
αd

+ cdTR
dh‖bn‖ .

The thesis follows applying the Riesz-Fréchet-Kolmogorov compactness criterion, recalling that
bn are uniformly bounded in L∞. �

We conclude this section showing another result obtained in [48] with techniques which are very
similar to the ones described so far. It is a result of quantitative stability for regular Lagrangian
flows: it improves the stability result given in Theorem 29 in the sense that it gives a rate of
convergence of the flows in terms of convergence of the vector fields.

Theorem 53 (Quantitative stability) Let b and b̃ be vector fields satisfying assumptions
(A), (B) and (C). Denote by X and X̃ the respective regular Lagrangian flows and let L and L̃
be the compressibility constants of the two flows. Then, for every time τ ∈ [0, T ], we have

‖X(τ, ·)− X̃(τ, ·)‖L1(Br(0)) ≤ C
∣∣∣log

(
‖b− b̃‖L1([0,τ ]×BR(0))

)∣∣∣−1
,

where R = r + T‖b‖∞ and the constant C only depends on T , r, ‖b‖∞, ‖b̃‖∞, L, L̃, and
‖Dxb‖L1(Lp).

Proof. Set δ := ‖b− b̃‖L1([0,T ]×BR(0)) and consider the function

g(t) :=
∫

Br(0)
log

(
|X(t, x)− X̃(t, x)|

δ
+ 1

)
dx .

Clearly g(0) = 0 and after some standard computations we get

g′(t) ≤
∫

Br(0)

∣∣∣∣∣dX(t, x)
dt

− dX̃(t, x)
dt

∣∣∣∣∣ (|X(t, x)− X̃(t, x)|+ δ
)−1

dx

=
∫

Br(0)

|b(t,X(t, x))− b̃(t, X̃(t, x))|
|X(t, x)− X̃(t, x)|+ δ

dx

≤ 1
δ

∫
Br(0)

|b(t, X̃(t, x))− b̃(t, X̃(t, x))| dx

+
∫

Br(0)

|b(t,X(t, x))− b(t, X̃(t, x))|
|X(t, x)− X̃(t, x)|+ δ

dx . (44)
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We set R̃ = 2r + T (‖b‖∞ + ‖b̃‖∞) and we apply Lemma 44 to estimate the last integral as
follows:∫

Br(0)

|b(t,X(t, x))− b(t, X̃(t, x))|
|X(t, x)− X̃(t, x)|+ δ

dx ≤ cd

∫
Br(0)

MR̃Db(t,X(t, x)) +MR̃Db(t, X̃(t, x)) dx .

Inserting this estimate in (44), setting r̃ = r + T max{‖b‖∞, ‖b̃‖∞}, changing variables in the
integrals and using Lemma 43 we get

g′(t) ≤ L̃

δ

∫
Br+T‖b̃‖∞ (0)

|b(t, y)− b̃(t, y)| dy +
(
L̃+ L

) ∫
Br̃(0)

MR̃Db(t, y) dy

≤ L̃

δ

∫
Br+T‖b̃‖∞ (0)

|b(t, y)− b̃(t, y)| dy + cdr̃
n−n/p

(
L̃+ L

)
‖MR̃Db(t, ·)‖Lp

x

≤ L̃

δ

∫
Br+T‖b̃‖∞ (0)

|b(t, y)− b̃(t, y)| dy + cd,pr̃
n−n/p

(
L̃+ L

)
‖Db(t, ·)‖Lp

x
.

For any τ ∈ [0, T ], integrating the last inequality between 0 and τ we get

g(τ) =
∫

Br(0)
log

(
|X(τ, x)− X̃(τ, x)|

δ
+ 1

)
dx ≤ C1 , (45)

where the constant C1 depends on T , r, ‖b‖∞, ‖b̃‖∞, L, L̃, and ‖Dxb‖L1(Lp).
Next we fix a second parameter η > 0 to be chosen later. Using Chebyshev inequality we find a
measurable set K ⊂ Br(0) such that L d(Br(0) \K) ≤ η and

log

(
|X(τ, x)− X̃(τ, x)|

δ
+ 1

)
≤ C1

η
for x ∈ K.

Therefore we can estimate∫
Br(0)

|X(τ, x)− X̃(τ, x)| dx

≤ η
(
‖X(τ, ·)‖L∞(Br(0)) + ‖X̃(τ, ·)‖L∞(Br(0))

)
+
∫

K
|X(τ, x)− X̃(τ, x)| dx

≤ ηC2 + cdr
nδ (exp(C1/η)) ≤ C3 (η + δ exp(C1/η)) , (46)

with C1, C2 and C3 which depend only on T , r, ‖b‖∞, ‖b̃‖∞, L, L̃, and ‖Dxb‖L1(Lp). Without
loss of generality we can assume δ < 1. Setting η = 2C1| log δ|−1 = 2C1(− log δ)−1, we have
exp(C1/η) = δ−1/2. Thus we conclude∫

Br(0)
|X(τ, x)− X̃(τ, x)| dx ≤ C3

(
2C1| log δ|−1 + δ1/2

)
≤ C| log δ|−1 , (47)

where C depends only on T , r, ‖b‖∞, ‖b̃‖∞, L, L̃, and ‖Dxb‖L1(Lp). This completes the proof.
�
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Remark 54 (Uniqueness of the regular Lagrangian flow) We observe that the previous
theorem also gives a new proof of the uniqueness of the regular Lagrangian flow associated to a
vector field b which satisfies assumptions (A), (B) and (C).

9 Bibliographical notes and open problems

Section 3. The material contained in this section is classical. Good references are [64], Chapter
8 of [14], [27] and [61]. For the proof of the area formula, see for instance [13], [67], [68]. The
proof of the second local variant, under the stronger assumption

∫ T
0

∫
Rd |bt| dµtdt <∞, is given

in Proposition 8.1.8 of [14]. The same proof works under the weaker assumption (6).
Section 4. Many ideas of this section, and in particular the idea of looking at measures in the
space of continuous maps to characterize the flow and prove its stability, are borrowed from [6],
dealing with BV vector fields. Later on, the arguments have been put in a more general form,
independent of the specific class of vector fields under consideration, in [7]. Here we present the
same version of [8].
The idea of a probabilistic representation is of course classical, and appears in many contexts
(particularly for equations of diffusion type); to our knowledge the first reference in the context
of conservation laws and fluid mechanics is [30], where a similar approach is proposed for building
generalized geodesics in the space G of measure-preserving diffeomorphisms; this is related to
Arnold’s interpretation of the incompressible Euler equation as a geodesic in G (see also [31],
[32], [33]): in this case the compact (but neither metrizable, nor separable) space X [0,T ], with
X ⊂ Rd compact, has been considered.
This approach is by now a familiar one also in optimal transport theory, where transport maps
and transference plans can be thought in a natural way as measures in the space of minimizing
geodesics [85], and in the so called irrigation problems, a nice variant of the optimal transport
problem [23]. See also [20] for a similar approach within Mather’s theory. The lecture notes [94]
(see also the Appendix of [78]) contain, among several other things, a comprehensive treatment
of the topic of measures in the space of action-minimizing curves, including at the same time
the optimal transport and the dynamical systems case (this unified treatment was inspired by
[22]). Another related reference is [58].
The superposition principle is proved, under the weaker assumption

∫ T
0

∫
Rd |bt|p dµtdt < +∞ for

some p > 1, in Theorem 8.2.1 of [14], see also [79] for the extension to the case p = 1 and to the
non-homogeneous continuity equation. Very closely related results, relative to the representation
of a vector field as the superposition of “elementary” vector fields associated to curves, appear
in [86], [20].
Section 5. The definition of renormalized solution and the strong convergence of commutators
are entirely borrowed from [61]. See also [62] for the relevance of this concept in connection
with the existence theory for Boltzmann equation. The proof of the comparison principle as-
suming only an L1(L1

loc) bound (instead of an L1(L∞) one, as in [61], [6]) on the divergence was
suggested to us by G.Savaré. See also [40] for a proof, using radial convolution kernels, of the
renormalization property for vector fields satisfying Dib

j +Djb
i ∈ L1

loc.
No general existence result for Sobolev (or even BV ) vector fields seems to be known in the
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infinite-dimensional case: the only reference we are aware of is [24], dealing with vector-fields
having an exponentially integrable derivative, extending previous results in [49], [50], [51]. Also
the investigation of non-Euclidean geometries, e.g. Carnot groups and horizontal vector fields,
could provide interesting results.
Finally, notice that the theory has a natural invariance, namely if X is a flow relative to b,
then X is a flow relative to b̃ whenever {b̃ 6= b} is L 1+d-negligible in (0, T )×Rd. So a natural
question is whether the uniqueness “in the selection sense” might be enforced by choosing a
canonical representative b̃ in the equivalence class of b: in other words we may think that, for
a suitable choice of b̃, the ODE γ̇(t) = b̃t(γ(t)) has a unique absolutely continuous solution
starting from x for L d-a.e. x.
Concerning the case of BV vector fields, the main idea of the proof of Theorem 33, i.e. the
adaptation of the convolution kernel to the local behaviour of the vector field, has been used at
various level of generality in [25], [77], [45] (see also [41], [42] for related results independent of
this technique), until the general result obtained in [6].
The optimal regularity condition on b ensuring the renormalization property, and therefore the
validity of the comparison principle in Lb, is still not known. New results, both in the Sobolev
and in the BV framework, are presented in [10], [73], [74].
In [12] we investigate in particular the possibility to prove the renormalization property for
nearly incompressible BVloc ∩ L∞ fields b: they are defined by the property that there exists a
positive function ρ, with ln ρ ∈ L∞, such that the space-time field (ρ, ρb) is divergence free. As
in the case of the Keyfitz-Kranzer system, the existence a function ρ with this property seems
to be a natural replacement of the condition Dx · b ∈ L∞ (and is actually implied by it); as
explained in [9], a proof of the renormalization property in this context would lead to a proof
of a conjecture, due to Bressan, on the compactness of flows associated to a sequence of vector
fields bounded in BVt,x.
Section 6. The material of this section is entirely taken from [17]. See Chapter 3 of [68]
for a deep study of approximate differentiability and calculus with the class of approximately
differentiable maps.
Section 7. Here we have presented the main result in [73].
Section 8. The first progress in the direction of proving approximate differentiability of the
flow X(t, x) with respect to x has been achieved in [15]. Later on, these results have been
substantially improved in [47], and for this reason we have chosen to present only the latter
results and proofs in this section.
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