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Abstract
Scientific studies of language behavior need to grapple with a large diversity of languages in the world and, for reading, a 
further variability in writing systems. Yet, the ability to form meaningful theories of reading is contingent on the availability 
of cross-linguistic behavioral data. This paper offers new insights into aspects of reading behavior that are shared and those 
that vary systematically across languages through an investigation of eye-tracking data from 13 languages recorded during 
text reading. We begin with reporting a bibliometric analysis of eye-tracking studies showing that the current empirical base 
is insufficient for cross-linguistic comparisons. We respond to this empirical lacuna by presenting the Multilingual Eye-
Movement Corpus (MECO), the product of an international multi-lab collaboration. We examine which behavioral indices 
differentiate between reading in written languages, and which measures are stable across languages. One of the findings is 
that readers of different languages vary considerably in their skipping rate (i.e., the likelihood of not fixating on a word even 
once) and that this variability is explained by cross-linguistic differences in word length distributions. In contrast, if readers 
do not skip a word, they tend to spend a similar average time viewing it. We outline the implications of these findings for theo-
ries of reading. We also describe prospective uses of the publicly available MECO data, and its further development plans.
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Any field of research in human cognition must account 
for natural variability in physiological, psychological, and 
behavioral traits and states of individuals. A few fields, 
however, also need to account for the profound and inher-
ent variability in the very object of cognitive processing. 
A prime example of such a field is the study of language. 
A generalizable account of how language is learned, pro-
duced, comprehended, or represented in the brain or mind 
also needs to grapple with the world’s astounding diversity 
of languages. In the case of reading, this diversity is further 
compounded by the variability of orthographies, i.e., solu-
tions developed for representing speech in print (Daniels 
& Bright, 1996; Daniels & Share, 2018). Thus, one of the 
central goals of reading research is to find what universal 
and specific aspects exist across the written languages of the 
world, and subsequently, to study how these aspects influ-
ence reading development and processes (for recent reviews 
see, among others, Frost, 2012; Koda & Zehler, 2008; Share, 
2014; Verhoeven & Perfetti, 2017). This goal brings forward 
extensive demands on the quantity and quality of empiri-
cal evidence and, importantly, its cross-linguistic coverage, 
which is not always guaranteed in an Anglo-centric scientific 
literature on language (Share, 2014).

It is uncontroversial that the availability of high-quality, 
comparable behavioral data from diverse languages and 
writing systems is both a driving engine and a prerequisite 
of meaningful and generalizable theories of reading. The 
history of reading research shows that the field has been 
propelled greatly by data that came from cross-linguistic 
multi-lab coordinated efforts. Consider, for instance, the Zie-
gler and Goswami’s (2005) influential psycholinguistic grain 
size theory—a proposal that languages with inconsistent 
(opaque) orthographies (e.g., English) are more difficult to 
learn and are preferentially learned via bigger orthographic 
chunks than relatively consistent transparent languages (e.g., 
Finnish). This proposal draws on several multilingual stud-
ies, including in particular a joint investigation of real word 
and non-word reading in 13 European alphabetic languages 
(Seymour, Aro, & Erskine, 2003).

Most research producing either cross-linguistic data or 
comparable single-language data so far has employed tasks 
revolving around single word recognition (e.g., the English 
Lexicon Project database of lexical decision and word nam-
ing by Balota et al., 20071). Yet proficient natural reading is 
the reading of continuous texts to achieve comprehension, 
i.e., building a mental representation of the text content in 
one’s memory and integrating it with one’s prior knowledge 

through inferential processing (e.g., Wooley, 2011). This 
set of highly coordinated cognitive operations necessarily 
includes, but also goes far beyond, identification of indi-
vidual words in the text in terms of complexity and breadth 
of demands on the visuo-oculomotor, perceptual, and infor-
mation-processing systems in the reader (e.g., Liversedge 
et al., 2012; Rayner & Liversedge, 2011). For such higher-
level language processing, such cross-linguistic data is a lot 
less evident and barely available.

In line with the goal of studying natural real-time behavior 
during reading for comprehension, in this study, we focus on 
silent reading of running texts, using eye tracking as the experi-
mental paradigm. Eye tracking is the registration of eye move-
ments as they unfold in real time, and its output is a demonstra-
bly reliable and ecologically valid record of reading behavior 
(Kliegl et al., 2006; Rayner, 1998; Rayner et al., 2012). A rich 
literature shows that eye-movement control is an integral part 
of information processing that takes place during reading (see 
review in Radach & Kennedy, 2013), and thus, it is reflective 
both of the cognitive processes of comprehension and the mul-
tiple components that underlie those processes (e.g., Kennedy 
et al., 2000; Rayner et al., 2006; Rayner et al., 2012). One of the 
important advantages of eye tracking is that it enables a fine-
grained real-time account of both the temporal (when) and spa-
tial (where) aspects of text reading. The when of eye movement 
control determines how long to fixate on a word with the eye 
gaze, allowing for viewing and uptake of visual and linguistic 
information, and when to break the fixation and initiate a sac-
cadic movement to another location. The where aspect relates to 
decisions of which word to select as a target for the next fixation 
and which to skip, and what amplitude of a saccadic oculomotor 
movement to generate to attain this target (Radach et al., 2007; 
Rayner, 1998). Given vast differences in the surface characteris-
tics of (written) languages of the world, one can expect readers 
of different languages to systematically vary in both the temporal 
and spatial dimensions of their reading behavior. An examina-
tion of such systematic patterns requires a resource of compara-
ble eye-tracking reading data across languages.

Out of thousands of experimental studies using eye 
tracking (see below), very few addressed this need for cross-
linguistic comparison. One of these seminal exceptions is 
an eye-tracking study by Liversedge et al. (2016), which 
examined the eye movements of native speakers reading 
closely matched written passages in three languages (Chinese, 
English, and Finnish) representing widely different language 
families and writing systems. Other studies provided corpora 
with comparable cross-linguistic eye-tracking data in two 
languages. Such studies include the Dundee corpus of texts 
read in English and French (Pynte & Kennedy, 2006); the 
GECO corpus of eye movements (Cop et al., 2017) collected 
from English and Dutch participants reading the same book 
in the original and translated version; and the Whitford and 
Titone’s (2012) study of English-French bilinguals reading 

1 The English Lexicon Project also pioneered a type of large-scale 
multi-lab data collection resulting in a series of mega-studies in mul-
tiple languages (see Keuleers & Balota, 2015, for a review). An up-
to-date list of relevant resources is maintained at http://crr.ugent.be/
programs-data/megastudy-data-available.
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passages in both languages (see also English and German 
comparative data in Rau et al., 2015, and Chinese and English 
data in Sun & Feng, 1999, and Feng et al., 2009). Several 
additional studies offer monolingual databases of eye-tracking 
data, including, among others, corpora in Chinese (Pan et al., 
2021), English (Frank et al., 2013; Luke & Christianson, 
2018), German (Kliegl et al., 2004), Hindi (Husain et al., 
2014), and Russian (Laurinavichyute et al., 2019). As we 
show below, these and similar studies are relatively limited 
from the viewpoint of cross-linguistic coverage. They 
gravitate heavily—in line with the trend in the entire field of 
language research—towards alphabetic languages of Europe 
and especially English (Share, 2008, 2014).

Moreover, whereas all of the above studies aimed to specif-
ically compare reading in a small number of target languages, 
our goal here was, for the first time, to generate a database of 
reading behavior across a much larger number of languages 
and writing systems. This database was collected using simi-
lar technology and analyzed with unified software from com-
parable populations of readers exposed to comparable textual 
stimuli. The current work thus builds upon the comparative 
studies cited above and extends them to investigate eye move-
ments during reading across multiple languages.

The structure of the paper is as follows. Part I is a biblio-
metric analysis of scholarly publications on eye movements in 
reading. We review the data available for various languages 
and the studies providing primary data on more than one 
language. Part II describes the Multilingual Eye-movement 
Corpus, or MECO, the product of an international multi-lab 
collaboration of research groups in 13 countries. The goal of 
MECO is to supply theories of reading with primary behav-
ioral data from a large number of diverse writing and linguis-
tic systems. The resulting data are made freely available to 
empirically address a range of research questions about reading 
across a wide variety of languages. In Part II we also address 
the technological, methodological, and experimental decisions 
that went into this corpus creation. Part III uses MECO data 
to directly tackle the key theoretical goal of reading research 
(addressed in Liversedge et al., 2016, among others) and of 
this paper: quantifying similarities and differences in reading 
behavior across a variety of written languages. These analyses 
offer new insights into aspects of behavior that are shared and 
those that vary systematically across languages. In the General 
Discussion, we summarize our findings and outline limitations 
and plans for MECO's further development.

Part I: Bibliometric analysis 
of cross‑linguistic reading research

To estimate the cross-linguistic coverage of studies of read-
ing that use eye tracking, we conducted a bibliometric analysis 
of 1078 papers (published from 2000 to 2018) in the Web of 

Science citation database2, which were manually coded for the 
investigated language(s). Note that our search should not be 
taken as an exhaustive list, nor does it follow the accepted pro-
tocols for meta-analyses (Moher et al., 2015). Rather, it is meant 
to provide an estimate of the current state of the field based on 
a large number of papers published over the last two decades. 
The full bibliometric database is available at the project's OSF 
page (see Data availability section in Part II, below).

Figure 1 presents the distribution of studied languages 
across the 1078 papers. Note that some studies included 
more than one language (see below), and therefore the sum 
of this distribution is larger than the number of studies. Per-
haps unsurprisingly, Fig. 1 points to English as the most 
studied language, accounting for the majority of the eye-
tracking research on reading (studied in 620/1078 papers, 
57.5%). Other languages with a prevalence of more than 1% 
of the total (i.e., 11/1078 studies or more) are (in descending 
order): Chinese (11%), German (9.7%), French (5.2%), Span-
ish (4.1%), Finnish (3.9%), Dutch (3.3%), Italian (2.1%), 
Japanese (1.5%), and Korean (1%). All other languages 
combined appear in only 5.6% of total publications. These 
comprise a total of 18 languages: Hebrew, Swedish, Thai (7 
studies each), Arabic, Portuguese, Russian (4), Polish (3), 

Fig. 1  Distribution of investigated languages in 1078 (2000–2018) 
publications on eye movements in reading

2 First, the following search parameters were used: TOPIC: ("read-
ing" AND ("eye tracking" OR "eye movements")), Refined by: DOC-
UMENT TYPES: (ARTICLE OR REVIEW OR PROCEEDINGS 
PAPER); Timespan: 2000–2018; Indexes: SCI-EXPANDED, SSCI, 
A&HCI, CPCI-S, CPCI-SSH, ES. This returned 1956 results. Then, 
we manually removed papers on topics unrelated to reading of writ-
ten materials (e.g., reading of emotions), papers without eye-tracking 
data (i.e., conducted using other paradigms), or those not reporting 
primary empirical data (e.g., reviews, meta-analyses).
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Afrikaans, Serbo-Croatian (2), Catalan, Croatian, Greek, Isi-
Zulu, Norwegian, Persian, Romanian, Sesotho, Uighur, and 
Urdu (1). Together, these results show that in the last two 
decades, most available data on eye movements in reading 
has come from English, in line with Share’s (2008) criticism. 
With a laudable exception of Chinese and (in a much more 
limited way) Japanese and Korean, there is a strong bias 
in the field towards Indo-European languages, in line with 
Share’s (2014) critical observation. This bias poses a seri-
ous question on the generality of any theory mainly built on 
data from Indo-European languages. In sum, at present, the 
scientific community has access to little or no eye-tracking 
reading data from the vast majority of the world's languages 
and writing systems.

Next, we estimated the presence of coordinated cross-
linguistic studies. We found that the vast majority of studies 
in our bibliometric database examined only one language: 
1038/1078 of studies with primary data. In other words, only 
40 out of 1078 studies in the database (3.7%) conducted a 
direct cross-linguistic comparison. From this set of studies, 
37 studies included data from two languages, and only three 
had data from three languages (Fukuda & Fukuda, 2009; 
Liversedge et al., 2016; Saggara & Ellis, 2013). No studies 
in our database report data from four languages or more.

Clearly, reading research does not have a sufficient 
empirical basis for investigating reading for comprehension 
across languages, neither in the diversity and number of 
represented languages nor in the availability of compara-
tive cross-linguistic studies. Part II addresses this deficit by 
reporting MECO, a coordinated eye-tracking study of read-
ing in multiple diverse languages, designed specifically for 
cross-linguistic comparisons.

Part II: Corpus structure and descriptive 
statistics

Investigated languages Table 1 presents the languages 
included in the current release of MECO. At present, MECO 
includes samples from a total of 13 languages, selected due 
to the availability of partner labs, which will be comple-
mented in the future by further contributing researchers. 
Table 1 lays out the diversity of the investigated languages in 
terms of their typological classes and genetic groups, as well 
as scripts, morphological types, and orthographic transpar-
ency (as classified in Dryer & Haspelmath, 2013; Seymour 
et al., 2003; Verhoeven & Perfetti, 2017). It also shows that 
many of the presently reported languages are under-studied: 
More than half (7/13) of the languages have an estimated 
prevalence of 1% or less in previous eye-tracking research, 
as reflected in the bibliometric search of Part I above. The 
present database, therefore, constitutes a considerable exten-
sion of the existing empirical data pool.

Participants All participating laboratories aimed to reach 
n = 45–55 participants with usable data (see Data editing 
and cleaning below for details regarding inclusion of par-
ticipants and trials), and indeed, the presently available and 
reported data sets in most languages reached this range. In 
some laboratories, however, the final stages of data collec-
tion were cut short by COVID-19-related closures; therefore, 
in two languages, the samples are smaller (n ~ 30 each): we 
plan to increase these samples in the future releases of the 
MECO project; see Future Directions. Table 2 lists the num-
ber of participants per site, the country and institution where 
the data was collected, and details regarding the participants' 

Table 1  Investigated languages and their properties

 % studied languages: The estimated portion of studied languages based on the bibliometric search reported in Part I.

Language Language code Typological family (branch) Script (script type) Morphological typology Orthographic 
transparency

% of studies 
(2000–2018)

Dutch DU Indo-European (West Germanic) Latin (alphabetic) Synthetic, fusional Moderate 3.3
English EN Indo-European (West Germanic) Latin (alphabetic) Moderately analytic Opaque 57.5
Estonian EE Uralic (Finnic) Latin (alphabetic) Agglutinative, fusional Transparent <1
Finnish FI Uralic (Finnic) Latin (alphabetic) Agglutinative, fusional Transparent 3.9
German GE Indo-European (West Germanic) Latin (alphabetic) Synthetic, fusional Moderate 9.7
Greek GR Indo-European (Hellenic) Greek (alphabetic) Synthetic, fusional Transparent <1
Hebrew HE Semitic (Northwestern Semitic) Hebrew (abjad) Synthetic, fusional 

Semitic morphology
Opaque <1

Italian IT Indo-European (Romance) Latin (alphabetic) Synthetic, fusional Transparent 2.1
Korean KO Koreanic Hangul (alphabetic) Agglutinative Moderate 1.0
Norwegian NO Indo-European (North Germanic) Latin (alphabetic) Synthetic, fusional Moderate <1
Russian RU Indo-European (East Slavic) Cyrillic (alphabetic) Synthetic, fusional Moderate <1
Spanish SP Indo-European (Romance) Latin (alphabetic) Synthetic, fusional Transparent 4.1
Turkish TR Turkic (Oghuz) Latin (alphabetic) Agglutinative Transparent <1
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compensation. Table 2 also includes summaries of some of 
the basic background information collected using the Lan-
guage Experience and Proficiency Questionnaire (LEAP-Q; 
see Additional questionnaires and tests below). This infor-
mation includes age, years of education, and self-ratings of 
L1 proficiency in speaking, oral comprehension, and read-
ing. Participants' full demographic information is available 
at the project's OSF page (see Data availability below). The 
ethics clearance was obtained by each participating site from 
the ethics research board of the corresponding institution 
or country.

Materials At each site, participants read a set of 12 texts 
in their first and dominant language (L1). All texts were 
Wikipedia-style encyclopedic entries on a variety of top-
ics, including historical figures, events, and natural or social 
phenomena. Topics were chosen such that they did not rely 
on specialized academic knowledge and did not have a 
specific cultural bias making them more or less familiar to 
some of the participating sites. At the first stage, texts were 
created in English, loosely based on the Wikipedia entries. 
Five of the 12 texts (44 sentences in total) were chosen to 
serve as sources for translation. These texts were translated 
to the corresponding L1 from the English original by the 
team at each site to create translation equivalents across all 
languages. The quality of translation and content similar-
ity were ensured through back-translation from the target 
language to English (never done by the same person who 
produced the original translation) and an iterative process 
of introducing changes to the text in L1 and a subsequent 
back-translation. In a few cases, when the authors’ team 
had professional translators with native knowledge of both 
English and the target language, they would evaluate the 
translation (made by a different person) directly in the target 
language. In this situation, the iterative process of aligning 
the source and target texts omitted the intermediate step of 
back-translating. See below for a quantitative evaluation of 
translation quality of texts across languages.

The remaining seven texts were not translated. Instead, 
participating sites were instructed to use non-matched texts 
on the same topic as English originals (e.g., country flags, 
beekeeping), in the same prosaic genre (i.e., encyclopedic 
entries), of similar length (5–12 sentences, 10–15 lines), 
and of comparable level of difficulty (e.g., by avoiding 
uncommon grammatical constructions)3. These texts were 

typically compiled by each team using Wikipedia or simi-
lar open resources in the corresponding L1. Below we will 
show that the language-original texts, as far as we can attest, 
are similar to the English-translated texts in terms of their 
complexity and readability. Still, we provide English back-
translations of all texts used so that users of MECO can fur-
ther evaluate these and other text properties and potentially 
decide to focus on particular texts in their analyses based on 
these characteristics.

To evaluate the quality of translations in matched texts 
and ensure that there were no systematic differences in text 
readability or complexity across sites, the authors' team in 
each site prepared back-translations into English for all texts 
in all languages. Note that we had to use back-translations 
to estimate complexity/readability and translation equiva-
lence because, at present, there are no (comparable) com-
putational tools that can estimate these text-level metrics 
for all MECO languages. First, to estimate complexity, we 
tested comparability of both matched and unmatched texts 
across the languages in terms of readability and complex-
ity using the back-translations. As reported in Supplemen-
tary Materials S1, a set of 10 readability and complexity 
metrics did not differ statistically across languages both in 
matched and unmatched texts. This finding suggests that 
the texts' complexity/readability were similar across sites 
and eliminates these factors as potential confounds. Second, 
to estimate the translation quality of the English-original 
texts, we quantified the text-wise cosine semantic similar-
ity between back-translations and the English originals 
(using pretrained latent semantic analysis [LSA] vectors). 
This analysis revealed that back-translated matched texts 
were highly similar to the English originals (mean cosine = 
0.88), significantly more than the similarity of unmatched 
texts to the unmatched originals (mean cosine = 0.66, p < 
.001) and statistically on par with the similarity of back-
translated Finnish texts to the English originals in the study 
of Liversedge et al. (2016; mean cosine = 0.93; p > .1; see 
Supplementary Materials S2 for details). Please refer to 
the project's OSF repository to access all back-translations 
along with the estimates of readability/complexity and simi-
larity to the English originals.

As a general point, we note that the decision to make 
some of the texts translated and others more loosely related 
was motivated by three considerations. First, this step 
ensured that the materials represent a wider natural variety 
of orthographic, morphological, and syntactic constructions 
in each language, which is not constrained by the demands of 
translation accuracy and sentence-by-sentence alignment of 
content across materials in the corpus. Second, we expected 
a greater diversity of texts to give rise to greater variability 
in individual reading strategies and patterns, which is desir-
able for characterizing natural reading behavior within and 
across languages.

3 Due to unavailability of materials, there were four cases where 
sites used texts on different topics than the English originals in the 
unmatched condition: one text in Norwegian (the text about "Shaka" 
changed to a text about "Coat of Arms") and three in Turkish (the text 
about "Monocle" changed to a text about "Telescope"; the text about 
"Orange Juice" changed to a text about "Pomegranate Syrup", and 
the text about “World Environment Day” to that about “World Health 
Day”).

2847Behavior Research Methods (2022) 54:2843–2863



1 3

Ta
bl

e 
2 

 In
fo

rm
at

io
n 

re
ga

rd
in

g 
pa

rti
ci

pa
nt

s i
n 

th
e 

pa
rti

ci
pa

tin
g 

si
te

s

La
ng

ua
ge

n
M

ea
n 

ag
e 

(r
an

ge
)

M
ea

n 
ye

ar
s 

of
 e

du
ca

tio
n 

(S
D

)

M
ea

n 
se

lf-
ra

tin
g:

 sp
ea

ki
ng

 
(S

D
)

M
ea

n 
se

lf-
ra

tin
g:

   
or

al
 c

om
p 

(S
D

)
M

ea
n 

se
lf-

ra
tin

g:
 re

ad
in

g 
(S

D
)

C
ou

nt
ry

In
sti

tu
te

Pa
rti

ci
pa

nt
s' 

co
m

-
pe

ns
at

io
n

Tr
ia

ls
 a

fte
r 

tri
m

m
in

g 
(%

)

D
at

a 
po

in
ts

 
af

te
r t

rim
-

m
in

g

D
ut

ch
45

22
.6

9 
(1

9–
30

)
16

.1
2 

(2
.8

1)
9.

47
 (0

.6
9)

9.
56

 (0
.6

2)
9.

6 
(0

.5
8)

B
el

gi
um

G
he

nt
 U

ni
ve

rs
ity

10
 E

ur
o/

ho
ur

67
66

,0
75

En
gl

is
h

46
21

.0
4 

(1
8–

28
)

15
.7

6 
(1

.7
)

10
 (0

)
10

 (0
)

10
 (0

)
C

an
ad

a
M

cM
as

te
r U

ni
ve

r-
si

ty
20

 C
A

D
/h

ou
r o

r 
co

ur
se

 c
re

di
t

87
83

,2
46

Es
to

ni
an

52
22

.2
3 

(1
8–

30
)

14
.5

1 
(2

.5
6)

9.
31

 (0
.9

0)
9.

64
 (0

.5
6)

9.
46

 (0
.7

9)
Es

to
ni

a
U

ni
ve

rs
ity

 o
f T

ar
tu

G
ift

 c
ar

d 
w

or
th

 7
.5

 
Eu

ro
/h

ou
r

74
58

,2
49

Fi
nn

is
h

49
24

.2
9 

(1
9–

35
)

15
.0

4 
(2

.7
1)

9.
67

 (0
.5

9)
9.

84
 (0

.4
7)

9.
82

 (0
.4

4)
Fi

nl
an

d
U

ni
ve

rs
ity

 o
f T

ur
ku

C
ou

rs
e 

cr
ed

it 
or

 2
 

m
ov

ie
 ti

ck
et

s
91

64
,6

73

G
er

m
an

45
23

.7
6 

(1
8–

39
)

15
.8

8 
(2

.7
5)

9.
5 

(0
.6

9)
9.

59
 (0

.6
3)

9.
41

 (0
.7

2)
G

er
m

an
y

U
ni

ve
rs

ity
 o

f G
oe

t-
tin

ge
n

10
 E

ur
o/

ho
ur

 o
r 

co
ur

se
 c

re
di

t
83

74
,0

96

G
re

ek
45

22
.8

4 
(1

8–
30

)
17

.0
4 

(2
.5

)
9 

(0
.8

8)
9.

67
 (0

.6
)

9.
73

 (0
.5

8)
C

yp
ru

s
U

ni
ve

rs
ity

 o
f 

C
yp

ru
s

10
 E

ur
o/

ho
ur

 o
r 

co
ur

se
 c

re
di

t
66

60
,3

82

H
eb

re
w

47
24

.0
4 

(1
8–

29
)

12
.8

2 
(1

.3
7)

9.
68

 (0
.5

6)
9.

79
 (0

.4
1)

9.
6 

(0
.5

4)
Is

ra
el

H
eb

re
w

 U
ni

ve
rs

ity
40

 N
IS

/h
ou

r o
r 

co
ur

se
 c

re
di

t
72

64
,7

86

Ita
lia

n
54

22
.8

3 
(1

9–
30

)
16

.7
2 

(2
.1

5)
9.

59
 (0

.7
1)

9.
76

 (0
.5

5)
9.

76
 (0

.5
1)

Ita
ly

U
ni

ve
rs

ity
 o

f 
M

ila
no

-B
ic

oc
ca

15
 E

ur
o 

or
 c

ou
rs

e 
cr

ed
it

76
84

,9
76

K
or

ea
n

32
21

.9
7 

(1
9–

25
)

12
.9

8 
(2

.1
3)

8.
53

 (1
.5

)
8.

78
 (1

.3
1)

8.
69

 (1
.0

9)
So

ut
h 

K
or

ea
K

on
ku

k 
 U

ni
ve

rs
ity

10
,0

00
 K

RW
62

34
,6

85
N

or
w

eg
ia

n
42

25
.6

9 
(1

9–
30

)
15

.3
3 

(3
.2

7)
9.

31
 (1

.7
)

9.
33

 (1
.6

)
9.

21
 (1

.7
)

N
or

w
ay

U
ni

ve
rs

ity
 o

f O
sl

o
Vo

lu
nt

ee
rs

71
61

,5
48

Ru
ss

ia
n

46
24

.2
6 

(1
8–

45
)

15
.4

5 
(2

.0
6)

9.
38

 (1
.4

1)
9.

69
 (1

.0
8)

9.
46

 (1
.4

7)
Ru

ss
ia

St
. P

et
er

sb
ur

g 
St

at
e 

U
ni

ve
rs

ity
C

ou
rs

e 
cr

ed
it/

vo
l-

un
te

er
s

81
67

,0
94

Sp
an

is
h

48
23

.0
4 

(1
8–

30
)

19
.4

8 
(3

.8
)

9.
73

 (0
.6

1)
9.

73
 (0

.6
4)

9.
58

 (0
.7

9)
A

rg
en

tin
a

U
ni

ve
rs

id
ad

 T
or

-
cu

at
o 

D
i T

el
la

8 
U

SD
75

84
,9

42

Tu
rk

is
h

29
23

.6
9 

(2
0–

29
)

17
.3

4 
(2

.3
8)

9.
41

 (0
.7

3)
9.

66
 (0

.6
1)

9.
34

 (1
.5

9)
Tu

rk
ey

M
id

dl
e 

Ea
st 

Te
ch

-
ni

ca
l U

ni
ve

rs
ity

50
 T

ur
ki

sh
 li

ra
s

64
31

,0
65

2848 Behavior Research Methods (2022) 54:2843–2863



1 3

A third consideration was to enable a direct investiga-
tion of a methodological issue in cross-linguistic research, 
namely, what degree of control over materials is needed to 
make a cross-linguistic comparison meaningful (see also 
Papadopoulos et al., 2021). It is clear that some types of 
analyses require a close matching of semantic equivalence 
across languages through translation (e.g., whether sen-
tences with the same meaning require the same time to read 
in different languages, Liversedge et al., 2016). Yet it is still 
unclear whether, and to what extent, cross-linguistic differ-
ences in the global text contents influence eye-movement 
patterns over and above other well-known factors at the 
level of characters, morphemes, words, and larger multi-
word units (e.g., Schuster et al., 2016). The importance of 
this point is hard to overestimate. A radical methodological 
stand on this issue may be that any credible cross-linguistic 
comparison of oculomotor patterns must be based on seman-
tically matched texts; otherwise, the diverging semantics of 
texts in different languages would present a confound. This 
view would invalidate virtually all existing knowledge of 
cross-linguistic differences in reading because only a very 
small portion of prior work is based on translated texts (see 
above). An alternative stand, however, is that semantic simi-
larity is required only when investigating particular effects of 
interest and that other cross-linguistic differences in oculo-
motor behavior generalize regardless of the specific contents 
of the text4. By including both semantically matched and 
unmatched cross-linguistic materials in the design, MECO 
enables researchers to examine whether various compara-
tive effects of interest generalize beyond the tight semantic 
control and are thus more representative of reading behavior 
in general (also see examples in Part III below).

Each text was followed by four yes/no comprehension 
questions: these were simple questions that tapped into fac-
tual knowledge obtained from the read materials and served 
as an attention check. The comprehension questions were 
similar in content across languages in matched texts, but 
naturally differed for non-matched texts, reflecting the dif-
ferences in the text content. Table 3 details the number of 
words and sentences in each text in each language. A word is 
defined in this study as a unit in writing separated by a space.

Additional questionnaires and tests In addition to the read-
ing task, participants at all sites completed a battery of indi-
vidual differences tests and questionnaires. Two identical 
instruments were used in all sites: (1) the nonverbal IQ test 
from the Culture Fair Test-3 (CFT20, Subset 3 Matrices, 
short version, Form A, timed at 3 minutes, Weiß, 2006), 
and (2) an abridged version of the Language Experience and 
Proficiency Questionnaire (LEAP-Q; Marian et al., 2007). 
The CFT20 aimed at providing a comparable measure of 
nonverbal intelligence across all sites, and the LEAP-Q at 
collecting basic demographic and linguistic information 
about participants.

Furthermore, each site used a short battery of (non-eye-
tracking) measures of individual differences in L1 reading 
and proficiency. The goal in collecting these additional 
measures was to enable correlational analyses of the rela-
tions between individual differences in component skills of 
reading and oculomotor reading behavior within samples. 
Given the variability in what individual-differences tests are 
available for specific languages, the tasks were not identical 
across sites. Most commonly, the tests examined partici-
pants' vocabulary size, word and pseudoword naming, pho-
nological/morphological awareness, and other component 
skills of reading. The full individual-differences data from 
each site, along with short task descriptions, are available at 
the project's OSF page (see Data availability).

Procedure In all sites, the experimental session began with 
participants signing a consent form and filling out the LEAP-
Q questionnaire. Then, participants proceeded to the read-
ing task, during which their eye movements were recorded. 
Following the reading task, participants took the individ-
ual-differences battery, including the CFT-20 and any L1 
individual-differences tests. The entire procedure lasted no 
more than an hour, and breaks were provided when needed.

Note that at the conclusion of the experimental session, 
participants in all samples (except for South Korean) pro-
ceeded to participate in an English-language eye-tracking 
study. The goal of that study was to create an additional 
eye-tracking corpus of reading in English as a non-domi-
nant language, which can be used to examine the L2 reading 
behavior of participants with different L1s. This additional 
study is beyond the scope of the current paper and is there-
fore reported elsewhere (Kuperman et al., in press).

Apparatus and procedure Information regarding the appa-
ratus used at the different sites and additional settings can be 
found in Supplementary Material S3. Eye movements were 
recorded with an EyeLink Portable Duo, 1000 or 1000+ 
eye tracker (SR Research, Kanata, Ontario, Canada) with a 
sampling rate of 1000 Hz. A chin rest and a head restraint 
were used to minimize head movements. Calibration was 
performed using a series of nine fixed targets distributed 

4 Consider, for instance, a robust finding that readers of Chinese 
make shorter saccades than Hebrew readers and both make shorter 
saccades than readers of English: this fact is related to the greater 
spatial density of linguistic information in Chinese logographs, fol-
lowed by less dense Hebrew letters and even less dense letters of the 
Roman alphabet (Rayner, 2009). Should this behavioral finding be 
trusted given that they were achieved from texts that differed in their 
meaning across languages? One position would be to deny the cred-
ibility of this finding because of a possible confound (differences in 
meaning contribute to saccade lengths in unknown ways); another 
would be to test the scope of the influence that the meaning of a text 
exercises on the eye-movement control during text reading.
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around the display, followed by a 9-point accuracy test to 
validate eye position. Stimuli were viewed binocularly, but 
eye-movement data from only one eye (the right eye in most 
participants) were analyzed. Prior to the presentation of the 
trial stimuli, a dot appeared on the monitor screen, slightly to 
the left (or right, in the case of Hebrew, which is a right-to-
left writing system) of the first word in the passage. Once the 
participant had fixated on it, the trial would begin. This drift 
check and correction took place at the beginning of each 
trial, and calibration was monitored by the experimenter 
throughout and redone if necessary. Each of the 12 texts 
appeared on a separate screen. Participants were instructed 
to read the passages silently for comprehension and press the 
space bar when their reading of a passage was completed. A 
mono-spaced font with 1.5 spacing was used in the reading 
task in all languages, with a font size between 16 and 24 
points (see Supplementary Materials S3). Due to inevitable 
differences in equipment (e.g., screen size and type) and the 
spatial configuration of the participating eye-tracking labs, 
maintaining an identical font size, distance from the screen, 
and screen resolution was unfeasible. Instead, we required in 

each lab that participants were tested in the conditions most 
comfortable for visual inspection of the reading materials, 
as established by the prior practice of these labs and adjust-
ments based on pilot participants (for chosen settings, see 
Supplementary Materials S3). For reference, in the long-
est matched text (“wine tasting”), the number of text lines 
varied from 9 to 14 (M = 12.38), with a maximal number 
of characters per line varying from 93 to 114 (M = 105.75), 
except for in Korean where this number was substantially 
smaller (60). The 12 texts were presented in the same fixed 
order in all languages (see text number in Table 3). Each text 
was followed by four yes/no comprehension questions, each 
showing on a separate screen one after another. Participants 
responded by pressing “0” for no or “1” for yes, and their 
answers were recorded.

Data editing and cleaning In paragraph reading, there is 
often a need to correct eye fixation locations and assign fixa-
tions to text lines within a passage. This is commonly done 
using a manual procedure (but see Carr, 2021; Cohen, 2013; 
Tang et al., 2012). One of our methodological objectives 

Table 3  Number of sentences (#sent) and words (#word) in each text across languages

#sent number of sentences; #word number of words. Translated texts are marked with an asterisk; other texts were language-specific. Note that 
some small deviations in the number of sentences per text in matched texts are due to differences in spelling conventions (e.g., using colon or 
period before "For example").

Text # Topic DU EE EN FI GE GR HE IT KO NO RU SP TR

1* Janus #sent 10 10 10 10 10 10 10 10 10 10 10 9 10
#word 186 131 183 128 174 189 130 185 142 177 151 210 146

2 Shaka #sent 7 9 6 8 9 6 11 7 7 8 7 7 7
#word 194 133 185 116 161 171 209 174 150 169 145 190 131

3* Doping #sent 9 9 9 10 9 9 9 9 9 9 9 9 9
#word 185 137 187 143 190 179 151 217 167 176 155 238 156

4 Thylacine #sent 12 13 9 7 11 9 10 6 9 9 9 7 9
#word 206 142 182 130 180 177 168 176 158 181 190 169 167

5 World Environment Day #sent 11 11 8 11 11 8 9 5 8 8 9 5 7
#word 173 147 167 127 154 180 168 137 160 158 139 182 139

6 Monocle #sent 7 10 8 8 11 8 9 8 9 8 9 11 10
#word 180 126 152 97 153 143 151 150 143 149 165 212 142

7* Wine tasting #sent 8 8 8 8 9 9 8 8 9 9 9 8 8
#word 213 156 199 135 199 202 164 212 167 189 165 229 150

8 Orange juice #sent 10 7 6 8 9 6 14 7 7 11 7 7 10
#word 161 102 136 103 132 134 165 160 130 171 150 159 126

9 Beekeeping #sent 10 9 8 11 9 7 10 6 9 16 11 10 9
#word 181 107 200 128 171 176 173 164 152 243 150 188 149

10 National flag #sent 11 10 11 13 11 11 15 8 8 11 11 10 9
#word 187 109 180 149 181 181 201 176 168 177 164 234 127

11* International Union for 
Conservation of Nature

#sent 9 8 8 8 8 8 8 8 8 9 8 7 8
#word 196 132 176 120 172 181 140 182 125 170 164 225 139

12* Vehicle registration plate #sent 8 8 8 8 8 8 8 8 8 8 8 8 8
#word 169 118 162 111 160 170 130 181 134 146 156 176 125
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was to maintain high replicability in all aspects of the 
experimental setup and data analysis, in line with principles 
of Open Science. For this reason, we opted for automatic 
correction of fixation locations using the popEye software 
(implemented in R, version 0.6.4, Schroeder, 2019). The 
popEye software is an integrated environment to preproc-
ess and analyze eye-tracking data from reading experi-
ments. During preprocessing, popEye assigns fixations to 
lines, words, and letters. For the present study, an algorithm 
was used in which individual fixations are first grouped into 
sequences based on their spatial and temporal proximity. 
In the next step, sequences are assigned to the closest line 
based on their average horizontal location (see Beymer & 
Russell, 2005; Carr et al., 2021; Špakov et al., 2019, for 
similar approaches). Following this automatic procedure, 
the software's output was visually inspected by members of 
the research team to assess the quality of the resulting data. 
This step was necessary but may have introduced subjective 
judgment. We argue, however, that this process has fewer 
"researcher degrees of freedom" (Simmons et al., 2011) than 
an alternative process where fixation alignment is done fully 
manually.

Trials (texts) where fixations were erroneously assigned 
to lines (typically due to poor calibration or software fail-
ures) were deemed unusable and were removed from the 
analysis. Then, participants who had less than five usable 
trials were removed from the analysis altogether. The num-
ber and percent of trials retained after data cleaning in each 
site can be found in Table 2 above. In the current release of 
MECO, we only report data from usable participants and 
trials, as determined based on the current version of popEye. 
Note that the amount of usable data, as determined by the 
current version of popEye, comprises approximately 70% of 
the complete data. This is in line with the estimated upper 
limit that can be achieved by any automated algorithm using 
the present setup (see Carr et al., 2021, for a comparison of 
different line assignment algorithms). Since the popEye soft-
ware is under development and may improve its algorithms 
for correcting fixation locations, future releases of MECO 
may supplement the current samples with data from some 
of the trials or participants that are presently removed (see 
Limitations and future directions in the General Discussion). 
For the analyses below (reported in Part III), we additionally 
removed data points that showed either very short (< 80 ms) 
first fixations or very long total fixation times (top 1% of the 
participant-specific distribution).

Data availability The current (and first) release of MECO 
includes full interest-area reports from usable participants 
and trials as well as full data from individual differences 
tests and background questionnaires. Additionally, we report 
data at the passage and sentence level, broken down by par-
ticipant. We also include the analytical code used for Part III. 

The data, materials, and code are available at the project's 
OSF page https:// osf. io/ 3527a/ (this is now a public version 
of the OSF repository).

Reading variables In Part III below, we consider a number 
of variables reflecting oculomotor behavior at the word level 
during reading. Note that the output of the popEye software 
includes several additional variables not discussed here, 
including fixation locations and information at the sentence 
and passage level: For future users of MECO, we provide 
a description of the various variables included in the data-
base at the project's OSF page. Returning to variables used 
in Part III below, those defined at the word level included: 
skipping5 (a binary index of whether the word was fixated 
at least once during the entire reading of the text [and not 
only during the first pass], labeled skipping); first fixation 
duration (the duration of the first fixation landing on the 
word, firstFixationDuration); gaze duration (the summed 
duration of fixations on the word in the first pass, i.e., before 
the gaze leaves it for the first time, gazeDuration); total fixa-
tion duration (the summed duration of all fixations on the 
word, totalFixationDuration); first-run number of fixations 
(the number of fixations on a word during the first pass, 
nFixationsFirstRun); total number of fixations (number of 
fixations on a word overall, nFixationsTotal); regression 
(a binary index of whether the gaze returned to the word 
after inspecting further textual material, i.e., to the right of 
the word in left-to-right orthographies, regressionIn); and 
rereading (a binary index of whether the word elicited fixa-
tions after the first pass, i.e., after the gaze left the word for 
the first time, rereading). See Inhoff and Radach (1998) and 
Rayner (1998) for a detailed discussion of these variables. At 
the participant level, the following variables were defined: 
comprehension accuracy (percent of correct responses to 
all 48 questions, accuracy), matched comprehension accu-
racy (percent of correct responses to the 20 questions in 
the five translated passages, accuracyMatched), and reading 
rate (in words per minute, readingRate), as well as mean 
word-level variables (e.g., participant's mean skipping rate, 
mean first fixation duration, etc.). While reading rate is not 
an oculomotor measure and is closely related to total fixation 
duration (though it additionally accounts for skipped words 
and saccade durations), we include the variable to ensure 
comparability of the present data with the cross-linguistic 

5 The label “skipping” may be interpreted as a support for the theo-
retical position that each word is meant to be fixated and that not fix-
ating a word involves a decision, as opposed to the theoretical stance 
that fixations target the most salient or useful words available to the 
reader’s perception at the moment; see Morrison (1988) and Radach, 
Reilly & Inhoff, (2007). We use the label in an a-theoretical way, sim-
ply as a index of whether a word has been fixated or not. We thank a 
reviewer for raising this point.
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educational and psychological literature using reading rate 
(see review by Brysbaert, 2019). It also opens the oppor-
tunity for researchers to use our materials if they do not 
have access to an eye tracker but want to collect information 
about reading rate and reading comprehension in their lab. 
Additionally, we used scores from the CFT test of nonverbal 
intelligence (cft).

The 13-level categorical variable Language was a critical 
independent variable in all of our analyses. Furthermore, we 
considered word length in characters as a benchmark pre-
dictor of reading. Since all languages in our current corpus 
use spacing for segmentation, word length was defined as a 
number of characters between spaces, excluding punctua-
tion marks.

Reliability Correlational research is pointless without 
information about the reliability of the variables because 
the observed correlation between two variables depends 
on both the theoretical correlation and the reliability of 
the measured variables. The reliability of the eye-tracking 
data was estimated in two ways. First, we examined the 
reliability of the eye-tracking variables at the participant 
level. For most variables, this was done by using a split-
half procedure where, for each language, we examined the 
correlation between mean values for “odd” and “even” 
words within a participant. These reliability estimates 
reflect the extent to which each eye-tracking measure 
provides a stable measure of individual differences in 
each language. The only exception to this procedure was 
the estimation of reliability for reading rate, which was 
examined by calculating the intra-class correlation coef-
ficients (ICC) across reading rates from the 12 texts in 
each language for each participant. Second, we estimated 
split-half reliability at the word token level (i.e., the level 
of individual word occurrences). This was done by exam-
ining the correlation between means for “odd” and “even” 
participants within each word token for each language and 
eye-tracking measure. This metric represents reliability 
values relevant for word-level investigations (e.g., effects 
of length or frequency of words)6. For both types and for 
each measure, we computed both raw correlations and the 
Spearman–Brown-corrected values (Spearman, 1910). 
The latter values reflect reliability estimates for the full 

sample size of participants/words (rather than for half of 
the participants/words, which are the bases for calculating 
uncorrected correlations). The full breakdown of reliabil-
ity estimates by language is reported in Supplementary 
Materials S4 and S5 (which includes subject- and word-
token-level estimates, respectively). Below we provide a 
description of the main findings.

The reliability of eye-tracking measures at the partici-
pant level was very high (all corrected rs > 0.93), as may 
be expected given the large number of words read by each 
participant (for related estimates and discussion, see Staub, 
2021). Reliability at the word token level was somewhat 
lower but still within recommended ranges for most meas-
ures and languages (see, for instance, reliabilities in GECO, 
Cop et al., 2017), with some eye-tracking measures (e.g., 
total fixation duration, skips, number of fixations) having 
higher reliability than others (e.g., first fixation duration, 
rereading). As expected, reliability at the word token level 
was somewhat lower for sites with a smaller sample size 
(see, e.g., estimates for Turkish), but still in all sites the 
average reliability across measures was high (all mean cor-
rected rs > 0.7).

In addition to estimates for eye-movement measures, we 
calculated the reliability of offline participant-level measures 
that were collected in all sites: CFT scores and comprehen-
sion accuracy. The former was estimated using a split-half 
procedure on available data collected across different lan-
guages (as the test was identical across all sites). It was 
found to be r = 0.4 uncorrected and r = 0.57 after Spearman–
Brown correction. Although these values are far from perfect 
(which is unsurprising in a short test with only 12 items), 
they still point to reasonable reliability and therefore suggest 
that CFT scores can be used (with caution) as a metric of 
individual differences. In contrast, the reliability estimates 
for comprehension accuracy (both for all texts and matched 
texts only; see Supplementary Materials S4) were generally 
lower, with substantial variability across languages. This is 
expected: The goal of the comprehension question was not 
to provide a measure of individual differences but rather to 
motivate participants to attend to the texts and be used as a 
group-level metric. These reliability values should be taken 
as a warning not to use comprehension scores from MECO 
as a proxy of individual differences (at least not in most 
languages).

Part III: Comparative analyses of reading 
across writing systems

We envision MECO as a resource that can generate and 
test hypotheses at different degrees of resolution, from 
a single language to a group of languages. Such groups 

6 Note that our word token-level estimates of reliability differ from 
the estimates provided in the GECO corpus (Cop et al., 2017). Cop 
et al.’s calculations were based on the word type level, i.e., they aver-
aged values across all occurrences of a word. Our choice is motivated 
by the fact that morphological variability of different linguistic sys-
tems greatly affects how many tokens are associated with each word 
type and makes the word type-level reliability less comparable across 
languages.

2852 Behavior Research Methods (2022) 54:2843–2863



1 3

may be defined genetically, e.g., Germanic or Romance, 
or typologically, e.g., morphologically agglutinative lan-
guages such as Finnish and Turkish. Finally, as demon-
strated below, analyses can be applied to the entire set of 
languages. Equally, units of linguistic interest to study 
may vary from a single character or sound to phenomena 
defined at the passage level. Moreover, researchers will be 
able to consult the data on the participant level, both within 
and across languages. As stated in the Introduction, this 
part of the paper aims to quantify differences and similari-
ties between all 13 languages, promoting the long-standing 
agenda of cross-linguistic psychological research (see, 
among others, reviews in Frost, 2012; Liversedge et al., 
2016; Verhoeven & Perfetti, 2017). This analysis offers 
new insights into a key theoretical question in cross-lin-
guistic reading research: what aspects of reading behavior 
are shared across writing systems, and what aspects are 
language-specific.

Cross‑linguistic variability and similarity 
in eye‑movement behavior

This section provides an overview of reading behavior 
across languages. To this end, we calculated the mean val-
ues of each dependent variable for each participant in each 
sample. Detailed summaries are available as auxiliary files 
at the project's OSF page, including a breakdown of each 
eye-tracking variable by language. We then computed the 
correlations between behavioral measures of reading calcu-
lated from these by-participant means across all languages 
(Table 4).

Next, we calculated the means and standard errors for 
all eye-movement measures and comprehension accu-
racy by language based on these by-participant averages 
(Fig. 2; the values used to create this plot are available 
under “auxiliary files” in the project's OSF page). A visual 

inspection of this figure points to substantial variability 
in eye-movement behavior across languages. Note that 
similar descriptive patterns were observed when matched 
and unmatched texts were examined separately (see Sup-
plementary Materials S6), and that by-participant means 
of eye-movement measures calculated for matched and 
unmatched texts in each language correlated very highly 
(mean r = 0.90, range: 0.68–0.97; see Supplementary 
Materials S7). This suggests that the language differences 
observed were not because some texts were not perfectly 
matched translations.

While a detailed analysis of specific oculomotor patterns 
is subject to future research, we note a few findings here. 
The Norwegian sample appears to stand out: these readers 
showed relatively lower accuracy in comprehension ques-
tions (65% in matched texts), shorter and fewer fixations, and 
a higher rate of skipping. This might indicate that this sam-
ple engaged in a relatively superficial kind of reading, invest-
ing less in the inferential and integrative processes required 
for comprehension than readers at other sites. Another 
noteworthy pattern emerged in Estonian: these readers had 
a large number of fixations on the words they read, along 
with relatively long fixations and a high rereading rate. This 
stands in contrast to a typical trade-off between the number 
of fixations and their duration or the number of passes. A 
final observation is that Korean readers demonstrated short 
reading times and a high skipping rate, presumably due to 
very short words in this orthography (see below). These pat-
terns may be important to take into account when drawing 
cross-linguistic comparisons.

The cross-sample variability in Fig. 2 leads to the first key 
theoretical question we ask in this section: What behavioral 
measures account for the most cross-linguistic variability in 
reading performance? We address this central question in 
several complementary ways in the remainder of this paper. 
In the initial analysis, we fitted ordinary linear regression 

Table 4  Correlation table for reading measures across languages (N = 580). Values above the diagonal show Pearson correlations; values below 
the diagonal show p-values

1 2 3 4 5 6 7 8 9 10

1) Skipping –0.07 –0.40 –0.47 0.75 –0.60 –0.54 –0.06 –0.3 –0.13
2) First fixation duration 0.085 0.82 0.61 –0.45 0.14 0.03 –0.07 –0.04 –0.08
3) Gaze duration <0.001 <0.001 0.71 –0.66 0.67 0.29 –0.08 –0.02 –0.04
4) Total fixation duration <0.001 <0.001 <0.001 –0.87 0.43 0.80 0.42 0.67 0.04
5) Reading rate <0.001 <0.001 <0.001 <0.001 –0.56 –0.78 –0.37 –0.59 –0.08
6) Number of fixations: first run <0.001 0.001 <0.001 <0.001 <0.001 0.45 –0.08 0.00 0.02
7) Number of fixations: total <0.001 0.413 <0.001 <0.001 <0.001 <0.001 0.57 0.88 0.10
8) Regressions in 0.122 0.085 0.048 <0.001 <0.001 0.067 <0.001 0.70 0.05
9) Rereading <0.001 0.327 0.58 <0.001 <0.001 0.956 <0.001 <0.001 0.11
10) CFT 0.003 0.046 0.309 0.315 0.068 0.684 0.018 0.211 0.008
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models to each of the dependent eye-movement variables 
with a 13-level factor of Language as a sole predictor. We 
then estimated amounts of explained variance as the effect 
size of Language (adjusted R2). By far, the strongest sys-
tematic variability was found in skipping rate. Namely, 46% 

of individual variability in skipping rate among the MECO 
readers was accounted for by the language they read. Lan-
guage also explained 24% of the variance in first-run number 
of fixations. Language explained less variance in durational 
measures (adjusted R2 of first fixation duration 5%, gaze 

Fig. 2  Means of eye-movement measures across languages. Error 
bars stand for ± 1 SE. accuracy: percent answers correct; accuracy-
Matched: percent answers correct in matched texts; cft: score in the 
CFT test; firstFixationDuration: first fixation duration; gazeDura-
tion: gaze duration; nFixationsFirstRun: first run number of fixations; 
nFixationsTotal: total number of fixations; readingRate: reading rate; 

regressionIn: regression rate; rereading: likelihood of second pass; 
skipping: skipping rate; totalFixationDuration: total fixation dura-
tion. du: Dutch; ee: Estonian; en: English; fi: Finnish; ge: German; gr: 
Greek; he: Hebrew; it: Italian; ko: Korean; no: Norwegian; ru: Rus-
sian; sp: Spanish; tr: Turkish
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duration 16%, and total fixation time 13%)7. Separate anal-
yses conducted on matched and unmatched texts revealed 
similar estimates of the proportion of variance explained 
by Language in the different eye-movement measures (see 
Supplementary Materials S8). Notably, in both matched and 
unmatched texts, skipping emerged as the variable that is 
most strongly impacted by Language, suggesting that this 
effect holds regardless of the cross-linguistic comparability 
in the global semantic content of passages.

This pattern indicates that most cross-linguistic differ-
ences in the oculomotor behavior at the word level material-
ize in the spatial distribution of fixations over words (e.g., 
which words attract fixations and which do not). Once the 
word is fixated, cross-linguistic variability in how long it is 
viewed is substantially lower, despite the diversity of studied 
languages. We return to this finding below.

Another approach to identifying the relative importance 
of predictors of reading behavior recruits a conditional 
inference analysis of the MECO data. The outcome of this 

analysis is a decision tree, which identifies a hierarchy of 
reading measures that most strongly predict differences 
between languages. More specifically, in this analysis, by-
participant mean values of all reading measures serve as 
input to a recursive partitioning classification tree that has 
language as a response variable. At each recursion, this 
procedure identifies the reading measure with the strongest 
association with the language variable (response). Then it 
implements a binary split of that measure on the value that 
offers the best binary partition of participants into classes 
representing languages. Inferential statistics for associations 
between reading variables and language as the response vari-
able, as well as the best values for partitions into classes, are 
estimated using the permutation test. Partitions are imple-
mented within classes until the permutation test p-values for 
the splits are not statistically significant. For further techni-
cal details, see Matsuki et al. (2016) and references therein. 
We used function ctree from the party package (Hothorn 
et al., 2006) in the statistical software platform R.

Figure 3 visualizes the resulting conditional regression 
tree. Variables that account for splits higher up in the tree 
are more important than those closer to the bottom, i.e., they 
are more strongly associated with language as a response 
variable. Again, skipping rate emerged as the single most 
important factor in accounting for cross-linguistic variabil-
ity. This variable was indicated in the first recursion (from 
top to bottom) as the one with the strongest association with 
language as a response variable. Only at lower portions of 

Fig. 3  Classification of participants into languages based on eye-movement measures. Best-split values of input variables are reported, along 
with p-values of the splits

7 Comprehension accuracy appeared to vary substantially across lan-
guages as well (adjusted R2 for all texts 29% and for matched texts 
25%). A closer inspection revealed, however, that much of the vari-
ance is due to a lower comprehension accuracy of one language sam-
ple (Norwegian): when the sample is excluded, amounts of variance 
explained are on par with fixation durations: 18% for all texts, 14% 
for matched texts. See above for the discrepancy between the Norwe-
gian and other samples.
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the tree does an additional variable (first-run number of fixa-
tions) comes into play. Durational variables did not come 
out as significant predictors of language as a response vari-
able. It is noteworthy that each terminal node (representing 
the distribution of participants over languages in the bottom 
part of Fig. 3) accounts for a nontrivial percent of readers 
from multiple languages. Thus, for example, the majority of 
Estonian and Finnish readers (29/52 Estonians, 25/49 Finns) 
were concentrated in the leftmost node in Fig. 3 (i.e., had a 
skipping rate lower than 21.6% and less than 1.39 first-pass 
fixations), but still more than 40% of participants from these 
two samples were scattered in other nodes. This suggests that 
there is no specific combination of oculomotor parameters 
(skipping rate, durations, regression rate, etc.) that uniquely 
identifies reading in any given language. Separate analyses 
on matched and unmatched texts converged on skipping as 
the strongest predictor of cross-linguistic differences (see 
Supplementary Materials S9). In sum, skipping rate and—to 
a smaller degree—number of first-run fixations account for 
the most behavioral variability between languages.

The salient role of skipping in predicting cross-linguistic 
variability in reading performance calls for further investi-
gation. Consistent with the literature on this aspect of ocu-
lomotor control (e.g., Brysbaert et al., 2005; Drieghe et al., 
2004; Kliegl et al., 2004; Rayner & McConkie, 1976; Reilly 
& O’Regan, 1998; Vitu, 2011), we link skipping rate to one 
of the benchmark predictors of reading: word length. Spe-
cifically, we expect cross-linguistic differences in skipping 
rate to reflect variability in the distribution of word lengths 
across languages. It is a well-established finding that, within 
a language, longer words are skipped less often (see refer-
ences above). In fact, Kuperman et al. (2018) show that word 
length has the greatest relative importance out of all predic-
tors of skipping rate in English. Accordingly, in regard to 
cross-linguistic variability, we expect that written languages 
with shorter words on average will demonstrate proportion-
ally higher skipping rates. While the majority of the reported 
languages are letter-based, Korean is an important excep-
tion. Our calculation of word length for Korean is based on 
syllable-based characters8.

Separately for each language, we fitted a logistic regres-
sion mixed-effects model to the binary variable of whether 
the word was skipped, with word length as a sole predictor 
and by-participant and by-word random intercepts. Word 
lengths were centered (but not scaled), such that the inter-
cept of a regression model estimated the predicted skipping 
rate for a word of average length in a given language: while 

given in logit units, we transformed these estimates into per-
centage points (i.e., estimated percent words skipped in a 
word of average length). The slopes of the regression models 
estimated an increase in skipping rate (in logit units) related 
to an increase in one character. Supplementary Materials 
S10 includes descriptive statistics of word lengths and esti-
mated slopes and intercepts.

The correlation between mean word length in a given lan-
guage and skipping rate estimated for that length (the model 
intercept, transformed to percent) was negative and very strong: 
r = −0.88, p < 0.001. Figure 4 illustrates the finding. Korean 
was a language on one extreme with a mean word length of 
2.92 characters (SD = 1.27) and an estimated skipping rate of 
29%. This is because one Korean character typically represents 
2–3 phonological elements. On the other extreme was Finnish, 
with the mean word length of 7.82 characters (SD = 3.90) and 
the estimated skipping rate of 6%. The remaining languages 
followed the linear trend almost perfectly9. Interestingly, the 
correlation between mean length and model slope (i.e., the rate 
of change in skipping rate as a function of word length) was 
very weak and not significant (r = 0.19, p = 0.539).

Taken together, these findings point to a strong role of 
visuo-oculomotor factors in explaining what makes eye-
movement behavior vary across languages the most. It is well 
known that longer words elicit fewer skips within a language. 
We see that this finding generalizes across languages: i.e., a 
preference of a given written language for longer words comes 
with a lower skipping rate in reading. Conversely, it appears 
that every language responds to an increase of word length 
by one character with a roughly similar decrease in skipping 
rate, regardless of the language’s overall gravitation towards 
longer or shorter words. This indicates a strong reliance of 
readers' probability of fixating versus skipping words on visual 
characteristics of the linguistic input. Since this characteristic 
varies widely between languages (by a factor of 2.7 in mean 
word lengths in our sample), so does the value of skipping 
rate (by a factor of 5.8). At the same time, durational measures 
for fixated words differ much less between languages. While 
mean viewing times are markedly different for some pairs of 
languages (see Fig. 2), the overall cross-linguistic variabil-
ity in viewing times accounts for a relatively small amount 
of variance compared to the within-language variability and 
other eye-movement measures. Put differently, if one imagines 
a hypothetical reader who is equally proficient in all written 
languages in the present sample, most of their oculomotor 
accommodation to characteristics of specific languages will 
be driven by word lengths and will go into adjusting the rate 

9 The estimates for the skipping rate for an average word length in a 
language were not related to the number of characters subtended by 
one degree of visual angle, font size, or screen size. While different 
across testing sites, these parameters did not underlie the observed 
correlation between skipping rate and average word length.

8 Korean writing is based on a syllabic unit where a syllable structure 
of an onset, nucleus, and a coda is visually represented in writing. 
Thus, orthographic representations of syllables like 고 and 공 con-
sist of two or three alphabetic components that are spatially combined 
into a character: ㄱ and ㅗ and ㄱ, ㅗ, and ㅇ.
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of skipping. Once a word is fixated, cross-linguistic differences 
in word lengths or other characteristics will lead to a smaller 
adjustment in viewing time.

Our analyses so far revealed that some eye-tracking meas-
ures (i.e., skipping, and to a lesser extent, refixation) vary 
considerably across languages while other measures do less 
so. A related question is whether some languages are overall 
more similar to one another in terms of the eye-movement 
behavior of their readers. A reasonable starting point is that 
reading behavior may be more similar among languages that 
are more similar in their structure. As follows from Table 1, 
several languages in our sample have a similar historical ori-
gin (e.g., Germanic: Dutch, English, German, and Norwe-
gian; and Romance: Italian and Spanish); a similar writing 
system type and script (e.g., there are nine alphabetic lan-
guages written in Latin-based scripts in our sample of 13); 
or a similar type of morphology and level of orthographic 
transparency. We examined whether the linguistic similarity 
between languages translated into similarity in the oculomo-
tor patterns of their readers. To this end, we selected mean 

values of three eye-movement measures that represent dif-
ferent aspects of oculomotor behavior—skipping rate, gaze 
duration, and total number of fixations—as a vector repre-
senting every participant. These variables were selected to 
reflect (with little redundancy) both the probability of fixating 
versus skipping a word, the time spent viewing the word in 
the first pass, and the total effort of viewing the word. (A 
solution that additionally included total fixation duration was 
also run and produced the same result: we report below the 
more parsimonious solution.) We calculated the Euclidian 
distance between all pairs of (scaled) participant vectors and 
aggregated this participant-level data to compute an average 
distance between each pair of languages. This distance met-
ric was supplied as input into a hierarchical cluster analysis 
using the Ward clustering criterion: the hclust function in R 
was used (Langfelder & Horvath, 2012).

Figure 5 reports the clustering solution. The first parti-
tion (from top to bottom) is between Finnish, Estonian, and 
Turkish versus the remainder of languages. A lower partition 
on the right side of the tree (which contains the remaining 

Fig. 4  Estimated skipping rate for a word of an average length as a function of mean word length in language
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ten languages) separated two clusters of five languages each 
(Spanish, Dutch, Korean, English, and Russian; versus Greek, 
Norwegian, Hebrew, German, and Italian). This clustering 
rules out several logical possibilities for behavioral common-
alities. Thus, languages that have largely overlapping lexicons 
and broad similarities in their phonology, morphology, and 
orthography appear to be no closer to each other in their behav-
ioral patterns than to other languages. In particular, Germanic 
and Romance languages are dispersed over multiple clusters 
rather than grouped together. Furthermore, similarities in 
scripts were inconsequential: Hebrew, Korean, Russian, and 
Greek were dispersed among languages using Latin-based 
scripts rather than grouped together. In fact, the only potential 
criterion that separated some of the clusters from others was 
word length, which was in turn related to skipping rate (see 
above): Finnish, Estonian, and Turkish, which form a distinct 
cluster from other languages, are the languages with the long-
est words in the sample. They are also agglutinative and highly 
orthographically transparent, which are both factors contrib-
uting to increased word length. It is possible that a clear-cut 
organizing principle exists in the clustering of languages based 
on reading behavior, but it is masked from us due to relatively 
small sample sizes and possible sampling biases in the respec-
tive languages. At this point, we can only conclude that even 
if similarities of a linguistic nature do lead to cross-linguistic 
similarities in reading behavior, these tendencies are subtle.

General discussion

The inspiration for this paper is that empirical science 
both drives and is driven by accessibility to high-quality 
and large-scale data. The open science movement in the 

cognitive sciences adopted this notion, leading to a con-
stantly growing number of collaborative multi-lab studies 
aimed at providing theories with such data (e.g., Hagger 
et al., 2016; Open Science Collaboration, 2015; ManyBabies 
Consortium, 2020). However, in addition to typical require-
ments from multi-lab investigations, a collaborative study of 
reading must also additionally reflect the striking diversity 
of languages (which vary in their phonology, morphology, 
and syntax), including written languages (which embody a 
range of solutions as to how to reflect speech in print). This 
is essential because theories of reading that claim any degree 
of cross-linguistic coverage must be tested using comparable 
data from multiple languages. Such data should be obtained 
using comparable designs across languages, in format, con-
tent, task, and data collection methods.

The present paper provides the field of reading with 
such necessary data. We specifically focus on eye-tracking 
methodology to study reading, which is arguably the most 
ecologically valid and temporally sensitive record of read-
ing behavior, and indeed eye movements are part and parcel 
of reading itself. We start by examining whether the need 
for cross-linguistic data has already been satisfied in studies 
of eye movements during reading by using a bibliometric 
analysis of relevant publications over the last two decades 
to estimate the field's cross-linguistic coverage. The analysis 
reported in Part I revealed clear biases towards a handful of 
languages: with the exception of Chinese, well-represented 
languages tend to be alphabetic and Roman script-based, 
and European (mostly Indo-European, with an expected fur-
ther bias towards English). Moreover, the number of studies 
that conducted a coordinated examination of more than one 
language is very small, and no study has covered more than 
three languages.

In Part II of this paper, we introduced the Multilingual 
Eye-movement Corpus (MECO): a collaborative interna-
tional project aimed at addressing the need for comparable 
cross-linguistic data. MECO comprises eye-tracking data for 
reading in the first (dominant) language, reading in English 
(a non-dominant language for all but one sample), and a 
battery of individual differences tests both in the readers’ 
first language and in English. In the current first release of 
MECO, we report first language reading data from labora-
tories in 13 countries and languages. These 13 languages 
exemplify a typologically wide range of phonological, mor-
phological, and syntactic systems, originating from multi-
ple language families. MECO thus makes possible a direct 
comparison between different writing systems (alphabets 
and abjads) and scripts (alphabetic Roman- and non-Roman-
based, Hebrew, and Hangul). Reading materials were 12 
encyclopedic texts, including both translation-equivalent and 
untranslated materials. Participants were university students 
in their respective countries with the language of testing as 
their dominant language. The MECO eye-movement record 

Fig. 5  Hierarchical clustering of languages based on eye movements
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includes information on a broad range of oculomotor meas-
ures. It is further supplemented by data on comprehension 
accuracy, demographic and linguistic background, as well 
as tests of individual differences, some of which were shared 
across all samples while others were specific to each lan-
guage. In the spirit of open science, the MECO data, materi-
als, and code are made available to promote cross-linguistic 
collaborative research on reading and advance reproducibil-
ity. Therefore, MECO constitutes a valuable tool to address 
novel reading research questions across a wide variety of 
languages without the need to collect (eye-tracking) data. 
It is also accessible to researchers working on less-studied 
languages who may not have the necessary equipment to run 
eye-tracking experiments at their disposal.

In Part III of the paper, we demonstrate the utility of the 
MECO data by providing a comparative analysis aiming at 
characterizing similarities and differences in cross-linguistic 
reading patterns based on all languages in the corpus. The 
main finding is that the oculomotor measure differentiat-
ing reading behaviors across languages the most is skipping 
rate. That is, languages differ in the rate of likelihood in 
which readers tend to fixate on a word at least once versus 
skipping it altogether. In turn, we find that skipping rate in 
a language is very strongly determined by the average word 
length in that language, with languages gravitating towards 
longer words (e.g., Finnish, Estonian, or Turkish) showing 
an overall lower skipping rate than those with shorter words 
(e.g., Korean or Hebrew). These systematic patterns were 
observed in both semantically matched and unmatched texts, 
suggesting that they are robust to natural variability in topics 
and propositional contents. Remarkably, neither the differ-
ences in word length nor other linguistic characteristics of 
the current set of languages showed a noticeable systematic 
influence on any other oculomotor measure. In particular, 
there were minor differences in fixation durations across 
languages (either first fixation durations or total fixation 
duration). In all languages, if readers select a word for fixa-
tion, they tend to spend a similar time viewing it on average. 
This suggests that viewing times are mainly representative 
of core language processes rather than surface characteris-
tics of languages on the linguistic levels examined in this 
paper. Of course, this finding does not imply that multilin-
gual investigations of reading times (and all other behavioral 
measures of reading) are unnecessary. Our results pertain 
to the effect of general linguistic features on reading times 
and do not necessarily extend to other phenomena that are 
language-specific and could (and should) be investigated 
cross-linguistically.

It may be tempting to entirely couch the discussion of the 
cross-linguistic impact of word length and skipping rate in 
visual terms, with the count of characters and the space they 
occupy on a screen driving the oculomotor planning and 
execution (see references above). It is important to realize, 

however, that cross-linguistic differences in word lengths 
reflect fundamental properties of written languages (see 
discussion in Liversedge et al., 2016). Whether a writing 
system that a language adopts chooses its symbols to reflect 
all individual sounds (alphabetic), some types of sounds 
(consonantal alphabets or abjads), syllables (syllabaries), or 
entire words (logographic) has a profound impact on word 
lengths in a system. Similarly, how characters of a language 
package phonological information visually affects word 
length too (see Korean Hangul). Other factors of influence 
include orthographic transparency (the degree of complete-
ness and consistency with which orthographic words reflect 
words' phonology), the use of function words (e.g., articles, 
prepositions), and the type of morphology (e.g., aggluti-
native like Finnish or Turkish where markers of syntactic 
functions are affixed to the word versus isolating languages 
like English where they are expressed as separate function 
words).

Moreover, specific orthographic conventions within a 
language affect word length. For instance, Hebrew does not 
allow single-letter orthographic words. In the same vein, 
German, Dutch, Norwegian, and Finnish allow very long 
unspaced compounds, while English introduces spaces 
between some constituents. Thus, word length and skip-
ping rate as its behavioral counterpart are strongly related 
to the architecture of a written language and its relation-
ship with the oral language. With the present representation 
of languages, we still do not have sufficient cross-language 
coverage and variability to address a systematic influence 
of specific linguistic features like script, typological fam-
ily, morphological type, or orthographic transparency. This 
question can be addressed as a wider range of languages are 
added to MECO.

Other noteworthy findings concern the surprising lack 
of similarity in reading behavior between written lan-
guages that are genetically or typologically related. That 
is, the clustering solution based on major predictors of 
eye-movement behavior grouped together languages in a 
way that, to our knowledge, does not reflect any accepted 
classification of either oral languages or writing systems 
(Daniels & Bright, 1996; Dryer & Haspelmath, 2013). 
This finding hints at a possibility that behavioral patterns 
during reading are mostly guided by features of input texts 
that are not accounted for and do not easily translate into 
existing language classifications. If so, a new, behaviorally 
relevant map of language structures may be required.

Our conclusions are reached based on texts of which 
some were translated from English to other languages of 
MECO, and some were not (though they were constructed 
to represent the same topic and genre). This manipula-
tion pursued the goal of determining how essential close 
semantic matching is for different cross-linguistic inves-
tigations. This question is methodologically critical. If 
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translated texts are imperative for reaching a sound com-
parative conclusion about any aspect of reading, no previ-
ous data are valid material for cross-linguistic compari-
sons unless based on translations.

A full exploration of what cross-linguistic reading 
behavior patterns hold in both matched and unmatched 
materials is beyond the scope of this first paper. Still, in all 
the analyses of MECO data above, highly similar results 
are obtained in matched and unmatched materials. Namely, 
we found similar descriptive patterns in matched and 
unmatched texts, similar estimates of variance explained 
by Language when estimated based on reading of matched 
texts, unmatched texts, or their combination, and a simi-
lar role of skipping as the strongest predictor of cross-
linguistic differences. Thus, in pursuing the present set 
of analytical goals mostly tied to the level of the word, 
we did not find matching through translation to be a rel-
evant factor, at least not within the genre of encyclopedic 
expository passages. We further showed high correlations 
between by-participant means of eye-movement measures 
computed on matched and unmatched texts in the various 
sites (see Supplementary Materials S2). This suggests that 
for a certain range of research questions and phenomena 
(in particular, those that employ by-participant means of 
different eye-movement measures), the requirement of a 
close semantic matching across languages may be relaxed. 
We emphatically do not imply that all questions can be 
answered without resorting to translated texts. To give 
one example, Liversedge et al. (2016) demonstrated that 
a fruitful study of global, cumulative eye-movement pat-
terns at the sentence and passage level demands a thorough 
semantic matching across languages. For such questions, 
researchers should use the matched portion of the MECO 
corpus only. Importantly, since it may not be clear a priori 
which aspects of reading are or are not critically bound to 
the close semantic similarity between materials across lan-
guages, MECO can serve as a testbed for addressing this 
question and thus guide design decisions in future work.

Limitations and future directions

We view MECO as a living organism that undergoes evo-
lution, partly as a way to remedy its limitations, and thus 
discuss current limitations and future directions jointly. An 
important goal for the MECO project is to expand its cover-
age of individual languages, language groups, and writing 
systems. This will correct the current over-representation 
of alphabetic languages and languages that use spacing for 
overt segmentation of characters into words or syllables. A 
future release of MECO will contain an additional range of 
languages.

An additional limitation is that currently there is no sys-
tematic way to disentangle behaviors specific to this sample 

(e.g., selectivity of their university, variability in reading 
proficiency within a country, and testing procedures in spe-
cific labs) from behaviors dictated by particulars of that 
language. While we view this as an inherent limitation of 
cross-language research, one way to mitigate some of it is to 
collect multiple samples for each language. Within-language 
samples can represent regional varieties or differences in 
educational or social backgrounds of readers and differences 
between universities on how participants are asked to read. 
Importantly, we invite additional collaborators to participate 
in this multi-lab initiative. Both new languages and addi-
tional samples from currently included languages are wel-
come and are critical for expanding the present resource and 
increasing its variability and reliability. We hope that public 
access to all MECO materials and procedures will facilitate 
this expansion. Guidelines for how to participate are pro-
vided at the MECO project website, www.meco-read.com.

A related limitation has to do with statistical power. Cur-
rent samples (mostly, 45–55 participants) afford sufficient 
power for some types of analyses but limited power for oth-
ers. The exact power estimates obviously depend on the 
unit and type of analysis and the expected effect size, but 
the general estimates are as follows. MECO is expected 
to provide sufficient statistical power to observe effects of 
a median size (|d| ≥ 0.4) in sentence-level analyses, even 
when only two language samples are considered and even 
when matched and unmatched texts are examined sepa-
rately. This is because each of such conditions would gen-
erally meet the 80% power requirement of 40 participants × 
40 observations estimated in Brysbaert and Stevens (2018). 
By extension, sufficient power is also expected at the word 
level, where a much larger number of observations is avail-
able in each language sample, even if split into matched or 
unmatched texts. Note, however, that analyses where each 
participant contributes only one data point and languages 
are examined individually or are compared pairwise may be 
characterized by limited power. In future releases of MECO, 
this will be addressed in two ways. First, some laboratories 
will increase their samples, especially ones where pan-
demic-related closures thwarted data collection. A second 
increase in the number of observations may come from fur-
ther developing the popEye software package (Schroeder, 
2019), which we use here for automatic analysis of eye 
fixation locations (thus avoiding an error-prone manual 
process). Refined algorithms may also reduce the number 
of observations the software excludes due to minor defi-
ciencies of calibration or head movements. Despite these 
limitations, it is clear that even this first release of MECO 
provides unprecedented statistical power for cross-language 
analyses, with more than 500 participants providing almost 
800,000 data points.

As stated above, MECO is a resource that can be used 
for pursuing a variety of research questions. For instance, 
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additional work needs to be done on investigating cross-
linguistic effects of benchmark predictors of reading behav-
ior, including the effects of word length, frequency, and 
predictability in context (Rayner, 2009). We expect future 
MECO updates to incorporate frequency and predictability 
estimates for most languages and provide analyses that will 
compare benchmark effects across languages and writing 
systems. Also, our present focus was on the word-level read-
ing behavior across languages: a follow-up is recommended 
to tackle cross-linguistic variability at the sentence and pas-
sage level. An additional examination of spatial information 
regarding landing positions and amplitudes of saccadic eye 
movements will shed further light on the “where” aspect 
of oculomotor control. Furthermore, we expect analyses 
relating skill tests in individual languages to the patterns of 
reading behavior to contribute to the growing literature on 
individual differences in reading (e.g., Radach & Kennedy, 
2013). Another example of an interesting prospective study 
derives from the finding that skipping versus fixation prob-
ability accounts for most of the cross-linguistic differences. 
Further research may look at whether and how these differ-
ences reflect trade-offs between spatial fixation density and 
reading times (e.g., Radach & Heller, 2000), possibly based 
on orthographic or morphological complexity of individual 
languages10.

A final future direction that we outline here departs from 
the present focus on a bird’s-eye view of reading behav-
ior across written languages of the world. We believe that 
MECO can also be useful for more particular questions of 
psychological and linguistic interest and a more specific 
examination of individual languages and language groups.

Supplementary Information The online version contains supplemen-
tary material available at https:// doi. org/ 10. 3758/ s13428- 021- 01772-6.
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