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In speech comprehension, the processing of auditory information
and linguistic context are mutually dependent. This functional
magnetic resonance imaging study examines how semantic expec-
tancy (‘‘cloze probability’’) in variably intelligible sentences (‘‘noise
vocoding’’) modulates the brain bases of comprehension. First,
intelligibility-modulated activation along the superior temporal sulci
(STS) was extended anteriorly and posteriorly in low-cloze
sentences (e.g., ‘‘she weighs the flour’’) but restricted to a mid-
superior temporal gyrus/STS area in more predictable high-cloze
sentences (e.g., ‘‘she sifts the flour’’). Second, the degree of left
inferior frontal gyrus (IFG) (Brodmann’s area 44) involvement in
processing low-cloze constructions was proportional to increasing
intelligibility. Left inferior parietal cortex (IPC; angular gyrus)
activation accompanied successful speech comprehension that
derived either from increased signal quality or from semantic
facilitation. The results show that successful decoding of speech in
auditory cortex areas regulates language-specific computation (left
IFG and IPC). In return, semantic expectancy can constrain these
speech-decoding processes, with fewer neural resources being
allocated to highly predictable sentences. These findings offer an
important contribution toward the understanding of the functional
neuroanatomy in speech comprehension.
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Introduction

It is a common phenomenon in communication not to

understand a sentence when you hear it for the first time,

and you will, for example, find yourself asking a stranger to

repeat his or her utterance. To a great extent, this is due to the

lack of any prior common semantic information in such

situations. Incidents like this also demonstrate how important

the influence of semantic context is in analyzing and

comprehending the speech signal.

Recent psycholinguistic (van Linden and Vroomen 2007;

Shinn-Cunningham and Wang 2008) and neuroscientific

(Sivonen et al. 2006; Davis and Johnsrude 2007; Davis et al.

2007; Hannemann et al. 2007; Obleser et al. 2007; van Atteveldt

et al. 2007) approaches to speech are increasingly devoted to

the factors in speech communication that transcend the signal

analysis mechanisms of the auditory pathways’ (bottom-up)

processing. Especially under acoustically compromised con-

ditions, a whole thread of influences facilitates and disambig-

uates speech comprehension, among them speaker familiarity,

prior experience and pragmatic knowledge, prosodic and

emotional cues, syntactic expectancies, and constraints. A

major source of disambiguation, however, and the focus of the

current study are semantic context and the expectancies built

up by it (e.g., Obleser et al. 2007).

With the current experiment, we aim to close a gap in

understanding the mechanisms that may explain how semantic

context can facilitate speech comprehension. A preceding

study by Obleser et al. (2007) identified a heteromodal array of

left-hemispheric brain structures (angular gyrus/Brodmann’s

area [BA] 39, ventrolateral inferior frontal gyrus [IFG]/BA 47,

dorsolateral and medial prefrontal/BA 8,9, and posterior

cingulated cortices/BA 30), which became active only when

the semantic predictability of a sentence allowed speech

comprehension despite compromised speech signal quality.

Interestingly, no contextual facilitation was seen in antero-

lateral superior temporal gyrus and sulcus (STG/STS), where

only the very robust intelligibility effect (Binder et al. 2000;

Scott et al. 2000; Davis and Johnsrude 2003) was replicated.

The sentence material used in that study (Speech in Noise

[SPIN] sentences corpus, Kalikow et al. 1977) manipulated the

predictability of the sentence-final keyword very effectively,

although at the cost of subtle semantic confounds such as

abstractness, use of sentence-initial names versus objects, re-

flexive pronouns, possessive adjectives, etc. This complicates the

interpretation of the functions the brain regions identified may

have in speech comprehension, as word class effects and a variety

of semantic features may have confounded the activation pattern.

We were therefore interested in further narrowing down

possible top-down influences, that is, to restrict the sentence

context to a stable minimum. We employed the well-studied

semantic phenomenon of cloze probability (here shortened to

‘‘cloze’’). Originally developed as a measure of text readability

(Taylor 1953), it is a solid measure of lexical expectancy of

a given word in a context. Variations of it have been adopted in

studies of semantic processing, mostly in N400 electroenceph-

alography designs (Kutas and Hillyard 1984; Connolly et al. 1995;

Gunter et al. 2000; Federmeier et al. 2007). A stronger N400 in

response to a sentence-final keyword is elicited by a low-cloze

sentence such as ‘‘she weighs the flour’’ compared with a (other-

wise well matched) high-cloze version such as ‘‘she sifts the

flour,’’ interpreted as reflecting a higher cognitive effort to

integrate the low-cloze (higher lexical competition) elements of

the sentence in order to obtain coherent meaning.

The current experiment exploits this simple, yet effective,

manipulation in a factorial design: First, simple sentences vary

in the strength of the semantic expectancy coupling within

that sentence (cloze probability). Second, if we independently

subject these sentences to multiple levels of speech degrada-

tion (noise vocoding, Shannon et al. 1995; for application in

neuroimaging, see Scott et al. 2000, 2006; Davis and Johnsrude

2003; Warren et al. 2006; Obleser et al. 2007), we can
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disentangle separate influences as well as interactive process-

ing mechanisms of ‘‘cloze probability’’ (a well-controlled

cognitive parameter) and spectral degradation of speech (an

equally well-controlled acoustic parameter) on measures of

brain activity. Specifically, we expect to examine the relation-

ship between regions previously linked to speech intelligibility,

in particular the anterior and posterior STS, and regions

repeatedly found in studies of lexico-semantic and top-down--

mediated language processing, notably the IFG (BA 44/45; Kan

and Thompson-Schill 2004; Hoen et al. 2006; Zempleni et al.

2007) and the inferior parietal cortex (IPC) (BA 39/40; Kotz

et al. 2002; Obleser et al. 2007; Raettig and Kotz 2008).

Materials and Methods

Participants
Sixteen participants (9 females; age range 22--32 years) took part in the

functional magnetic resonance imaging (fMRI) experiment. All were

native speakers of German, right handed, and had normal hearing and

no history of neurological or language-related problems. They were also

unfamiliar with noise-vocoded speech and had not taken part in any of

the pilot experiments. They were paid V15 for their participation.

Another 18 participants (9 females; age range 18--31 years) took part in

the behavioral pilot experiment prior to the magnetic resonance (MR)

experiment. They fulfilled the same criteria as the MR participant

sample and had no experience with noise-vocoded speech. These

participants received V7.

Stimulus Material
Stimuli were recordings of spoken German sentences, all consisting of

pronoun (‘‘Er or Sie’’), verb, and object, in the present tense. Every

sentence with the framing constituents pronoun and object was used

in 2 versions, incorporating either a verb low in cloze probability (e.g.,

‘‘Er sieht das Bier’’ [he sees the beer]) or high in cloze probability (e.g.,

‘‘Er trinkt das Bier’’ [he drinks the beer]). The materials were previously

developed, tested, and used in a reading experiment on cloze

probability (Gunter et al. 2000). The final set consisted of 40 pairs of

sentences in a low- and a high-cloze probability version (80 sentences

in total) and yielded cloze probabilities of 15.3 ± 4.9% (mean ± standard

deviation; maximum 24) for the low category and 74.2 ± 12.8%

(minimum 56) for the high category, respectively.

Sentences were recorded by 1 male and 1 female speaker (both

trained speakers of German) and digitized at 44.1 kHz. Off-line editing

included resampling to 22.05 kHz, cutting at zero crossings before and

after each sentence, and root mean square normalization of amplitude.

From each final audio file (160 recordings), various spectrally degraded

versions were created using a Matlab�-based noise-band vocoding

algorithm. Noise vocoding is an effective technique of manipulating the

spectral detail while preserving the temporal envelope of the speech

signal and rendering it more or less intelligible in a graded and

controlled fashion depending on the number of bands used, with more

bands yielding a more intelligible speech signal (Shannon et al. 1995).

Experimental Procedures

Pilot Study

The behavioral pilot experiment consisted of 160 sentences, each trial

randomly drawn from either high- or low-cloze probability and from 1 of

the 5 noise-vocoding level (2, 4, 8, 16, or 32 bands; Fig. 1). Participants

(different from the fMRI participants) were seated in front of an LCD

screen with comfortable font size and keyboard layout. They wore

headphones (Sennheiser HD-202) and were instructed to listen to the

stimuli and type in the sentence that they had just heard. The first

stimulus was always a sentence drawn from the least degraded condition.

On-screen written feedback of the sentence content was supplied for

the first 10 trials. Participants could pause at their own discretion.

Scoring of responses as correct or incorrect was based on a match of the

last word of each sentence. A mean percentage of correct score was

calculated for each participant and condition and submitted to a 2 3 5

repeated measures analysis with factors cloze probability (low and high)

and signal degradation (2, 4, 8, 16, and 32 bands).

Results showed the expected and previously reported interaction of

signal quality and cloze probability of the sentence (F4,68 = 4.8, P < 0.001;

no sphericity violation indicated), with a significant advantage in

sentence comprehension through high-cloze probability at 4-band

speech (66% vs. 79%; t17 = –4.7, P < 0.001). Notably, this is a qualitative

replication of earlier results using semantic predictability in less-

restricted sentence contexts (Obleser et al. 2007). There was a marked

facilitation of speech comprehension through semantic influence at

intermediate signal quality. However, the effect is strongest at more

degraded (4- instead of 8 band) signals, which is most likely owing to the

very simple and predictable sentence structure in the current study,

whereas the facilitation is less pronounced (by a factor of 1.2 compared

with a factor of 1.8 in the previously mentioned semantic predictability

study of Obleser et al. 2007). Consequently, the fMRI study included 3

conditions: 4-band speech, a 1-band condition that was hardly intelligible,

and an only moderately degraded (16 band) condition.

fMRI Study

Scanning was performed using a Siemens 3-T scanner with birdcage

head coil. Participants were comfortably positioned in the bore and

wore air-conduction headphones (Resonance Technology, Northridge,

CA). After a brief (10 trial) familiarization period, the actual experiment

was started. Participants were required to listen attentively to noise-

vocoded sentences, which were pseudorandomly drawn from 1 of the

6 conditions (high- or low-cloze probability, see above, in 1-, 4-, or 16-

band noise-vocoded format).

In the fMRI study, we used the 40 pairs of ‘‘base sentences’’ (i.e., pairs

of sentences ending in the same keyword) and randomly reused 5 of

these (so that repetition of sentences was not a systematic factor

of influence), yielding 45 pairs of sentences. These were then used in

Figure 1. Behavioral data from pilot testing (different sample; left) and from the postscanning test (scanned participant sample; right). Note that the locus of the effect is clearly
at 4-band noise-vocoded speech in both studies. Interaction of signal degradation (x axis) and context (cloze probability; white—low, black—high) is significant in both data sets.
See text for details.
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low- and high-cloze versions, spoken by both a male and a female

speaker (=180 sentences) and were pseudorandomly assigned to a level

of degradation (1-, 4-, or 16-band noise vocoding). Pseudorandomiza-

tion was achieved with a Matlab script, such that no direct repetition of

degradation levels or of base sentences occurred. Lastly, we inserted 30

trials of no stimulus/silence. Thus, 30 trials of each experimental

condition plus 30 trials of no stimulus/silence amounted to a total of

210 trials and MR volume scans, lasting approximately 35 min.

Functional scans were acquired every 10 s, with a stimulus being

presented 5.5 s before each scan (sparse temporal sampling; cf.,

Edmister et al. 1999; Hall et al. 1999). Echo-planar imaging scans were

acquired in 22 axial slices covering the entire brain with an in-plane

resolution of 3 3 3 mm2, a 4-mm slice thickness, and a 0.5-mm gap

(repetition time = 10 s, acquisition time = 2000 s, time echo = 30 ms,

flip angle 90�, field of view 192 mm, matrix size 64). For each

participant, the individual high-resolution 3D T1-weighted MR scans

acquired in a previous session were available for normalization,

coregistration, and data visualization.

Behavioral Posttest

After the MR data acquisition, participants completed a comprehension

test, which was similar to the pilot experiments described above but

limited to 60 trials and to the conditions actually used in fMRI. Stimuli

were also drawn from a subset of sentences not used during fMRI

acquisition. They were naive to the task, as they had not taken part in

the behavioral pilot study.

Data Analysis
Functional data were motion corrected off-line with the Siemens motion

correction protocol (Siemens, Erlangen, Germany). Further analyses

were performed using SPM5 (Wellcome imaging Department, University

College, London, UK). fMRI time series were resampled to a cubic 2 3

2 3 2 mm3 voxel size, corrected for field inhomogeneities (unwarped),

normalized to a standard MR template (using a gray-matter segmenta-

tion-based procedure), and smoothed using an isotropic 8-mm3 kernel.

In each participant, a general linear model using 6 regressors of

interest (2 cloze probability levels 3 3 noise-vocoding levels) was

estimated with a finite impulse response basis function (order 1 and

window length 1). The no-stimulus (silent) trials in the time series

formed an implicit baseline. Contrasts of all 6 conditions against the

baseline from all 16 participants were then submitted to the SPM5

module for second-level within-subject analysis of variance, in which

main effects, interactions, and specific contrasts could be assessed.

For statistical thresholding of the second-level (group) activation

maps, we chose an uncorrected threshold of P < 0.001 combined with

a minimal cluster extent of 87 voxels, yielding a whole-brain alpha of

P < 0.05, as determined using a Matlab-implemented Monte Carlo

Simulation (Slotnick et al. 2003).

Results

All participants showed extensive bilateral activation of the

temporal cortices in response to sound and were all included in

the ensuing group analyses.

As a first important finding, an increase in activation to more

intelligible sentences was observed in the left and right STS

(Table 1). Notably, however, both amplitude and topographical

extent of this increase in responsiveness were vastly different

for low- and high-cloze probability sentences. The anterior STS

activation was almost exclusively driven by low-cloze senten-

ces, extending along the entire STG/STS and reaching into the

posterior middle temporal gyrus (MTG). In contrast, for high-

cloze sentences, the activation appeared less extended and was

restricted to middle STG and STS regions, not involving anterior

and posterior STS.

As shown in Figure 2, the pattern can be best described as

a modulation of the intelligibility-dependent increase: The peak

voxel contrast estimates in the bar graphs show the blood

oxygen level--dependent increase with increasing spectral

detail in bilateral anterior STS to be pronounced for low-cloze

sentences, whereas such an increase is almost absent for high-

cloze probability sentences. In middle to posterior left STG,

a strong intelligibility modulation in high- and low-cloze

sentences is observed.

A whole-brain interaction test confirmed that the intelligi-

bility effect in the anterior left STS was entirely driven by the

low-cloze sentences (main peak in left anterior STS) (Montreal

Neurological Institute [MNI] coordinates: –54, –8, –14; z = 4.5;

Fig. 2, Table 1).

In response to low-cloze probability sentences, bilateral

(middle to posterior) STS and left IFG (BA 44, pars opercularis)

exhibited stronger activations, expressed statistically as a main

effect of cloze probability (Fig. 3). In contrast, left occipital

clusters (cuneus, BA 18) and the posterior cingulate were more

responsive to high-cloze than to low-cloze sentences.

In the left IFG, a cloze probability differentiation gradually

appeared as sentences became increasingly intelligible: the

better a sentence’s signal quality the more the low-cloze verb--

object combinations drove the activation of the left IFG.

This interaction was also shown in a whole-volume in-

teraction test (‘‘intelligibility-dependent increase in low-cloze

but a decrease in high-cloze sentences’’): the left IFG (BA 44)

was activated strongest in this test (MNI coordinates: –60, 14,

14, z = 4.88; Table 1). At 16-band signal quality, the gap

between low cloze and high cloze was most evident (Fig. 3).

In the behavioral data obtained from the short postscanning

test, the interaction between signal quality and cloze probabil-

ity also attained significance (F2,30 = 4.6, e = 0.79, P = 0.028). In

line with previous reports on noise-vocoded speech (Shannon

et al. 1995, 2004), participants had obviously gained important

perceptual experience during the 35-min in-scanner listening

component: In the posttest, a trend (P < 0.1) toward

a difference of high- versus low-cloze sentences surfaced even

Table 1
Overview of significant clusters in random-effects contrasts (P\ 0.001; cluster extent [ 87

voxels/696 lL, equalling whole brain P\ 0.05)

Site MNI coordinate Z

Main effect of intelligibility (1\ 4\ 16 bands)
R anterior STS 62, �6, �4 [8
L anterior STS �60, �8, �6 7.26
L angular gyrus (BA 39) �46, �64, 38 4.11

Main effect of cloze (low[ high)
L IFG (BA 44) �60, 12, 16 4.26
L posterior STG/STS �50, �42, 2 3.82
R posterior STS 40, �32, 8 4.35

Main effect of cloze (high[ low)
Posterior cingulate (BA 23) 2, �36, 20 4.36
L lingual gyrus (BA 18) �20, �80, �18 4.20
L cuneus (BA 18) �16, �100, 4 3.80

Intelligibilitylow cloze [ intelligibility effecthigh cloze

L anterior STS �52, �6, �14 4.50
R anterior STS 50, 8, �16 3.75

Low[ high cloze, depending on increasing intelligibility
L IFG (BA 44) �60, 14, 14 4.88
L anterior STS �52, �8, �16 4.47
R mid-STS 46, �18, �6 4.33

Low cloze[ high cloze, 1[ 4[ 16 bands
R posterior STG/SMG 64, �28, 18 4.65
L MFG (BA 46) �30, 28, 36 4.15
L posterior STG �46, �36, 18 4.09
R IFG (BA 44) 52, 6, 14 4.00

Note: Specifications refer to peak voxels. SMG, supramarginal gyrus; MFG, middle frontal gyrus;

L, left; R, right.
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at 1-band speech. Also, the significant behavioral gain from

high-cloze probability at 4-band speech was comparably weak

for the short and comparably uniform sentences (ca., 13%

difference in performance). In line with this, no brain area

showed a significant increase when directly comparing 4-band

high- and low-cloze sentences.

Based on the manipulation of semantic expectancy in Obleser

et al. (2007), we assumed that activation in the left angular gyrus

(BA 39) and adjacent IPC areas should be linked to conditions

where an increase in speech comprehension takes place

because of improved signal quality (see main effect of in-

telligibility, Table 1), especially so with facilitating semantic

expectancy being present (i.e., in the high-cloze conditions):

Participants were significantly better at comprehending 4-band

high-cloze speech than 4-band low-cloze speech. The relative

difference to the (ceiling level) 16-band speech comprehension

was thus 2 times greater for low-cloze speech. We therefore

formulated a statistical parametric mapping (SPM) contrast that

directly tested for an increase in 4- to 16-band speech in low

cloze (36%, or a factor of 1.65) compared with the somewhat

smaller increase for 4- to 16-band speech in high cloze (18%, or

a factor of 1.26; cf., Fig. 1). Notably, a single brain region was

identified, this being the left BA 39 (Fig. 4).

Discussion

In the current study, we set out to further disentangle the

interaction of speech signal processing in areas of the temporal

cortex from semantic expectancy processing in areas of the

inferior frontal and inferior parietal cortices.

Intelligibility and Expectancy

The first main finding is an important addition to the well-

known intelligibility effect in the superior temporal cortex

(STS/STG). The anterior and posterior parts of bilateral STS

responded more strongly to more intelligible speech, which is

in line with a whole series of imaging studies using different

intelligibility modulations (Scott et al. 2000; see also, e.g., Davis

and Johnsrude 2003; Liebenthal et al. 2005; Zekveld et al.

2006). However, this modulation was exclusively accounted for

by the subset of low-cloze sentences. In contrast, when

sentences were semantically highly predictable, the intelligi-

bility modulation was restricted to middle regions of STG/STS.

This suggests that the activation extent in the superior

temporal cortex is restricted by high semantic--phonological

expectancy constraints that become available over the course

of a sentence.

Figure 3. Regions exhibiting an effect of low-[ high-cloze probability, thresholded at P\ 0.001 (cluster extent k[ 87 voxels; identical with Table 1), plotted onto left and right
sagittal (top middle panels) and axial slices (bottom middle panels) of a T1-weighted template brain image. Left IFG (most likely located in BA 44; site a) and bilateral posterior
STS (site b) exhibit enhanced activation under low-cloze conditions. Notably, however, patterns of activation across conditions differ, and left IFG (a, bottom left panel) shows the
most language-specific pattern: With better signal quality, the expected signature of semantic computation (low [ high cloze) becomes evident.

Figure 2. Effects of signal degradation on temporal lobe activation separately for low- and high-cloze probability sentences, thresholded at P\ 0.001 (cluster extent k[ 87
voxels; identical with Table 1), plotted onto left and right sagittal and coronal slices of a T1-weighted template brain image. The monotonic increase of activation is strongest in
bilateral anterolateral STG/STS, extending also in posterior STS regions. It appears almost exclusively driven by low-cloze sentences (blue), whereas intelligibility modulation
among high-cloze sentences (red, overlap in purple) yields activation confined to mid-STG and STS regions. This is reflected in the contrast estimate bar graphs from peak voxels
in the left anterior STS (top left panel) and the mid- to posterior STG (left bottom panel; white bars—low cloze, black bars—high cloze).
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A second finding relates to the role of the IFG in speech

intelligibility. The left IFG responded distinctly to low-cloze

sentences, indicating an extra processing effort (analogous to

the mechanisms discussed in the N400 literature; for review,

see Kutas and Federmeier 2000), but this only occurred as

sentences became increasingly intelligible.

From a psycholinguistic perspective, in low-cloze sentences,

the left IFG appears to drive the semantic computation

necessary to integrate the sentential components in order to

derive meaning (Kan and Thompson-Schill 2004)—a function

that can become obsolete when semantic expectancy is highly

constrained. This hinges on the repeatedly implied function of

the left IFG, namely, BA 44 and 45, in semantic and contextual

integration (Baumgaertner et al. 2002; Rodd et al. 2005; Maess

et al. 2006; Zempleni et al. 2007).

Interestingly, in comparison to previous studies, we find this

result in varying degrees in response to the parametrically

degraded speech signals. It thus appears that only if the speech

signal is sufficiently intelligible can the left IFG actively

participates in sentential integration (she weighs the flour).

Thus, these processes of sentential integration depend on the

successful outcome of signal decoding processes.

However, a very different picture emerges for high-cloze

probability sentences (she sifts the flour). Here, sentential

integration is effortless due to semantic expectancy. The

concomitant brain activation is solely centered in bilateral mid-

STG and STS, and neither the IFG nor the anterior STS or the

posterior STS/MTG are involved (It is understood that qualifica-

tions about certain brain structures being ‘‘involved’’ or ‘‘acti-

vated,’’ in an fMRI study, areonly validwithin thebounds of a given

significance threshold.). Figure 2 clearly demonstrates this for the

condition of sufficient signal quality (16 band), where low- and

high-cloze probability sentences are equally well comprehended

(Fig. 1b), whereas the anterior STS shows a strong preference of

low- over high-cloze probability (z = 4 at –56, –6, –14; Fig. 2).

If such a subtle expectancy manipulation is sufficient to

downregulate the involvement of anterior and posterior STS as

well as the IFG, their position in a ‘‘default’’ sentence comprehen-

sionnetworkbecomes relative. Thequestion that arises ishow the

speech system exploits the semantic constraints in handling

degraded speech and thus attains comprehension through only

relatively restricted brain areas (bilateral mid-STG/STS).

A likely explanation is rooted in the fact that common

‘‘semantic’’ associations are naturally accompanied by common

phonological pairings. Therefore, the brain can as well exploit

and build up a strong ‘‘phonological’’ expectancy when

confronted with high semantic expectancy (in high-cloze

sentences). Given the compromised signal quality throughout

the experiment, it is especially likely that the auditory

comprehension system focuses on exploiting such phonolog-

ical and segmental expectancies. As a consequence, the

comprehension of high-cloze probability sentences might be

already resolved at this level of information processing, and the

conversion of acoustic input to a phonological code is likely to

happen within the boundaries of mid-STG and STS (Jacquemot

et al. 2003; Liebenthal et al. 2005; Obleser and Eisner 2009).

In sum, our data help to specify the interplay of the anterior

and the posterior STS in speech comprehension. Our data show

that neither one is inevitably strongly involved when sentences

are heard. Rather, both regions are part of a network that

processes and integrates sentence information, which is entirely

in line with previous studies (e.g., Ferstl et al. 2002; Spitsyna et al.

2006). However, when high semantic and high phonological

expectancies are formed, phonological predictions can become

the driving factor in analyzing the incoming speech signal, thus

reducing and constraining activation to mid-STG/STS.

With regard to hemispheric differences, it is of note that the

left and right STS do not show quantitative or qualitative

differences in their response patterns, which corroborates the

overriding finding in the literature on bilateral STS activation in

fMRI studies of speech perception (e.g., Binder et al. 2000; Davis

and Johnsrude 2003; Obleser et al. 2007, 2008). In the IFG, the

left-hemispheric predominance fits very well with a language-

specific role of the left IFG in processing these degraded stimuli.

Finally, the reported activation in the IPC is clearly left

lateralized, as previously observed (Obleser et al. 2007; Raettig

and Kotz 2008). This is suggestive of a comparably high-level and

language-specific role the inferior parietal cortex fulfills in the

comprehension of degraded speech, as outlined in the following

section.

Role of the Inferior Parietal Cortex

There are several studies that—in different frameworks—have

tied the interaction of phonological and semantic processes in

Figure 4. Activation pattern of the left IPC (angular gyrus, BA 39). Contrast estimates (right panel) for all conditions in left BA 39 (thresholded at P\ 0.001 and a cluster extent
k[ 87 voxels; identical with Table 1) are shown. The spline interpolations (based on the current data as well as 2-, 8-, and 32-band speech as reported in Obleser et al. 2007)
demonstrate the inverted u-shaped response behavior of the inferior parietal gyrus with changing speech degradation levels. This is more pronounced for sentences that allow for
a high semantic expectancy (high cloze; black bars and solid line).
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language perception and production to the inferior parietal

lobe (IPC, subsuming supramarginal as well as angular gyrus; for

discussion, see Dronkers et al. 2004; Mechelli et al. 2004;

Golestani and Pallier 2007; Lee et al. 2007; Raettig and Kotz

2008). In the current data, the left IPC showed strongest

activation differences between conditions showing the most

pronounced difference in cloze-probability-- and intelligibility-

dependent comprehension performance (Figs 1 and 4). This

supports the hypothesis that the left IPC is a key brain

structure in facilitating sentence integration under compro-

mised speech signal quality.

Interestingly, another auditory fMRI study comparing deri-

vational pseudowords to opaque pseudowords (eluphant vs.

thratofant; Raettig and Kotz 2008) yielded the same peak

cluster in IPC. What these experiments have in common is that

meaning is extracted successfully from a compromised or

ambiguous signal. The left IPC appears instrumental in this

process: It is a suitable and plausible brain structure to connect

long-term memory and high-order concepts (‘‘association

cortex of association cortices,’’ N. Geschwind) to items that

are either held in verbal short-term memory (supramarginal

gyrus; Paulesu et al. 1993; Lee et al. 2007; for review, see

Jacquemot and Scott 2006) or reflect acoustically ambiguous,

difficult-to-process sensory input (posterior STG; Griffiths and

Warren 2002; Obleser and Eisner 2009). Direct evidence for

this also comes from a very recent functional connectivity

study on magnetoencephalographic data, where inferior

parietal activations were found to Granger-cause (Granger

1969) activation in left posterior STG in processing lexically

ambiguous phonemes (Gow et al. 2008).

With respect to a more fine-grained functional distinction of

BA 39 (supramarginal) and 40 (angular gyrus), we see an

overlay of activations that reflect the largest comprehension

increase in accompanying behavioral data in the current study

as well as one previously published (Obleser et al. 2007). Both

activations have their peak in the angular gyrus (BA 39) rather

than supramarginal gyrus (BA 40; e.g., Lee et al. 2007).

However, a functional distinction on the basis of group fMRI

data remains difficult. Further studies utilizing transient

disruption via transcranial magnetic stimulation or possibly

data from patients with circumscribed lesions in either

substructure of the IPC will be needed (along the lines of

Dronkers et al. 2004) to cross-validate the differential

contributions to speech comprehension made by the angular

gyrus.

The activation pattern exhibited by the left BA 39 across all

conditions (Fig. 4) concurs with our interpretation of the left

IPC as a postsensory interface structure that taps long-term

semantic knowledge/memory. When such access is not possible,

however (as in very degraded speech), forming an abstract

speech representation might fail (Obleser and Eisner 2009) and

‘‘weaker’’ IPC involvement is observed.

Differences to Previous Studies

The most salient difference between the previous brain imaging

study by Obleser et al. (2007) combining noise-vocoded speech

and variables of semantic context and the current one lies in the

shift of the locus from 8-band speech to 4-band speech (Fig. 1a;

which we took into account and adapted our in-scanner

conditions accordingly, Fig. 1b). Given the behavioral data, this

was a warranted step, and the shift of contextual facilitation to

a more degraded, generally less intelligible, signal level was most

likely rooted in the very predictable minimal sentence context

we used in order to focus on effects of cloze probability.

Our data also call for further efforts to disentangle the

contributions of functional and anatomical subdivisions of the

inferior frontal and inferior parietal cortices to speech

comprehension. Both the left IFG, with BA 44 and 45, and

the left IPC, with the supramarginal gyrus (BA 40) and the

angular gyrus (39), often appear in the language-related

literature, but most inferences as to their specific contributions

are based on explicit language tasks involving verbal working

memory (e.g., Jacquemot and Scott 2006; Buchsbaum and

D’Esposito 2008) or explicit categorization and response

selection tasks (e.g., Kan and Thompson-Schill 2004).

The most reliable data for functional distinctions of BA 44

versus BA 45 or BA 44 versus the frontal operculum in

language-related functions stem from explicit tasks involving

active decision making, speech production (Heim et al. 2005,

2007), or grammar learning (Friederici et al. 2006). There is no

simple way to relate these findings to their possible role in

treating degraded speech input; BA 44 activation, although

clearly more dorsal (inferior--superior coordinate of z = 30),

was previously reported in a study for effortful auditory search

processes (that were carefully disentangled from speech

comprehension itself, also using a form of noise analogues to

speech; Giraud et al. 2004). However, no contextual or

semantic factors were varied—factors which showed the most

interesting effect in BA 44 in the current study. Probability atlas

data render BA 44 the most likely locus of the found IFG cluster

(with a 60--65% likelihood for left BA 44; Eickhoff et al. 2005).

Conclusions

Using well-controlled sentence material in a parametric set of

acoustic degradation, this study furthers our understanding of

the speech comprehension process by providing 3 important

findings. First, the left IFG and the bilateral STS are not

equivocally involved in processing sentences, but their level of

activation appears to be adjusted to the semantic and

phonological demands of the sentences processed, with fewer

neural resources being allocated to highly predictable senten-

ces. Second, a certain amount of signal intelligibility is required

before such processing differences can surface, and the

differences increase in left IFG with increasing intelligibility.

Finally, the left IPC might serve as a mediating structure that

facilitates speech comprehension when signal intelligibility is

compromised; yet, expectancies formed over the course of

a sentence facilitate comprehension, most likely through top-

down activation of semantic concepts (angular gyrus) and by

providing a short-term verbal memory store for lexical

candidate items (supramarginal gyrus).

These findings demonstrate that speech intelligibility and

semantic processing have a much more intimate relationship in

neural terms than previously accounted for. They offer

important contributions to our current understanding of the

functional neuroanatomy of speech comprehension.
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