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Abstract—Empirical results characterizing the joint statistical
properties of the local azimuth spread (AS), the local delay spread
(DS), and the shadow (slow) fading component are presented. Mea-
surement data from typical urban, bad urban, and sub urban (SU)
environments have been analyzed. It is found that a log-normal dis-
tribution accurately fits the distribution function of all the investi-
gated parameters. The spatial autocorrelation function of both AS,
DS, and shadow fading can be modeled with an exponential decay
function. However, for SU environments the spatial autocorrelation
function is better characterized by a composite of two exponential
decaying functions. A positive cross correlation is found between
the AS and the DS, while both parameters are negatively correlated
with shadow fading. All essential parameters required for the im-
plementation of a simulation model considering the joint statistical
properties of the AS, DS, and shadow fading are provided.

Index Terms—Channel dispersion, directional channel models,
radio propagation.

I. INTRODUCTION

I T IS WELL known from numerous studies that the perfor-
mance of terrestrial cellular systems is highly dependent

on the radio propagation conditions [1], [2]. To give a few
examples, the temporal dispersion in the radio channel provides
frequency diversity for wideband systems such as wideband
code division multiple access (WCDMA), since the degree
of frequency selectivity is related to the delay spread (DS)
compared to the inverse of the signal bandwidth [3]. Similarly,
azimuthal dispersion affects the performance of advanced
antenna array systems, as it determines the correlation between
spatially separated antennas, and consequently the ability
to mitigate fast fading by means of antenna diversity tech-
niques [4]. The azimuthal dispersion also impacts the optimal
beamwidth of advanced antenna array systems using the spatial
filtering techniques [5]–[7]. Previous studies of azimuthal and
temporal dispersion have mainly focused on the shape of the
local power azimuth spectrum (PAS) and the local power delay
spectrum (PDS) averaged over a few tens of wavelengths.
These spectra have been analyzed by means of either simple
geometrical models [8]–[10], ray tracing studies [11], or anal-
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ysis of measurement data [12], [13]. Shadow fading is another
propagation mechanism, which impacts the performance of
wireless systems. Earlier studies of shadow fading have mainly
focused on identifying an appropriate distribution function
which accurately describes this mechanism [14], [15], as well
as the spatial autocorrelation properties [16]–[19]. However,
the global joint statistical properties of the local DS, the local
azimuth spread (AS), and shadow fading in macro cellular
outdoor environments still remain to be characterized. This
includes describing the distribution function of the local AS
and the local DS, how the local AS and DS vary as the mobile
station (MS) moves along a certain route (i.e., autocorrelation
properties), mutual dependency between the AS, DS, and
shadow fading (i.e., cross-correlation properties), etc. Such
a description is important for the implementation of realistic
network level simulators of modern wideband mobile commu-
nication systems applying advanced antenna array systems such
as the Universal Mobile Telecommunications System (UMTS).

Functions that characterize the joint random behavior of AS,
DS, and shadow fading are, therefore, extracted from experi-
mental data collected during extensive measurement campaigns.
The three parameters of interest are extracted from measure-
ments conducted with a stand-alone testbed equipped with an
antenna array at the base station (BS). All the considered mea-
surement scenarios are characterized as outdoor macro cellular
cases, with the BS antenna array elevated above any local scat-
terers.

The paper is organized as follows. In Section II, the
measurement system and the investigated environments are
described. The applied signal model and method for analyzing
the collected measurement data are outlined in Section III.
Sections IV–VI present the results from an extensive analysis
of the measurements, including simple models of the pdf of the
parameters under study, the spatial autocorrelation function,
and cross-correlation properties. Based on the empirical results,
a simple model for simulation of the three random variables
describing the local AS, the local DS, and shadow fading
component is outlined in Section VII. Finally, some concluding
remarks are given in Section VIII.

II. M EASUREMENTCAMPAIGN

A. Stand-Alone Testbed

The measurement campaign was conducted using the wide-
band stand-alone testbed developed within the project, ACTS,
Technology in Smart Antennas for UNiversal Advanced Mobile

0733-8716/02$17.00 © 2002 IEEE
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TABLE I
SUMMARY OF MACRO CELLULAR MEASUREMENTENVIRONMENTS

Infrastructure, Part II (TSUNAMI II) [20]. The setup consists
of a BS equipped with an eight-element uniform linear antenna
array and a MS with an omni directional dipole antenna. The MS
is equipped with a differential global positioning system (GPS)
and an accurate position encoder so its location is accurately
known by combining the information from these two devices.
MS displacements of less than one centimeter can, therefore,
be detected. The system is designed for uplink transmission,
i.e., from the MS to the BS. Simultaneous channel sounding
is performed on all eight branches, which makes it possible to
estimate the azimuth of the impinging waves at the BS. The
sounding signal is a maximum length linear shift register se-
quence of the length 127 chips, clocked at a chip-rate of 4.096
Mcps. The testbed operates at a carrier frequency of 1.8 GHz.
Additional information regarding the stand-alone testbed can be
found in [12] and [21].

B. Investigated Environments

A variety of measurement campaigns has been conducted in
different environments, with the emphasis on macro cellular
scenarios. In this context, macro cellular refers to a scenario
where the BS antenna array is elevated above rooftop level of
the surrounding buildings. More than 13 Gbyte of measurement
data have been collected along routes in different environment
classes. The investigated environments are classified as; typical
urban (TU), bad urban (BU), and sub urban (SU). This clas-
sification is made according to the definitions in COST 207
[22]. Hence, the temporal dispersion observed in the TU envi-
ronments is similar to the temporal dispersion of the COST 207
TU model. A summary of the different measurement campaigns

is presented in Table I. Notice that measurements in Aarhus are
conducted at two different BS antenna heights in order to inves-
tigate how this impacts on the propagation characteristics under
consideration in this study.

In the sequel, we will use TU-32 and TU-20 when we refer to
the TU measurements in Aarhus with the BS antenna elevated
32 m and 20 m above ground level. Similarly, TU-21 refers to the
TU measurements in Stockholm with the BS antenna positioned
21 m above ground level.

III. A NALYSIS OF MEASUREMENTDATA

A. Signal Model

Extending Bello’s terminology [23], we can define the radio
channels azimuth-delay spread function at the BS according to

(1)

where the parameters, , and are the complex amplitude,
delay, and incidence azimuth of theth impinging wave at the
BS. In general, is considered to be a time-variant func-
tion, since the constellation of the impinging waves is likely to
change as the MS moves along a certain route. However, this
dependency is omitted in writing (1) in order to simplify the
notation. Based on (1), let us define the local average power az-
imuth-delay spectrum as

(2)
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where takes the absolute value of the argument and
denotes expectation. The PAS and the PDS can subsequently be
expressed as

(3)

(4)

From these functions we can define the radio channels local
AS and the local DS as the root second central moment
of and , respectively. The values of the local AS
and DS are likely to vary as the MS moves within a certain
environment. Hence, we can characterizeand as being
random variables, with the joint pdf . Their marginal
pdfs are

(5)

(6)

Notice here that the function can be interpreted as the
global joint pdf of the local AS and DS. Assuming that the ex-
pectation in (2) is computed over the radio channel’s fast fading
component, we can, furthermore, apply the approximation

(7)

where is the radio channel’s integral path loss,
is the deterministic long term distance dependent path loss,
while is the channel’s shadow fading component, which is
typically being modeled with a log-normal distributed random
variable [14], [15]. The global pdf of is denoted . The
global degree of shadow fading is described by the root second
central moment of the random shadow fading component
expressed in decibel, i.e.,

(8)

where denotes standard deviation.

B. Estimation of Radio Channel Parameters

The parameters of each impinging wave in (1) are estimated
from measurement data using the space alternating generalized
expectation maximization (SAGE) algorithm [24]. This scheme
provides a computationally efficient method for calculating the
maximum-likelihood estimate of the wave parameters from the
collected measurement data. Application of the SAGE algo-
rithm for channel estimation is outlined in [25] and [26]. The
SAGE algorithm requires detailed knowledge of the response
of the measurement system in order to return reliable and ac-
curate estimates. For this purpose, the complex radiation pat-
tern of each BS antenna array element has been measured in an
anechoic chamber. The impulse response of the measurement
system has also been measured by connecting the transmitter
and the receiver with a cable. Both the measured radiation pat-
tern and the impulse response have been included in the SAGE
algorithm.

Fig. 1. Examples of empirical cumulative distribution function (cdf) of AS
obtained in different environments. The cdf of a log-normal distribution is fitted
to the empirical results for comparison.

The radio channels’ azimuth-delay spread function (1) is es-
timated for every 0.4 wavelength segment of the measurement
route using the SAGE algorithm. Subsequently, an estimate of
the local average power azimuth-delay spectrum is obtained by
computing the expectation in (2) over a distance of 30 wave-
lengths, corresponding to approximately 5 m at the operating
carrier frequency. This distance is considered to be sufficiently
large, in order to average over the fast fading component of the
radio channel. Based on estimates of for every 5 m seg-
ment of the different measurements, we obtain sample estimates
of the local AS, DS, and . As the distance between the
BS and MS is known for every 5 m segment, the shadow fading
component can be decomposed from for each mea-
surement segment. The procedure for this operation is discussed
in details later in Section IV-C.

IV. PDF OF THE AS, DS,AND SHADOW FADING

A. PDF of the AS

Based on a large sample set of the estimated local AS in the
different environments, it is possible to plot the empirical AS
distribution for each environment class. Fig. 1 shows the em-
pirical cdf of the AS for the TU-32 and the BU environment.
The relative low values of AS indicate that the incoming field
at the BS antenna array is highly concentrated in azimuth. Al-
though not shown here, the shape of the local PAS is found to
follow a Laplacian function for most cases (see [12] for more
information on the local PAS). The cdf of two log-normal dis-
tributions is fitted to the empirical results and plotted for com-
parison in Fig. 1. It is observed that the log-normal distribu-
tion provides an accurate match for the results obtained in both
TU-32 and BU. For comparison, other distributions such as e.g.,
a Rayleigh cdf have also been fitted to the empirical results.
However, the log-normal distribution seems to provide the best
match for all the considered cases. Hence, it has also been found
that the log-normal distribution fits the empirical cdf of the AS
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TABLE II
SUMMARY OF THE FIRST AND SECOND CENTRAL MOMENTS OF THEAS, DS,

AND SHADOW FADING IN THE DIFFERENTENVIRONMENTS

Fig. 2. Examples of empirical cdfs of the DS obtained in different
environments. The cdf of a log-normal distribution is fitted to the empirical
results for comparison.

obtained from the SU environment, TU-21 and TU-20. We will,
therefore, approximate with a log-normal pdf.

This implies that the random variable describing the local AS
can be expressed as

(9)

where is a zero-mean Gaussian distributed random variable
with unit variance, is the global loga-
rithmic mean of the local AS, and is
the logarithmic standard deviation of the AS. From the mea-
surements in Aarhus it has been observed that the AS decreases
from approximately 13 (TU-20) to 8 (TU-32) when the BS
antenna position is reduced by 12 m. Similar results were pre-
sented in [12] and [27]. However, no dependency between
and the distance between the MS and BS has been found, al-
though ray-tracing results presented in [11] show a systematic
relation between MS-BS distance and the AS. More results con-
cerning the AS in the different environments are summarized in
Table II.

B. PDF of DS

Fig. 2 shows the empirical cdf of the DS in the TU-20 and
the SU environment. It is observed that the DS is significantly
higher in the TU-20 environment compared to the SU environ-
ment. However, in both cases the shape of the local PDS seems

to follow an exponential decay. The higher DS in TU-20 is to
be expected, since TU environments are typically characterized
as rich scattering areas leading to a higher dispersion relative
to SU environments. Inherently, this is part of the classification
of the two propagation environments. For comparison, the cdf
of a log-normal distribution is fitted to the empirical results and
plotted into Fig. 2. Based on these results, it seems to be a good
approximation to model the local distribution of the DS with a
log-normal distributed variable, i.e.,

(10)

where is a zero-mean Gaussian distributed random variable
with unit variance, is the global loga-
rithmic mean of the local DS, and is the
logarithmic standard deviation of the DS. The analysis of the
measurements collected in the BU environment confirms that
the model in (10) is also accurate for this environment. From the
TU measurements in Aarhus, it has furthermore been observed
that the average DS decreases with increasing the BS antenna
height from approximately 1.2 to 0.8s (see Table II).

C. PDF of Shadow Fading

The shadow fading component is extracted from the measure-
ment data under the assumption that the deterministic distance
path loss can be expressed in decibel as

(11)

where is the distance between the BS and MS expressed in
km. As an example, the Okumura-Hata model [28] is based on
a similar structure. Substituting (11) into (7), the following re-
lationship is obtained:

(12)

For each 5 meter section, we know the variable set
, where is the distance to

the BS and is the measurement of the integral
path loss from the th measurement segment, respectively.
Assuming that dB, the parameters
and can be obtained as the least square estimate from a large
number of measurements. Subsequently, the shadow fading
component can be isolated from each measurement segment
by rearranging (12). As an example, a scatter plot of the pair

is pictured in Fig. 3 based on
measurements obtained in TU-32. The linear regression line
fitting the data is also plotted. The shadow fading component is
thus the distance between the points and the linear regression
line.

It is found that a log-normal distribution function provides
a good match to the empirical pdf of the shadow fading com-
ponent. This observation is in coherence with numerous other
studies, see [1], [13], and [14] among others. The shadow fading
standard deviation is found to be in the range – dB
depending on the environment class, with the largest standard
deviation observed in the BU and the smallest in SU environ-
ments. These findings are in accordance with previous findings
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Fig. 3. Scatter plot of the relative received power versus distance in the TU-32
environment.

in the open literature as well. Hence, the random variable de-
scribing the shadow fading component can be expressed as

(13)

where is a zero-mean Gaussian random variable with unit
variance.

D. Summary of First- and Second-Order Central Moments

Table II contains a summary of the first and second-order
central moments of the AS, DS, and shadow fading component
for the different environment classes. The moments of the log-
arithmic AS and DS are also presented, as these are required in
order to model the random variables describing the DS and AS
according to (9) and (10). From the measurements in Aarhus
(TU-32 and TU-20) it is observed that both DS and AS varies
with the BS antenna position, while the standard deviation of
shadow fading remains approximately the same for the two an-
tenna heights.

V. SPATIAL AUTO-CORRELATION FUNCTION OF THEAS, DS,
AND SHADOW FADING

A. Spatial Autocorrelation Function of the AS

The spatial autocorrelation function of the AS, is a measure
of how fast the local AS evolves as the MS moves along a certain
route. An example of the empirical spatial autocorrelation func-
tion of the AS in the TU-32 environment is pictured in Fig. 4.
For comparison, an exponential decay is matched to the empir-
ical results. It is observed that the exponential decaying function
accurately models the spatial autocorrelation function of the AS,
i.e.,

(14)

where is the distance traveled by the MS and is the decor-
relation distance of the AS. A short decorrelation distance indi-
cates that the AS experienced at the BS changes quickly as the

Fig. 4. Empirical spatial autocorrelation function of AS in TU-32. An
exponential decaying function is matched to the empirical results with
d = 70 m.

Fig. 5. Empirical spatial autocorrelation function of AS in SU. A double
exponential decaying function is matched to the empirical results.

MS moves, while a longer decorrelation distance corresponds to
an environment with a higher degree of stationarity. The func-
tion in (14) is also found to provide a good model of the spatial
autocorrelation function of the AS in BU environments.

However, in SU environments the model in (14) seems to be
less accurate. An example of the empirical spatial autocorre-
lation function obtained from the SU environment is plotted in
Fig. 5. For this type of environment, a double exponential model
seems to better model the autocorrelation function, so

(15)

where and are the short and long decorrelation
distances of the two components. The parameter
expresses the mutual strength between the short and the long
decorrelation component. The function in (15) is plotted in
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TABLE III
SPATIAL DECORRELATION DISTANCE FORAS, DS,AND SHADOW

FADING IN DIFFERENT ENVIRONMENTS EXPRESSED INMETERS.
THE TWO NUMBERS PRESENTED FORSU, CORRESPONDING

TO THE SHORT AND LONG DECORRELATIONCOEFFICIENTS

Fig. 6. Empirical spatial autocorrelation function of the DS obtained in BU
environments. An exponential decaying function is fitted to the empirical
results.

Fig. 5 with m, m, and . For
this particular case m corresponds approximately
to the average size of the houses in the SU environment, while

m is on the order of the average distance between
street crossings. Hence, the parameters in (15) can be related
to the physical topology of the environment. The decorrelation
distances for all the considered environments are summarized
in Table III.

B. Spatial Autocorrelation Function of DS

An example of the spatial autocorrelation function of the DS
obtained from the BU environment is presented in Fig. 6. An
exponential decaying function is plotted for comparison, which
accurately matches the empirical results. Hence, the autocorre-
lation function of the DS in BU environments can be modeled
according to

(16)

where is the decorrelation distance of the DS. A short decor-
relation distance indicates that the DS changes quickly as the

MS moves. Thus, and the MS speed give an idea of how fast
the radio channels coherence bandwidth changes [1] and, there-
fore, e.g., also how often RAKE finger allocation and a search
should be conducted [6], etc. The model in (16) is also found to
be valid for TU environments, while the model

(17)

provides a better match for SU environments. Here and
is the short and long decorrelation distance of the two com-

ponents, while expresses the weighting between the
two components.

C. Spatial Autocorrelation Function of Shadow Fading

The spatial autocorrelation of shadow fading has been in-
vestigated in numerous studies, and therefore only shortly dis-
cussed here. In accordance with Gudmundson [16] and Mawira
[17], we have found that a single exponential decay accurately
matches the empirical spatial autocorrelation function obtained
from TU and BU environments, with decorrelation distance.
However, for the SU environment a double exponential decay
seems to provide a better match to the empirical autocorrelation
function. This finding is in coherence with Sørensen’s results
reported in [19].

D. Summary of Decorrelation Distances

Table III contains a summary of the mean decorrelation dis-
tances of the AS, DS, and shadow fading for the different en-
vironments expressed in meters. Notice that for the SU envi-
ronment, two decorrelation distances are reported. These cor-
respond to the short and the long decorrelation distance, since
the spatial autocorrelation function is characterized by these two
parameters in SU environments, see (15) and (17). The param-
eter is also reported for the SU environment, to indicate the
weight factor between the short and long component. It is worth
noticing from Table III that the decorrelation distance is almost
identical for both the AS, DS, and shadow fading in each of
the three environment classes. Secondly, the spatial autocorre-
lation function has the same shape for all three parameters. From
the measurements in Aarhus it is furthermore observed that the
decorrelation distance increases by approximately 25%–50%
when the BS antenna is located at the lowest position. These
observations indicate that the radio propagation mechanisms
leading to the AS, DS, and shadow fading are related.

VI. CROSS-CORRELATION PROPERTIES

A. Motivation for Analysis

In order to be able to jointly simulate the random behavior
of the AS, DS, and shadow fading it is not sufficient to have
knowledge of the pdf and the spatial autocorrelation function
of the three variables. Information on the cross correlation be-
tween the variables is also needed. As all three variables are
found to be log-normal distributed as observed in Section IV,
the most convenient method for simulating them on a com-
puter would probably be to generate zero-mean independent
Gaussian random variables with unit variance. Subsequently,
these Gaussian variables can be mapped to the AS, DS, and



ALGANS et al.: EXPERIMENTAL ANALYSIS OF JOINT STATISTICAL PROPERTIES 529

Fig. 7. Example of evolution oflog(AS), log(DS), and shadow fading along
a route in the TU-20 environment.

shadow fading according to (9), (10), and (13). However, this
method would result in random variables with zero-cross cor-
relation. To generate correlated variables, we could perform a
linear transformation, to obtain a new set of correlated Gaussian
processes ( , , and ). Afterwards, these can be mapped to
the AS, DS, and shadow fading according to (9), (10), and (13).
In order to be able to conduct this operation we need knowl-
edge of the cross correlation between the logarithmic AS,
the logarithmic DS , and shadow fading expressed in decibel

. This information is needed in order to determine the coef-
ficients of the aforementioned linear transformation. We will,
therefore, quantify the cross-correlation coefficient between the
three considered variables in the logarithmic domain in the fol-
lowing. The cross-correlation coefficient betweenand is
computed according to

(18)

where and are the sample means of the sets and
with set size , respectively.

As an example, Fig. 7 pictures the evolution of the log-
arithmic AS and DS, and the shadow fading component
expressed in decibel along a measurement route in the TU-32
environment. Based on a visual inspection, there seems to be
some correlation between the three variables. The AS and DS
tend to increase and decrease at the same positions, while the
shadow fading component typically is in a fade when the AS
and DS are relatively high. A summary of the cross-correlation
coefficients is presented later in Section VI-E for all the
considered environments.

B. Cross Correlation Between AS and DS

A scatter plot with pairs of and is shown
in Fig. 8. The linear regression line fitted to the presented data

Fig. 8. Scatter plot of log(AS) and log(DS). (a) BU environments. (b) TU-32
environments.

TABLE IV
EMPIRICAL CROSS–CORRELATION COEFFICIENTS FOR THEDIFFERENT

ENVIRONMENT CLASSES. BOTH FOR THEAS, DS,AND SHADOW

FADING EXPRESSED INLINEAR AND LOGARITHMIC

is also plotted. It is observed that there is a positive cross cor-
relation, indicating that the mechanisms leading to azimuthal
dispersion and temporal dispersion are related. A stronger cor-
relation is observed for the BU environment compared to the
TU-32 environment. Furthermore, these results indicate that the
potential space and frequency diversity gains are highly corre-
lated, since a low DS results in a high coherence bandwidth and
a low AS results in a stronger correlation between signals re-
ceived by two spatially separated antennas. From Table IV, it is
furthermore observed that the cross-correlation coefficient be-
tween AS and DS increases as the BS antenna position is re-
duced (TU-32 to TU-20).

C. Cross Correlation Between AS and Shadow Fading

On average, a negative cross correlation between the shadow
fading and the AS is observed from Fig. 9. However, if the
measurement data are filtered, so we mainly consider the MS
positions in the vicinity of street crossings, then we observe a
positive cross correlation. Hence, it seems that two competing
mechanisms are leading to a positive and a negative cross corre-
lation, respectively. This can be justified intuitively as follows.
When the MS is in a street canyon the signal is likely to propa-
gate from the MS to the BS via a few rooftop diffractions close
to the MS, leading to a relative low AS. On the other hand,
once the MS is located in a street crossing, there is a higher
likelihood of having more distant dominant scatterers creating
a higher AS, assuming there is no line-of-sight. Provided that a
smaller fraction of the signal from the MS reaches the BS, when
positioned in a street crossing compared to a street canyon, then
we have the aforementioned cross-correlation properties. There-
fore, the number of street crossings along a measurement route
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Fig. 9. Scatter plot of shadow fading and log(AS). (a) BU environments.
(b) TU-32 environments.

Fig. 10. Scatter plot of shadow fading and log(DS). (a) BU environments.
(b) TU-32 environments.

tends to impact on the cross-correlation coefficient between AS
and shadow fading.

D. Cross Correlation Between Shadow Fading and DS

A negative cross correlation is also observed between shadow
fading and the DS as shown in Fig. 10. This experimental
finding matches Greensteins theoretical predictions reported in
[29]. This behavior can be explained as follows. Assuming that
the PDS can be described with a decreasing function
(say exponential decay), so the paths with the shortest delay
carry the most power. During a deep shadow fade it is therefore
likely that paths with the shortest delay exhibit a deep fade as
well, leading to a more uniform (rectangular) shape of the PDS,
which results in higher DS. Thus, leading to a negative cross
correlation between shadow fading and the DS.

E. Summary of Cross-Correlation Coefficients

Table IV presents a summary of the cross-correlation coeffi-
cients for the different environment classes. The cross-correla-
tion coefficients are presented for both the AS, DS, and shadow
fading expressed in a linear scale and logarithmic domain. From
Table IV we can conclude that the scattering mechanisms that
create the AS and the DS are strongly related in BU environ-
ments since the cross correlation is 0.75 (logarithmic domain).
In the TU and SU environments there seems to be a lower cross
correlation. The cross-correlation coefficient between AS and
shadow fading, and DS and shadow fading is considered to be
moderate in all the investigated environments.

Fig. 11. Block diagram for joint simulation of the random variables describing
the local AS, the local DS, and shadow fading component.

VII. M ODELING ISSUES

Based on the results presented in Sections I–VI, it is possible
to jointly simulate the random variables describing the local AS,
the local DS, and the shadow fading component. These three
random variables can be simulated according to the block di-
agram in Fig. 11. First, spatially white Gaussian noise sam-
ples are generated with zero mean and unit variance. These
variables are subsequently filtered to obtain the correct spa-
tial autocorrelation function. According to the results presented
in Table III, it is reasonable to assume that all three variables
have the same decorrelation distance. The cross correlation be-
tween the variables is imposed by using a simple linear trans-
formation, where the coefficient of the transformation matrix

can be computed from the cross-correlation coefficient
presented in Table IV. Finally, the correlated Gaussian variables

, , and are transformed to the log-normal distributed vari-
ables describing the local AS, the local DS, and shadow fading
according to (9), (10), and (13). The parameters required for
these transformations are presented in Table II. Hence, Fig. 11
presents a simple low complexity method for simulation of the
three random variables, based on the experimental results pre-
sented in this study.

VIII. C ONCLUSION

The joint statistical behavior of the random variables de-
scribing the local AS, the local DS, and the shadow fading
component has been characterized based on an analysis of
measurement data. These measurement data were collected
in outdoor macro cellular environments with the BS antenna
elevated above rooftop level. All measurements were conducted
with no line-of-sight (LOS) between the MS and the BS.

It is found that a log-normal distribution provides an accu-
rate fit of the empirical pdf of both the local AS, the local DS,
and the shadow fading component. The spatial autocorrelation
function of the three random variables is found to follow an ex-
ponential decay for TU and BU environments. However, for SU
environments, the spatial autocorrelation function of all three
variables seems to be more accurately modeled with a double
exponential decay. The decorrelation distance of the AS, DS,
and shadow fading is observed to be nearly identical within each
environment class. The fact that the pdf and the spatial autocor-
relation function of the AS, DS, and shadow fading are iden-
tical indicates that the propagation mechanisms leading to these
effects are strongly related. Especially for BU environments,
where a strong positive cross correlation between AS and DS
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is observed, while both the AS and the DS are negatively corre-
lated with shadow fading. The same behavior is observed for the
TU and SU environments, only with slightly lower cross-corre-
lation coefficients.

The presented results provide sufficient information to jointly
model the random behavior of the local AS, the local DS, and
shadow fading component. This can help improve the relia-
bility of e.g., the output of Monte Carlo network simulations of
modern wideband mobile communication systems with BSs de-
ploying advanced antenna array systems. Furthermore, the pre-
sented results can serve as usefula priori knowledge for plan-
ning and dimensioning purposes.
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