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Abstract—Minimizing dead space is one way to increase the de-
tection efficiency of small-animal PET scanners. By using mono-
lithic scintillator crystals (e.g., 20 mm 10 mm 10 mm LSO),
loss of efficiency due to inter-crystal reflective material is mini-
mized. Readout of such crystals can be performed by means of one
or more avalanche photo-diode (APD) arrays optically coupled to
the crystal. The entry point of a gamma photon on the crystal sur-
face can be estimated from the measured distribution of the scin-
tillation light over the APD array(s). By estimating the entry point,
correction for the depth-of-interaction (DOI) is automatically pro-
vided. We are studying the feasibility of such detector modules.
To this end, a 64-channel test setup has been developed. Experi-
ments to determine the effect on the spatial resolution of crystal
surface finish and detector geometry have been carried out. The
first results of these experiments are presented and compared to
simulation results. The crystal surface finish has only a small influ-
ence on the spatial resolution. The spatial resolution of 20 mm 10
mm 10 mm detectors is significantly better when read out on the
front side than when read out on the back side. With a 20 mm 10
mm 20 mm crystal coupled to two APD arrays, a very small res-
olution degradation of only 0 2 mm is observed for an incidence
angle of 30 compared to normal incidence.

Index Terms—Angle of incidence, avalanche photodiode (APD),
depth-of-interaction, monolithic scintillator crystals, nearest
neighbor method, positron emission tomography (PET), spatial
resolution.

I. INTRODUCTION

RECENT research into small animal positron emission to-
mography (PET) detectors has put much emphasis on ob-

taining the best possible spatial resolution. The most important
strategies for improving the spatial resolution have been to re-
duce the pixel size [1] and to include depth-of-interaction (DOI)
information in the detector readout [2]. A second trend that
can be observed is the development of multi-modality systems,
combining functional imaging, such as PET, with anatomical
imaging modalities, such as CT [3] or MR [4].

As the interest for dynamic and quantitative PET studies on
small animals has increased, so has the need for PET systems
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with improved detection efficiency. The detection efficiency of
current small animal PET systems is still limited, e.g., because
of the use of arrays of small individual scintillation crystals sep-
arated by reflective material, resulting in a large fraction of dead
space in the detector, or because the thickness of the crystal
layer is not sufficient to absorb all gamma quanta. Furthermore,
most systems employ photomultiplier tubes (PMTs), compli-
cating dense packing of the modules and making it very diffi-
cult to use these scanners in strong magnetic fields, which is a
severe limitation if the PET system is to be used in combination
with an MR device.

As an alternative to detectors using crystal arrays, several
types of detectors consisting of monolithic scintillation crystals
read out by position sensitive photo-detectors have been pro-
posed [5]–[8]. As these designs are generally difficult to im-
plement in a scanner, or lack sufficient spatial resolution for
small animal PET, we are currently investigating a new design
based on monolithic scintillation crystals read out by one or
more avalanche photo diode (APD) array(s) [9]–[11]. Readout
of such detector modules is based on estimating the entry point
of the annihilation quantum on the crystal’s front surface from
the light distribution measured by the APD array, using statis-
tical methods or neural networks. Using monolithic crystals in-
stead of arrays of individual crystals eliminates the need for
inter-crystal reflective material, reducing dead space and in-
creasing sensitivity. Furthermore, minimizing the dead space
between modules may be easier with APDs than with photo-
multiplier tubes (PMTs). Also, because of their insensitivity to
magnetic fields, the use of APDs makes it easier to combine the
scanner with an MR device.

Possible drawbacks of this approach include the fact that the
light from each scintillation event is shared among multiple
APD pixels, reducing the average number of optical photons per
APD pixel. The number of optical photons incident on a given
APD pixel depends strongly on the location of the interaction
point, causing a large dynamic range of the signals of interest.
Furthermore, APDs provide a much lower gain than PMTs, ne-
cessitating the use of low-noise preamplifiers mounted close to
the APDs.

We are studying the applicability in PET systems of detector
modules based on the above readout principle, both by sim-
ulation and experiment. In this work, we present an experi-
mental comparison between detectors with various geometries
and crystal surface finishes. As an extension to previous exper-

0018-9499/$20.00 © 2006 IEEE



1072 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 53, NO. 3, JUNE 2006

Fig. 1. Schematic representation of the experimental setup.

imental work [9], a new 64-channel setup has been built to ac-
commodate more and different readout geometries, e.g., double
sided readout. A statistical method for the estimation of the entry
position of the annihilation quanta is used, instead of the neural
networks used previously. Initially, experiments were carried
out to optimize this position estimation method, increasing the
sensitivity to physical parameters such as the geometry and the
crystal surface roughness. Subsequently, experiments were per-
formed to determine the influence of the detector geometry and
the crystal surface finish on the spatial resolution. The results are
compared to previous experimental work [9] and Monte Carlo
simulations [10], [11].

II. METHODS

A. Experimental Setup

The experimental setup is depicted in Fig. 1. A scintillator
crystal is coupled to one or two 32-channel Hama-
matsu S8550 APD array(s). Each APD array is mounted on a
printed circuit board (PCB) holding 32 Cremat CR-110 pream-
plifiers. The crystal, APDs and PCBs are placed in a light tight,
cubic Al box (outer dimensions 160 mm 160 mm 160 mm),
equipped with 0.5 mm Al entrance windows.

A beam of 511 keV annihilation photons emitted by a
mm Na source irradiates the detector. The beam is

defined by a second detector in coincidence with the APD
detector, consisting of a 35 mm thick BGO crystal coupled
to a PMT, with a mm Pb-collimator (Pb thickness 60
mm). The PMT can be placed at a variable distance from the
source. The detector can be scanned through the beam using a
motorized XZ -stage, controlled by a PC.

The tail pulses from the preamplifiers are fed into four
16-channel spectroscopy amplifiers (CAEN N568B) through
twisted pair flat cables. For each channel, these amplifiers
have a fast output branch, consisting of a fixed gain single
differentiation stage with a time constant of 100 ns, and a
slow branch, providing a semi-Gaussian pulse shape with an
adjustable gain and a shaping time of 0.1 s, 0.2 s, 1.0 s, or
3.0 s. The signals from the slow outputs are transferred to two
32 channel, 12-bit, peak sensing ADCs (CAEN V785). Time
pick-off on the APD signals is performed on the analog sum of
the fast outputs of the spectroscopy amplifiers using a constant

fraction discriminator (CFD, Ortec 934). The PMT anode
signal is passed through an Ortec 474 timing filter amplifier,
with both the differentiation and the integration switches set
at Out (corresponding to time constants of 150 s and 10 ns,
respectively). Time pick-off on the resulting signal is again
performed by a CFD (Ortec 934).

In all experiments, the APD arrays were kept at room tem-
perature, and the shaping time of the slow branch of the ampli-
fiers was set at 0.2 s. The beam had an estimated diameter of

mm FWHM.

B. Position Estimation

When an annihilation photon interacts with the crystal, its
entry point on the front surface of the crystal is estimated
from the resulting distribution of scintillation light on the APD
array(s), using a learning algorithm. Training data for the algo-
rithm consists of light distributions acquired by irradiating the
crystal with a beam of annihilation photons at many different
positions with known coordinates.

Estimating the entry point of the annihilation photons on the
front surface of the detector automatically provides a correc-
tion for the depth-of-interaction (DOI). An advantage of this
approach is that it makes it possible to simply train the system
using gamma beams with known entry points. It would be very
difficult to train for the actual, three-dimensional position of in-
teraction, since the depths of interaction of the individual pho-
tons in the training beam are unknown.

Consequences of this approach are that one must acquire
training data for different angles of incidence, and that estima-
tion of the entry point requires a-priori knowledge of the angle
of incidence in order to be able to select the proper training
set. In a scanner geometry, however, this angle can easily be
estimated from the positions of the two detectors firing in
coincidence. If necessary, this method can be refined by using
the calculated entry points to derive an improved estimate of
the angle of incidence, and repeating the position estimation
using this improved estimate.

In the current experiments, after a crystal has been irradiated
at a series of different positions, the training data is obtained by
randomly splitting the measured data into two parts, a training
set and a test set. Subsequently, events in the test set are as-
signed a coordinate by classifying them according to the nearest
neighbor method [12]. That is, the least-squares difference of
the light distribution of the event being estimated with all distri-
butions in the training set is computed. The distributions in
the training set that produce the smallest least-squares error are
selected as the nearest neighbors, and the most frequently
occurring coordinate within the nearest neighbor subset is as-
signed to the event being estimated. This procedure is repeated
for all distributions in the test set.

An advantage of using a learning system to determine the
entry points of the incident gamma quanta is that small gain
non-uniformities between different APD pixels have little or no
influence on the spatial resolution, because they are present in
both the training set and the test set. As each APD array is dif-
ferent, each detector has to be individually trained. In principle,
this is not very different from the crystal lookup table that needs
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Fig. 2. Schematic representation of the detector geometries investigated:
(a) back side, (b) front side, and (c) double readout. In (c), the coordinate
system used to specify oblique angles of incidence is also indicated.

to be acquired for every array type detector in conventional PET
systems.

Additionally, the nearest neighbor method has the advantage
that for sufficiently large training sets, the probability of mis-
classification approaches the theoretical minimum: the Bayes
error probability [12]. Therefore, the algorithm should yield re-
sults close to the best achievable with the given data, provided
that enough training data and a suitable value of are used.
This way, the influence of the algorithm on the results is min-
imized, maximizing the sensitivity to other parameters such as
the readout geometry and the crystal surface finish.

C. Estimation of Spatial Resolution

In this work, the spatial resolution of the detectors is esti-
mated using data from one-dimensional (1-D) scans. The beam
is scanned along the long axis of the APD array (denoted as the
x-axis in the remainder of this work), perpendicular to its sur-
face, through the center, from one edge of the crystal to the other
in steps of 250 m (see Fig. 2). At each position, a fixed number
of light distributions are recorded.

The data is then split into a training set and a test set, and the
positions of the events in the test set are estimated using the al-
gorithm described above. For each event in the test set, the posi-
tioning error, defined as the estimated minus the true coordinate,
is calculated. To obtain an estimate for the spatial resolution, the
positioning errors are collected in histograms. In the current ex-
periments, these histograms are created five times, each time
randomly splitting the data in a test set and a training set and
estimating the entry positions of the test events. The means of
the Full Width at Half Maximum (FWHM) and the Full Width
at Tenth Maximum (FWTM) of these five histograms are used
as estimates for the spatial resolution. As estimates of the un-
certainty, the sample standard deviations of the mean FWHM
and FWTM are used. Histograms of the position errors of all
the test data are used for an overall figure of the spatial resolu-
tion. The position dependent spatial resolution can be estimated
using histograms corresponding to individual beam positions.

D. Optimization of the Position Estimation Algorithm

To maximize the sensitivity of the spatial resolution to design
parameters such as the detector geometry and the crystal surface
finish, the influence of the position estimation algorithm should

TABLE I
OVERVIEW OF THE DIFFERENT SCINTILLATOR

BLOCKS USED IN THE EXPERIMENTS

be minimized, and, equally important, kept constant. The per-
formance of the algorithm depends on the number of events per
position used as training data . Furthermore, for each ,
there is an optimum number of nearest neighbors (N). An op-
timization of the algorithm was performed using a single data
set, selecting a value for and estimating the spatial resolu-
tion for multiple values of N. This procedure was repeated for
various values of , until an optimum was reached.

E. Comparison of Geometries and Surface Finishes

A comparison of the performance of various detector geome-
tries and crystal surface finishes was made using the scintil-
lator crystals listed in Table I. The crystals marked as ‘polished’
were polished mechanically, the crystals marked as ‘etched’
were treated chemically according to a procedure described in
[13]. The crystals marked as “as-cut” received no special sur-
face treatment.

The blocks were investigated in various readout geometries.
The 10-mm thick blocks (I, II, and III) were used either with
an APD mounted on the front surface (i.e., the surface facing
the gamma beam) or with an APD on the back surface (see
Fig. 2). Experiments on the 20-mm blocks (IV, V, and VI) were
performed with APDs on both the front and the back surfaces.
All crystals were wrapped in Teflon on all sides, except where
the APDs were coupled to the crystals. In all experiments, the
number of events recorded per beam position was 3000,
was set at 1500 and was set at 200.

III. RESULTS AND DISCUSSION

A. Optimization of the Position Estimation Algorithm

Fig. 3 shows the influence of the number of events per beam
position used as training data on the spatial resolution.
For this graph, the resolution was calculated using the optimum

corresponding to each particular value of . This optimum
was obtained using graphs like Fig. 4, showing the influence
of on the resolution for a given value of . Although
for a slight improvement may still be observed,
considerations of both measurement and computation time for
the position estimation lead to the choice of and

for subsequent experiments.
While during the optimization of the algorithm was kept

at 250, in subsequent experiments was set to 1500, to im-
prove the statistics in the histograms used for estimating the spa-
tial resolution as a function of the beam position. Doing so has
no significant influence on the overall spatial resolution, as is
illustrated by the dashed curve in Fig. 3. This curve was ob-
tained calculating the resolution at various values of , using
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Fig. 3. Dependence of the spatial resolution on n (solid line) with n =

250. At each n , the optimum N for that particular n was used. The de-
pendence of the resolution on n , with n = 1000 andN = 500, is shown
by the dashed line. These graphs were created using data from block I in the
back-side readout geometry, containing 3000 events per beam position.

Fig. 4. Influence of the number of nearest neighborsN on the spatial resolution
forn = 1500 andn = 250. This graph was created using data from block
I in the back-side readout geometry, containing 3000 events per beam position.

and . Varying may merely have
an influence on the statistics in the error histograms, which can
be is observed in Fig. 3, especially for . Above this
value, the statistics in the overall error histogram are sufficient
to accurately estimate the spatial resolution, and no influence on
the resolution is observed.

B. Comparison of Geometries and Surface Finishes

The results of the comparison between various detector ge-
ometries and crystal surface finishes are summarized in Table II.
Results from Monte-Carlo simulations [11], using a zero-width
beam and neglecting electronic noise, are also listed for com-
parison. The experimental results, using

, and , show that polished and etched crystals per-
form slightly better than as-cut crystals, but that the influence of
surface treatment is small. The simulation results do not show a
significant influence of the surface treatment either.

The spatial resolution obtained with 10-mm blocks when read
out on the front side of the crystal [Fig. 2(b)] is consistently
better than when read out on the back side [Fig. 2(a)], both in

simulations and experiments. In 10 mm of LSO, approximately
61% of the 511 keV photons that interact with the crystal do
so within the first 5 mm, due to the exponential decrease of
the interaction probability as a function of depth. Simulation
results presented elsewhere [11] show that the spatial resolu-
tion improves when events take place at smaller distances from
the APD array, which may explain these results. The improved
light collection in the front-side readout geometry apparently
outweighs the increased scattering due to the presence of the
APD array and the PCB materials in the beam. This is not sur-
prising, since the APD array essentially consists of a piece of
Si of the order of m thick mounted on a mm alu-
mina substrate, resulting in a small interaction probability for
511 keV photons.

The experiments with 20-mm thick crystals read out on both
sides yield resolutions only slightly worse than with 10-mm
crystals read out on the front side, but better than with 10-mm
crystals read out on the back side. The simulation results show
the same trend [11]. Although the 10-mm LSO crystals read out
on the front side perform slightly better, it is noted that the prob-
ability for a 511 keV photon perpendicularly incident on the
crystal to undergo any interaction (photoelectric or Compton)
is only %. Increasing the crystal thickness to 20 mm in-
creases this probability to % [14]. It is noted that because
of the large dimensions of the crystals, a large fraction of the de-
tected events is observed in the full-energy peak, due to photons
that are re-absorbed in the crystal after undergoing (multiple)
Compton-scattering. Both in experiments and Monte Carlo sim-
ulations, % of the detected events are observed in the full-
energy peak for 10-mm LSO crystals, although the photo-frac-
tion of 511 keV photons in LSO is %. For 20-mm crystals,

% of the detected events are observed in the full-energy
peak. Thus, increasing the crystal thickness improves the de-
tection efficiency considerably, a significant advantage for high
efficiency PET systems.

Table II also shows results for 20-mm thick blocks read out on
the front surface only. These results have been obtained from the
same data set as the double-readout results, but neglecting the
information of the backside APD. Compared to double-sided
readout, the resolution is degraded only by about 0.06 mm to
0.14 mm. Readout on the back surface only, on the other hand,
degrades the spatial resolution much more, as is exemplified by
the FWHM of 4.14 mm obtained for block IV. This is consistent
with the observation that front-side readout on 10-mm crystals
performs better than back-side readout.

Fig. 5 shows the spatial resolution as a function of the beam
position for several geometries: block I read out on the back
side, block I read out on the front side and block IV read out
on both sides. In the same figure, the result of a simulation on a
20-mm thick polished, Teflon-clad LSO crystal read out on both
sides, assuming a zero-width beam and neglecting electronic
noise, is presented. Fig. 6 shows a similar graph, comparing the
different surface finishes: the lines represent blocks I, II, and III,
each read out on the front side. All the experimental graphs show
a degradation of the spatial resolution towards the edge of the
detector. This effect is also observed in the simulation results.

Previous results showed that increasing the angle of incidence
from 0 to 40 on a monolithic-crystal detector similar to block
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TABLE II
COMPARISON OF GEOMETRIES AND SURFACE FINISHES. THE SIMULATED RESULTS WERE OBTAINED ASSUMING A ZERO-WIDTH BEAM

AND NEGLECTING ELECTRONIC NOISE [11]. THE UNCERTAINTIES STATED ARE THE STANDARD DEVIATION ON THE FWHM SPATIAL

RESOLUTION OBTAINED FROM DIFFERENT RECONSTRUCTIONS PERFORMED ON THE SAME DATA SET

Fig. 5. Comparison of the measured spatial resolution as a function of the beam
position for several detector geometries: a 10-mm thick polished LYSO block
read out on the front, or on the back surface, and a 20-mm thick polished LYSO
block read out on both sides. For comparison, a curve representing a simulation
of a 20-mm thick polished LSO block read out on both sides, assuming a zero-
width beam and neglecting electronic noise, is also included. The edges of the
crystal are located at �10 and 10 mm. The resolution at each beam position
was determined from the combined histogram of 5 reconstructions on the same
data set. In the experimental curves, the data has been rebinned into sections of
0.5 mm each.

I in the back-side readout geometry caused a deterioration of
the spatial resolution of only mm FWHM, compared to a
degradation of more than 5 mm FWHM when a detector based
on an array of individual crystals was used [9]. Fig. 7 shows the
angular dependence of the spatial resolution of block IV in the
double-readout geometry. From 0 to 30 , the spatial resolution
deteriorates by less than 0.2 mm FWHM. Comparison of these
results to [15] suggests that the 20-mm double readout geom-
etry may be slightly less affected by an increased angle than the
10-mm back side geometry. In the latter case, the average in-
teraction distance to the APD increases with increasing angle,
causing more deterioration of the resolution than when an APD
would be present on the front surface also.

Fig. 6. Spatial resolution as a function of the beam position of three
20 mm� 10 mm� 10 mm scintillator blocks with an APD mounted on the
front surface: polished LYSO (solid line), etched LSO (dashed line) and as-cut
LSO (dotted line). In these curves, the data has been rebinned into sections of
0.5 mm each.

IV. CONCLUSIONS AND OUTLOOK

Optimization of the position estimation algorithm and its pa-
rameters showed that the method of position estimation may
have a strong influence on the spatial resolution obtained. The
method presently used was chosen because it was expected to
yield results close to the optimum, although the development
of even better algorithms of course remains possible. The re-
sults obtained with this algorithm are promising and compare
well to previously obtained results using neural networks [15].
The method’s consistent performance and relatively simple op-
timization procedure facilitated the research of detector design
parameters while minimizing the influence of the algorithm on
the results. It is to be noted, however, that the nearest neighbor
method may have limited applicability in practical PET systems,
as the position estimation procedure is computationally inten-
sive. For practical use in a PET scanner, neural networks have
the advantage that the position estimation occurs much faster.
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Fig. 7. Spatial resolution as a function of � of a 20 mm� 10 mm� 20 mm
polished, Teflon wrapped LYSO crystal (block IV) read out on both sides with
� = 0 . It is noted that the resolution at � = 0 is slightly different than
listed in Table II. This graph concerns a different measurement performed with
a slightly smaller beam diameter, which may account for the difference.

The similarity of the results obtained with both methods is there-
fore very convenient.

A comparison of various surface treatments of the crystals
showed little influence on the spatial resolution. For future PET
systems this could be an advantage, as the cost for crystal man-
ufacturing may be reduced by avoiding relatively expensive sur-
face treatments such as mechanical polishing.

The read-out geometry, on the other hand, exhibits a signifi-
cant influence on the spatial resolution. For 10-mm thick crys-
tals, front-side readout consequently yields a better resolution
than back-side readout, although in a practical PET scanner the
implementation of front-side readout makes the design some-
what more complicated. Furthermore, the detection efficiency of
10-mm thick crystals is considerably lower than that of 20-mm
thick crystals.

Therefore, it is very favorable that the 20-mm thick crystals
with double-sided read-out also show good results, not only at
normal incidence, but also at angles of incidence up to 30 . The
small influence of the angle of incidence on the spatial resolu-
tion implies that the intrinsic correction for the DOI provided
by the method used to estimate the photon entry points is very
effective. This is of great importance for imaging larger objects,
as it reduces the parallax error, thus allowing off-axis points to
be imaged without loss of spatial resolution.

It is to be noted, however, that estimation of the photon entry
points requires a-priori knowledge of the angle of incidence to
select the proper training set for position estimation. In a scanner
geometry, this angle can in principle be estimated from the po-
sitions of the detectors triggering in coincidence. However, in
a typical small-animal PET geometry with a ring diameter of

cm and detectors with an axial or radial extent of 20 mm,
an angular uncertainty of up to may exist between any
detector pair. Therefore, it may be necessary to repeat the es-
timation of the entry points, using an improved estimate of the
angle of incidence using the entry points obtained from an ini-
tial estimate of the angle. The accuracy of the angle of incidence

needed for an accurate estimation of the photon entry points will
be the subject of future investigations.

The simulation results presented in this work yield consid-
erably better spatial resolutions than the experiments, due to
the absence of electronic noise in the simulations and the as-
sumption of a zero-width beam. These idealizations were ap-
plied to maximize the influence of variations in crystal surface
and readout geometry in the simulations. Despite the difference
in absolute values, the trends concerning crystal surface and
readout geometry observed in simulations and experiments are
similar.

The simulation results suggest that the finite diameter of the
test beam significantly adds to the observed FWHM spatial res-
olution. This is confirmed by the observation that measurements
with slightly different beam widths yield different spatial reso-
lutions, see e.g., the caption of Fig. 7. We are currently working
to quantify the influence of the beam diameter on the measured
spatial resolution, and we aim to report on the intrinsic detector
resolution (i.e., corrected for the beam width) in future work.

In the present paper, we have focused on the influence of sev-
eral design parameters of monolithic scintillator detectors on
the spatial resolution. In the near future, the energy resolution
and timing resolution will also be reported on. In addition, the
angular dependence of the spatial resolution will be studied in
more detail. Furthermore, the detection efficiency of monolithic
scintillator detectors will be compared directly to that of more
traditional detectors with the same overall size, consisting of
arrays of individual crystals. Although monolithic scintillator
detectors offer a clear advantage in terms of dead space, in prin-
ciple it might be that this advantage is partly lost due to the re-
duced signal to noise ratio resulting from the sharing of scin-
tillation light among multiple APD pixels. Finally, we aim to
extend our research of detector performance to other scintillator
materials, such as LaBr . Because of its high light yield and fast
response, this material could be of interest for PET applications.
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