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Abstract—Detailed performance assessment of space-timeto accommodate an adequately detailed representation of the
coding algorithms in realistic channels is critically dependentupon propagation environment. More recently, experimental mea-
accurate knowledge of the wireless channel spatial characteristics. surement campaigns have been initiated in order to statistically

This paper presents an experimental measurement platform . . .
capable of providing the narrowband channel transfer matrix characterize both indoor and outdoor wireless MIMO chan-

for wireless communications scenarios. The system is used ton€ls [9]-[11]. Results from these experiments have provided
directly measure key multiple-input-multiple-output parameters  considerable insight concerning the capacity increases possible
in an indoor environment at 2.45 GHz. Linear antenna arrays ysing MIMO systems.

of different sizes and construction with up to ten elements at In this work, we report the development of and results from

transmit and receive are utilized in the measurement campaign. . tal platf desi dt be the t f
This data is analyzed to reveal channel properties such as transfer an experimental platiorm designed 1o probe the transter ma-

matrix element statistical distributions and temporal and spatial  trix for indoor MIMO channels. This system is used to ob-
correlation. Additionally, the impact of parameters such as an- tain narrowband channel transfer matrix data at 2.45 GHz using
tenna element polarization, directivity, and array size on channel two different linear arrays: one with four dual-polarization el-
capacity are highlighted. The paper concludes with a discussion of & yants and one with ten single polarization elements. The key
the relationship between multipath richness and path loss, as well ts of the hard t ted. includi di
as their joint role in determining channel capacity. aspects of the hardware system are presented, including a dis-

cussion of measurement issues and data processing methodolo-
_Index Terms—indoor channels, measured channel data, mul- 4ia5 Representative data obtained with the instrument in several
tiple-input—multiple-output (MIMO) channels. ; . - . .

indoor environments are also provided, with emphasis placed on

key parameters such as channel stationarity, transfer matrix el-

|. INTRODUCTION ement statistics, and channel spatial correlation. Additionally,

HE increasing demand for capacity in wireless systerﬁ@e paper highlights the effect of such factors as antenna ele-
nt polarization and directivity on the capacity, and illustrates

has motivated considerable research aimed at achiev q . it A that th .
higher throughput on a given bandwidth. One important findin . ecrease in capacily per antenna that occurs as the array size

of this activity is the recent demonstration that for an envi-c cases: Finally, a discussion is provided concerning the rela-

ronment sufficiently rich in multipath components, the Wiret-'onShlp between multipath richness and path loss, as well as

less channel capacity can be increased using multiple antenﬁj?%r joint role in determining channel capacity.
on both transmit and receive sides of the link [1]-[5]. For ex-
ample, recent research results have demonstrated data rates as [I. MEASUREMENT SYSTEM

high as 40 b/s/Hz in an indoor environment [6]. Algorithms Experimental probing of the MIMO wireless channel in-

t_hat achieve this increased cap_acny actuebky_olon the _rnul- volves measuring the transfer matiX, where the element
tipath structure by cleverly coding the data in both time an

perimental platform, depicted in Fig. 1, uses a custom
L . narrowband MIMO communications system operating with a
Iess mtultlplt(ke‘-lrépuft—mL;]It|ple—toqtput (MII\QO) ;\hiﬂr:rl\]/leg' [L]' Fenter frequency between 0.8 and 6 GHz [12]. For this work,

. |a§ methods otr ¢ ?r?ctgrlflng rlnu Ipal d N ‘::mn.eascenter frequency of 2.45 GHz has been chosen. The system
mr(:)geg :ZpsprgXIrprﬁeeS: solls tlf) isagf?e};s'i?oma?gn ;i{lcé‘;:_' erates by transmittingv uniquely coded and co-channel

P u [8]. utl ' ! ; nary phase-shift keyed (BPSK) signals from distinct

the general channel behavior but sufier fram their in‘r’lbi"t?;(ntennas. The receiver downconverts the signal from each of

the M antennas and stores the resulting sequences on a PC for
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Fig. 1. High-level system diagram of the narrowband wireless MIMO measurement system.

cos(1k)

Raw Phase Estimate Phase Estimate

Despread Signal —>

Smoothing Window

— sin(Q,k)
Fig. 2. Algorithm for recovering the carrier phase.

A. Transmitter The technique consists of 3 basic steps: 1) code synchronization;

The transmit system consists of a custom radio frequen%g/carr'er recovery; and 3) channel estimation.

(RE) subsystem that accepts binary sequences from an extemabode Synchronization
digital pattern generator and a local oscillator (LO) signal from . . i
a tunable microwave source. The subsystem distributes theskOC2ting the start of the modulating codes begins by corre-
signals to 16 individual cards, each of which amplifies the L¢ting the signal from one of thé/ receive antennas with a

signal and multiplies it with one of the binary sequences to prB2seband representation of one of the transmit codes. A fast
duce BPSK modulation. The resulting signal is amplified thoUrier transform (FFT) of this result produces a peak at the

0.5 W and fed to one of th& transmit antennas. The pseu-”: when the known code and the code in the receive signal are

dorandom binary sequences used in the system are constru@figfied- The algorithm expedites the process by using shortened
using a shift-generator initialized with a maximum-length s&orrelating codes and coarse steps at the beginning of the search

quence polynomial. The resulting codes have good correlatiBfPcess, and adaptively reducing the step size and switching to

properties but are not perfectly orthogonal, necessitating tle‘.l—length codes as the search converges. Additionally, if the

channel inversion technique discussed in Section I11-C. signal carrying the specified code is weak, the maximum corre-
lation may not occur at code alignment. To overcome this, our

procedure searches over every combination of receive channel
and code to ensure accurate code synchronization.
The receive system consists of a second RF subsystem that
accepts a LO signal from a microwave source. Each of 6 Carrier Recovery
receive cards amplifies, downconverts, and filters the signalThe FFT peak obtained during code synchronization provides
from one of theM receive antennas. The resulting interan estimate of the IF. This result is refined using a subplex op-
mediate frequency (IF) signals are sampled on a 16-chanfglization loop that maximizes the magnitude of the discrete
1.25 Msample/s analog-to-digital (A/D) conversion card fa§me Fourier transform (DTFT) of the despread signal (known
storage on the PC. This data is then post processed accordifigned code multiplied by the receive signal). Following fre-
to the procedures outlined below. quency estimation, the phase variation is recovered by moving
a window along the despread signal and correlating this wave-
form against a complex sinusoid at the IF, as shown in Fig. 2.
The phase of this result represents the phase at the center of the
The raw data collected using the measurement platformrecovery window. An averaging window is then used to smooth
processed to obtain estimates of the time-variant channel matthis phase estimate.

B. Receiver

Ill. DATA PROCESSING
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C. Channel Estimation TABLE |
B th d d d dinth bi tMEASUREMENTS(STEM LOCATIONS WITHIN THE ENGINEERING BUILDING
ecause the pseudorandom codes used In the proning system ALONG WITH ANTENNA CONFIGURATIONS
are not strictly orthogonal, it is necessary to perform an inver- :
sion to extract the complex channel transfer matrix from the _Name Xmit Loc Recy Loc Ant  Records
measured data. This inversion is formulated by first recognizing ij(]";) RM484 5 Rooms 4Sp 233
that the IF signal on thexth receive channel is composed/gf X (>)<><(1 O)(a) gaﬂ gl\l\ﬁgg TODSPP 4113451
BPSK codes, with each code represented by an ampli a
P y plitiyde 10x10(b) RM484 RM400 10Sp 137

and phase,.,,. If p,[k] represents théth sample of the:th

! . - L 10x 10 Many R M
code, the discrete received signal is given as © any sooms any Rooms  10SP 120

N
Ymlk] = Amnpnlk] cos(Quk + ¢k + dmn) +nlk] (1) IV. CHANNEL MATRIX CHARACTERISTICS
n=1
where; is the discrete (recovered) carrier frequengy,is 1€ measurement system was deployed on the fourth-floor of
the randomly varying carrier phase, arj#] represents the dis- the five-story engineering building on the Brigham Young Uni-
crete noise sample that is assumed to be spectrally white withegsity campus. This building, constructed with cinder-block
zero-mean Gaussian amplitude distribution. partition walls and steel-reinforced concrete structural walls
To construct channel matrices, we must infer channel paraoontains classrooms, laboratories, and several small offices.
etersA,,,, andé,,, from the sequence,,[k]. To this end, con- Data were collected at a center frequency of 2.45 GHz using
sider forming an estimate of these parameters based Kpen 1000-bit binary codes at a chip rate of 12.5 kb/s, yielding a
k2 — k1 + L samples of the sequence (corresponding to the coéminal bandwidth of 25 kHz. This narrow bandwidth is clearly

length). Also assume that,, (] is the observed signal. Usingp, o representative of most modern communications systems
the zero-mean Gaussian distribution of the noise, the mammuE?{

likelihood estimation (MLE) of the channel parameters resul d, therefore, additional work is required to fully characterize
from finding the values ofl,,, = Apyned®m _pAR + AL e frequency behavior of the MIMO channel matrix. However,

that minimize the expression the re§ults obtained can t')e.used to assess the channel spatial
behavior and temporal variation, as well as the effect of antenna

ka 5 characteristics on the achievable channel capacity.
T = {Gm[k] = pmi} ) The 12.5-kb/s chip rate produces one channel matrix estimate
b=k every 80 ms, where the estimate represents the average channel
where N response over the code length. Because channel changes occur
Lok = Z {AR cos(Quk + dr) on the time scales_ of relativel_y slow physical motion (people
— mn moving, doors closing, etc.), this sample interval is adequate for
—AL sin(Qk + ¢k)}pn[k]- 3) the indoor environment under investigation (see Section IV-B

for a discussion of channel temporal variation). Shorter codes

In order to determine the MLE values df,,,,, we take the could be used to reduce this time if necessary. Alternatively,
derivative ofl},, with respectto bottl 2, andAf ,,1 </ < N, a higher speed data acquisition system could be employed in
and set the result to zero. Performing this operation producesonjunction with a higher chip rate to decrease the time between

. channel estimates.

9 G [K]pe[K] cos(Quk + dx) Taple | lists the five diffe.rent- locations for the transmit and
= receive subsystems used in this study. Rooms 400 and 484 are
ke N central labs in the building separated by a hallway (designated
_ Z an k]pe[k] {A,’fl'n(l +ay) - Afnn/fk} (4) as “Hall”), “5 Rooms” and “Many Rooms” in the table indicate
hhy 1 that the receiver was placed at several locations in different
ks rooms. The specific linear antenna arrays employed were
2 Um [K]pe[k] sin(Q1k + b) four-element single polarization patches wity2 spacing
— (4SP), two-element dual polarization (V/H) patches witf2
kr N spacing (2DP), and ten-element monopole antennas \yith
=Y > palklpelk] {AL,(1 — ax) — A%, B:} (5) spacing (10SP). Data records were each 10 s long.
k=k; n=1 Since the actual received power varies as a function of the

wherel < m < M, 1< €< N, ap = cos[2(Qk + éx)] and _tran_sml_t and receive Ioc?a_tlons, some _type of channel normal-
B = sin[2(Q1k + ¢1.)]. These equations can now be formedgation is required to facilitate comparison of the results. One
into the block matrix reasonable normalization is to scale the channel matrices such
that on average, the power transfer between a single transmit and

—R —R . . . . P
D, | [Biim Biam] |4, ©) single receive antenna is unity. To see this HEt) and H(*)
ﬁfn " |Botim Boom an represent the observed and normalized matrices, respectively,

B where the superscript denotes the index of the matrix sample in
The channel matrix elements are giveniby,,, = A time. Using A to represent a normalization constant such that
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Fig. 3. Plot illustrating the power dynamic range of the receiver system an ] Hpnl

histogram of the received power level for all measurements used in this analysis.
R Fig. 4. Empirical PDFs for the magnitude and phase of the 4 H matrix
H®) — AH(k), the unity average power gain constraint may balements compared with Rayleigh and uniform PDFs, respectively.
expressed as
K M N
1 - angle( Hpp)
(k)12 — g mn
KMN Z Z Z [AHpal" =1 @) 0.9 150 100 -50 0 50 100 150

k=1m=1n=1 T T

where K is the total number of matrix samples. Solving this 08 .
equation forA leads to 07k Element Magritude ——
Ideal Rayleigh -----

Element Phase = 4

Ideal Uniform -.....

t

(s im@ﬁ)_% © Dol

KMN k=1m=1n=1 " _:g 0.4

If the K matrix samples include the entire data set under cor% 0.3
sideration, this scaling allows assessment of the effects of paa (|
loss on the channel characteristics. If, on the other h&ng, 1 ol T ~ N
is used, each individual matrix will produce the same signal-ta

1

noise ratio (SNR). This is useful Whgn gsses§ing _th_e impact « 0 0.5 1 15 9 25 3 35 4
antenna parameters such as polarization, directivity, or arre | Hp

size on capacity. In this paper, therefore, data is normalized

using K = 1 unless specifically stated in the discussion. Fig. 5. Empirical PDFs for the magnitude and phase of the 1® H matrix

FinaIIy, itis important to assess the dynamic range of the r(élgements compared with Rayleigh and uniform PDFs, respectively.
ceiver system. To accomplish this, the carrier modulated with
a single code was directly injected into each receive channel _ 1 HIST (/H®)
. . . ppha[‘T] - ( mn
and the channel estimation procedure was applied. The car- KMNAz K.M.N

rier power was varied linearly until saturation occurred at high . .
power and until the carrier estimation procedure failed at Ig\/,vvhere_ HIS-U’ Ax) repres_ents a histogram of the functign
h bins of sizeAx andK is the number oH matrix samples.

power. Fig. 3 shows the response from one of the channels %ﬁh's case histoarams are computed by treating each combina-
channels were withig- 1 dB of each other). This plot also con- : IStog pu y N9 :

tains a histogram of the received power level for all measur%c-m of matrix sample, transmit antenna, and receive antenna as

R . .an observation.
ments used in this work. These results imply that the effectlngigs. 4 and 5 show the empirical PDFs for sets 4(a) and

SNR for most measurements is above 40 dB and never f I& 10(a) respectivelv. These results are compared with the
below 20 dB. It is important to point out that error in the carrie X ( ) Spectively. Th u P Wi
gylelgh distribution (magnitude) with parame#ér= 0.5 and

recovery introduces about 1% error, producing an upper boun . R
of 40 dB on the effective channel SNR. This high SNR Iev%;1e uniform distribution (phase) ga-n, 7]. The agreement be-
I

Az)  (10)

implies that the statistical channel properties will be minimal yeen th_e analytical and emplncal PDFs is excellent. The im-
influenced by the noise. roved fit for 10 x 10 data arises from more records and an-

tennas available.

A. Channel Matrix Element Statistics

We begin this study by presenting the marginal probabilit@' Channel Temporal Correlation

density functions (PDF) for the magnitude and phase of the el-Because the indoor channel is subject to temporal drift due to
ements oftl. These empirical PDFs are computed according taotion of people, doors, etc., it is interesting to explore the time
1 scales over which these changes occur. This study can be accom-
- - (k) . .. . .
Pmaglz] = KMNAx EET\,OHan Az) ©) plished by examining the temporal autocorrelation function for
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Fig. 6. Temporal correlation coefficient over a 5 second interval for all datéig. 7. Magnitude of the shift-invariant spatial correlation coefficients at
sets. transmit and receive compared with Jakes’ model.

each element of the transfer matrix. The average autocorrelatiglere the transmit and receive correlation functions are given

is given as by

X¢ = (Hpn[KJHE, [k + £ 11 M

= il 0 o Rr(n.9) =52 S ElHuntl}) (13)

wherek is a time sample/ is a sample shift, an¢l) represents m=1
an average over all combinations of transmit antenna, receive 1 X
antenna, and starting time sample. This averaging includes all Rp(m, i) = N > E[H,., Hf, (14)
10-s records for the data set under investigation. The temporal n=1
correlation coefficient is then given y = X,/ Xj. and H-] is an expectation. The transmit and receive correlation

Fig. 6 plots the magnitude pf over a period of 5 s for each of functions are computed empirically by replacing the expectation
the data sets considered. We observe that for all measuremepis an average over all time samples.
the correlation remains relatively high. This is significant, as it Fig. 7 shows the shift-invariant spatial transmit and receive
provides insight into the required frequency of training eventrrelation coefficient compared with Jakes’ model [13], where
for MIMO algorithms that use channel state information. W&y (i, j) = Ry (i, ) = Jo(27|i — j|Azy) andAz, is the an-
also note that the temporal correlation seems to exhibit an enna separation in wavelengths. Data sets 4(a) and 10x
ponential decay to a “resting” value, suggesting that the meag(a) were used for this example. For this shift-invariant case,
of the channel elements remains relatively constant over the & treat all pairs of antennas with the same spacing as indepen-
interval. This behavior is reasonable, since channel disturbangest observations. For small separation, the agreement between
tend to be temporary, causing the channel transfer function to gse experimental correlation and Jakes’ model is very good. The
cillate about a constant value. Over longer periods of time, tagsparity at higher separations is likely due to nonuniform angle
correlation will likely decrease more substantially due to moxsf arrival of multipath components, as well as a reduced amount
permanent changes in the channel. of available data for computing the correlation statistics.

The variation irp, for the different data sets considered is di- The correlation values obtained from this analysis represent
rectly related to the measurement conditions. For example, the temporal cross correlation function at zero time offset. We
10 x 10(a) and 4x 4(a) data sets were taken during periods ¢fave computed the full temporal cross correlation function
very low activity and the data sets were large, resulting in goggr the data collected here using an analysis similar to that
statistical averages. In contrast, setsx1@0(c) and 4x 4(b) of Section IV-B. Comparing this result to the average tem-
were both taken during the middle of the day when activity wasbral autocorrelation function of (11) scaled by the spatial
higher. Nearly half of the measurements in thex1@0(b) data correlation value shown in Fig. 7 for the appropriate antenna
setinvolved continuous movement of the receiver or transmitt&paration shows that the two functions are always within 5%
during acquisition, producing the more rapid decrease in corégnd usually within 1%. This observation suggests that Figs. 6
lation values. and 7 completely specify the average correlation behavior of

the data.
C. Channel Spatial Correlation

The channel spatial correlation is an important physical V. CHANNEL CAPACITY
mechanism since lower 5|gr_1al correlation between adja_centl_he channel statistical properties are interesting as they lend
antennas tends to produce higher average channel capacnyi.n'g

. ) i ?ght into mechanisms for exploiting the increased capacity of
examine the channel spatial behavior, we assume a correla%)g environment using MIMO architectures. Ultimately, how-
function that is separable in transmit and receive, or '

ever, channel capacity, or the upper bound on achievable data
R(m,n;i,7) = E[Hmn H};] = Rr(m,i)Rr(n,j)  (12) rates for the channel, is the key parameter of interest. In this
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study, capacities are computed from the meastfedatrices L
according to the water filling solution of the channel orthogo-

nalized by the singular value decomposition (SVD) [5], [14]. _ 0-8F
This formulation yields the absolute upper bound on channe

)

1SSa,

capacity which can be expressed as g06} 4
. ]
~ A
C =3 log, (1+Quii) 15 goif o ]
i=1 T SP Single Pol Elements
+ ID Ideal Gaussian ID |
q 0.2+ DP Dual Pol Elements
- 1| Pr 1 1 DPS Dual Pol Separated Elements
Qi= |~ | =+ Z vl v (16) DIAG Ideal Gaussian lID Diagonal
q : j i
_7:1 O H 1 1
. . 8 9 10 11 14
where[z]T = max(0,z) and ); is the squared magnitude of Capacity (bits/use)

the ith singular value oH when these singular values are se-
guenced in descending ordé¥: is the total transmit power, andFig. 8. CCDFs for 2 x 2 channels employing different types of
o2 represents the single receiver noise variance (additive wHifgarization/spatial separation.

Gaussian noise (AWGN) is assumed). The integepresents

the number of nonzero values@f;. Sinceg appears in the ex- 1 ,
pression of (16)();; must be repeatedly computed fpe= 1 to
min(M, N). The value of; used in the capacity computationis _ 0.8 |-
then the largest value af such that allQ;; > 0,1 < i < gq.
It is important to recognize that due to the normalization giver% 0.6 sSSP 7
in Section IV, Pr/o? represents the single-input-single-output g
(SISO) SNR, which is held at 20 dB for all capacity computa- A 0.4 &

issa)

Single-pol
tions that follow. Also, capacity is given in the standard units § DP Dual—po: ,
of bits per channel use (bits/use) [14] which can be interprete® 0.2 | Sos g ool N complex Gaussion i
here as b/s/Hz. sDP  Dual-pol 11D complex Gaussian
0 1 1 1
izati 4 6 8 10 12 14 16
A. Polarization Dependence Capacity (bits/use)

The linear patch arrays employed in the measurements con-
sist of four dual-polarization elements. In order to assess the rbl@ 9. CCDFs for 2 x 2 channels employing different types of
of polarization in the performance of MIMO architectures, Wgolarlzatlon/spatlal separation with realistic normalization.
used four transmit/receive channels [set 4(b)] to excite both
V and H feeds on two\/2 separated patches on each side of The channel matrix normalization applied in Fig. 8 ensures
the link. By looking at the appropriate submatriceskbf the thateach 2 2 subchannel has the same SISO SNR. This type of
complimentary cumulative distribution functions (CCDFs) ofiormalization is perhaps optimistic, since low transmission be-
capacity can be compared for three different 2 subchannels: tween the orthogonally polarized channels will translate into re-
1) two elements with same polarization (V or H) but separatelliced average receive SNR. A more realistic comparison takes
by \/2; 2) two elements which have orthogonal polarization areach 4x 4 channel matrix and normalizes to achieve an av-
are colocated; and 3) two elements which have both orthogoeahge SISO SNR of 20 dB over the co-polarized matrix elements
polarization and are separated by2. only. The 2x 2 subchannels are then formaftier this normal-

Fig. 8 shows the results of this study. Two single polarizatiamation, preserving the relative receive power of the subchan-
elements (SP) is the inferior case, due to correlation between tteds. Fig. 9 depicts the CCDFs resulting from measured data
elements. The next line on the graph (IID) is the capacity foramd from Monte Carlo simulations of two ideal cases. In the
2 x 2 channel matrix with independent identically distributedimulations, 4x 4 channel matrices are generated having i.i.d.
(i.i.d.) complex Gaussian elements with unit variance, the ceemplex Gaussian co-polarized elements, with the cross-polar-
pacity being computed using Monte Carlo ot6f channel re- ized elements set to zero. The new normalization is applied to
alizations. The capacities for the dual polarized elements (DiRg simulated channels, anck22 single-polarization (sSP) and
and dual polarized elements with separation (DPS) are virtuatlyal polarization (sDP) subchannels are formed.
identical. The fact that the dual polarized elements outperformThe conclusions drawn from Fig. 9 are quite different from
the 1ID case seems extraordinary at first glance. However, ittlsose drawn from Fig. 8. First, we note that the slopes in the new
a well-known phenomenon that coupling between the orthoglot are more gradual because the power in the subchannels has
onal polarizations will be small, presenting Hhmatrix which higher variance (only the entire 4 4 matrix is constrained).
is nearly diagonal. The final line (DIAG) shows the performanc8econd, in the simulations sSP clearly outperforms sDP due
whenH has i.i.d. complex Gaussian elements on the diagontalthe advantage in receive SNR. For the measured data, how-
but is identically zero everywhere else (computed in a manrevrer, the spatially separated elements have nonzero coupling,
similar to IID). As expected, this case outperforms our dual-pand the increased capacity due to nearly orthogonal channels
larization elements which exhibit weak correlation. offsets the degradation from reduced receive SNR. Thus, for
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Fig. 10. Capacity CCDFs for % 4 patches versus % 4 monopoles. Fig. 11. Capacity CCDFs per number of antennas for transmit/receive arrays

of increasing number of elements. The array length is 3.24 all cases.
compact arrays of closely spaced elements, dual-polarization is
an attractive choice. However, when wide separation is possibl
spatially separated elements are more attractive due to the pov
advantage.

B. Directivity Dependence

The monopole antennas employed radiate uniformly in th
plane perpendicular to the antennas. The patch antennas, on
other hand, only radiate into a half space. These two types of a
tennas allow examination of the effect of antenna directivity ol
channel capacity. Fig. 10 plots the capacity of the 4 channel
for four patch antennas (transmit and receive) from set4a)
and for four monopole antennas using subsets of set 10(a).
These results indicate that the omnidirectional antennas slight
outperform the more directive patch antennas. This result me
be somewhat misleading due to the normalizatioHolt is rea-
sonable that since the monopoles are omnidirectional, they r
ceive more multipath components, resulting in higher capacity.
_Howeverj the reduced mUItI_path richness in the d'_reCtlonal C"ﬁ& 12. Study showing the tradeoff between multipath and path loss with
is potentially offset by the improved SNR resulting from theegard to channel capacity. Arrows are drawn from transmit to receive. The top
increased antenna gain, allowing a higher data rate than in fiweber and bottom number in each box give capacity without and with path
omnidirectional case. This second effect is ignored sinc@lthe'0SS resPectively.
matrices are normalized to a specified SISO SNR. The similarity
of the CCDFs suggests that even though the patch antennagdleg-antennas (2.25). The ideal case predicts that the capacity
hibit reduced angular field of view, the multipath is nearly ager antenna should approach a constant as the number of
rich as the omnidirectional case for a small number of antennagtennas becomes large. Measurement shows, however, that as

we pack more antennas into our array, the capacity per antenna
drops, due to higher correlation between adjacent elements.

up

=

C. Dependence on Number of Antennas

Naturally, it is not anticipated that the capacity will continu®- Path Loss Dependence
to grow indefinitely as more antenna elements are added. TdStudies on the capacity of the MIMO channel often focus on
explore this behavior, we examine the dependence of capatitg gains due to multipath interference and ignore the reduc-
on the number of antennas for 2, 4, and 10 monopole transiidn in SNR due to path loss. In a hypothetical indoor wireless
and receive antennas. To make a fair comparison, each arraMiMO system, as separation between transmit and receive in-
the study possesses the same total length ()2%his study creases, capacity increases due to increased channel complexity
uses the data from set 20 10(a). Fig. 11 shows the capacity(multipath). However, path loss also increases, leading to lower
CCDFs per number of transmit and receive antennas. AISNR and, therefore, reduced capacity. This interesting tradeoff
Monte Carlo simulations were performed to obtain capacitieserves some attention [11].
CCDFs for channel matrices having i.i.d. complex GaussianTo highlight the importance of path loss, a study was
elements with unit variance. These results indicate an excellperformed with several transmit and receive scenarios as
agreement between the measured 2 and ideal 2x 2 (inde- depicted in Fig. 12. The transmit and receive arrays are the
pendent Gaussian) channel due to the very wide separatiorsaime linear monopole arrays wiy4 element separation as
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mentioned before. A total of seven transmit/receive locations[7] Q. Spencer, B. Jeffs, M. Jensen, and A. Swindlehurst, “Modeling the

were possible, andI for several combinations was probed statistical time and angle of arrival characteristics of an indoor multipath
! . . . . . channel,”IEEE J. Select. Areas Commungol. 18, pp. 347-360, Mar.
Each arrow in the figure represents a single scenario with the 5559 ! PP

arrow pointing from transmit location to receive location. The [8] G. Athanasiadou, A. Nix, and J. McGeehan, “A microcellular

top number in the box on each arrow gives the channel Capacity ra_y—tracing prop_ag_ation model and evaluation of its narrow-band and
wide-band predictions,JEEE J. Select. Areas Communol. 18, pp.

using the standard singl matrix normalization | = 1 in 322-335, Mar. 2000.
(8)] for 20 dB SNR. The second number (in italics) gives the [9] C.C.Martin, J. H. Winters, and N. R. Sollenberger, “Multiple-input mul-
Capac|ty when the normalization is applled ogdrH matrices tiple-output (MIMO) radio channel measurements, 1HEE Vehicular

in the study for an average SISO SNR of 20 dB. This second l‘;ﬁ'ﬁ’;‘;‘g?y Cont. (Fall VTC 2000jol. 2, Boston, MA, Sept. 2000, pp.

value includes the capacity degradation due to path loss. [10] J. P. Kermoal, L. Schumacher, P. E. Mogensen, and K. |. Pedersen, “Ex-
Several of the cases with Iarge separation—(58, for ex- perimental investigation of correlation properties of MIMO radio chan-
L . . . nels for indoor picocell scenarios,” IEEE Vehicular Technology Conf.
ample) exhibit a high capacity when path loss is excluded (due (v 2000) vol. 1, Boston, MA, Sept. 2000, pp. 14-21.
to large multipath), but suffer greatly when this loss is included[11] D. P. McNamara, M. A. Beach, P. Karlsson, and P. N. Fletcher, “Initial
Other cases where transmit and receive are in closer proximity charact_erlzatlon of m_ultlple-lnputmuItlp_Ie-output(MIMO) channels for
. . . space-time communication,” lEEE Vehicular Technology Conf. (Fall
(7 — 4 most notably) exhibit the opposite effect due to the high  \7¢ 2000) vol. 3, Boston, MA, Sept. 2000, pp. 1193-1197.
SNR observed. These results demonstrate the importance of in2] J. w. wallace and M. A. Jensen, “Experimental characterization of the

cluding both path loss and multipath richness when comparing ~ MIMO wireless channel,” i?001 IEEE AP-S Int. Symp. Digesol. 3,
Boston, MA, July 8-13, 2001, pp. 92-95.

the performance of different channels. [13] W. C. JakesMicrowave Mobile Communications Piscataway, NJ:
IEEE Press, 1993.

[14] T. M. Cover and J. A. Thomaglements of Information Theary New
York: Wiley, 1991.

VI. CONCLUSION
Wireless communication systems employing multiple
transmit and receive antennas have potentially greater capacity
than their single antenna counterparts on the same bandwidth.
Understanding the gains that are possible with such syste~~
requires detailed knowledge of the MIMO channel transfe
matrix. This paper has presented narrowband MIMO measu
ments of the indoor channel at 2.45 GHz for arrays with L
to ten antenna elements. Details of the required hardware ¢
data processing were outlined along with representative de¢
The measured data were presented so as to allow assessme
the channel statistical behavior including transfer matrix PD 2002, he worked as a Graduate Student Researcher in

and temporal and spatial correlation. Additionally, the impact the Wireless Communications Laboratory, BYU. He
P P Y P IS currently a Research Associate in the Wireless Communications Laboratory,

of polarization, directivity, and number of array elements Ogyy and works in Vienna, Austria pursuing joint research with the Technical

channel capacity has been demonstrated. Finally, the impdniversity of Vienna Mobile Communications Group. His research interests

tance of including both path loss and muItipath richness Whgﬁlude wireless channel sounding and modeling, optical device modeling, and
. . . . remote sensing.

comparing capacity of different wireless channels has been 9

illustrated. These results should provide invaluable insight into

the behavior of MIMO wireless channels.
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