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Purpose: X-ray fluorescence computed tomography (XFCT) is an emerging imaging modality that

maps the three-dimensional distribution of elements, generally metals, in ex vivo specimens and po-

tentially in living animals and humans. At present, it is generally performed at synchrotrons, taking

advantage of the high flux of monochromatic x rays, but recent work has demonstrated the feasibil-

ity of using laboratory-based x-ray tube sources. In this paper, the authors report the development

and experimental implementation of two novel imaging geometries for mapping of trace metals in

biological samples with ∼50–500 μm spatial resolution.

Methods: One of the new imaging approaches involves illuminating and scanning a single slice of

the object and imaging each slice’s x-ray fluorescent emissions using a position-sensitive detector

and a pinhole collimator. The other involves illuminating a single line through the object and imaging

the emissions using a position-sensitive detector and a slit collimator. They have implemented both

of these using synchrotron radiation at the Advanced Photon Source.

Results: The authors show that it is possible to achieve 250 eV energy resolution using an electron

multiplying CCD operating in a quasiphoton-counting mode. Doing so allowed them to generate

elemental images using both of the novel geometries for imaging of phantoms and, for the second

geometry, an osmium-stained zebrafish.

Conclusions: The authors have demonstrated the feasibility of these two novel approaches to XFCT

imaging. While they use synchrotron radiation in this demonstration, the geometries could readily be

translated to laboratory systems based on tube sources. © 2013 American Association of Physicists

in Medicine. [http://dx.doi.org/10.1118/1.4801907]
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I. INTRODUCTION

I.A. Background and significance

X-ray fluorescence computed tomography (XFCT) is an

emerging imaging modality that maps the three-dimensional

(3D) distribution of elements, generally metals, in ex vivo

specimens and potentially in living animals and humans.

Many endogenous metals and metal ions, such as Fe, Cu,

and Zn, play critical roles in signal transduction and reac-

tion catalysis, while others (Hg, Cd, Pb) are quite toxic even

in trace quantities.1 In the postgenomic era, the new dis-

ciplines of metallogenomics, metalloproteomics, and metal-

lomics are emerging for the systematic study of endogenous

metals.1–3 These disciplines would benefit greatly from the

spatially resolved maps of trace-element distribution provided

by XFCT.1–3

In addition, exogenous metals are often critical compo-

nents of new in vivo molecular imaging agents: Gd and Mn

are used in magnetic resonance imaging agents, and Cd and

Au are used in nanoparticle-based optical imaging agents.4–13

When applied to tissue samples excised from animal models,

for instance, XFCT techniques could provide calibration and

subcellular localization information critical for the continued

advancement of these technologies.14

I.B. History and current approaches to XFCT

XFCT is an induced-emission method in which an external

source of x rays is used to stimulate emission of characteristic

x rays from a sample, and it has the ability to produce three-

dimensional maps of the distribution of individual elements

in a small, intact specimen. It can map such elements simul-

taneously, in trace (parts per million) quantities, and at high

resolution.

XFCT was first proposed by Boisseau15, 16 in 1986, and the

technique’s biological potential was immediately apparent, as

he applied the technique to imaging the distribution of iron

and titanium in the head of a bee. Synchrotron-based XFCT is

most commonly performed in a first-generation tomographic

geometry, acquiring a single line integral at a time as depicted

in Fig. 1. A pencil beam of x rays illuminates a selected line

through the sample. In third-generation synchrotrons such as
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FIG. 1. Standard line-by-line scanning method. A pencil beam illuminates

a line through the object, stimulating emission of characteristic x-rays that

are detected by an uncollimated, nonposition sensitive detector. The object

must be translated and rotated in order to build up a sinogram. This figure is

reprinted with permission from Meng et al., “X-ray fluorescence tomography

using emission tomography systems,” IEEE Trans. Nucl. Sci. 58, 3359–3369

(2011). Copyright c© 2011, IEEE.

the Advanced Photon Source, the beam width can be as small

as a few micrometers and still deliver 1010 monochromatic

photons per second. As the beam travels through the ob-

ject, it undergoes photoelectric interactions with inner-shell

electrons of atoms in the sample; these atoms, in turn, emit

isotropically distributed characteristic x rays that can be de-

tected by the energy-sensitive (but not position-sensitive) flu-

orescence detector.

Historically, dwell times per line-integral measurement

have been on the order of 0.5–1.5 s. The object is then scanned

through the beam, line by line, and then rotated, as the line-

by-line scan of the object must be repeated at dozens of pro-

jection views over 180◦ or 360◦ to obtain the data necessary

for image reconstruction.17 The entire process typically took

well over an hour for a single slice through a typical sample.

Recently, significant efforts have been made to improve the

speed of the first-generation acquisition, including the use of

faster detectors and continuous “fly” scanning procedures that

eliminate deadtime.18, 19 These allow for line integral acquisi-

tion times on the order of 3 ms and have reduced per slice

acquisition times to the point that isotropic three-dimensional

stacks can be acquired in a few hours.

In the absence of attenuation, the height of each spec-

tral peak acquired for a given illumination line would

correspond to the line integral through the corresponding el-

ement’s distribution along that line. The scanning and rota-

tion would provide samples of the Radon transform of the

elemental distributions. The Radon transform is the well-

known line integral mapping that underlies medical CT, and it

can be readily inverted by simple algorithms such as filtered

backprojection (FBP). Unfortunately, attenuation is signifi-

cant in XFCT and the data are not well modeled as the Radon

transform of the elemental distributions. A few algorithms

that address the attenuation problem have been described in

the literature;20–24 we have developed two novel penalized-

likelihood approaches that match or exceed the performance

of these earlier algorithms.25, 26

It is worth making clear that the attenuation of the charac-

teristic x rays limits the size of the sample that can be imaged

for a given element of interest or, conversely, that determines

the set of accessible elements for a sample of a given size.

Calcium Kα emissions are at 3.691 keV, which has a mean

free path (MFP), 1/μ, of only 0.1 mm in a tissue background,

while zinc Kα emissions are at 8.639 keV, which has a MFP

of 1.0 mm in tissue. In terms of mapping a wide range of

metals, the technique is thus best suited for ex vivo imaging

of subcentimeter specimens. In vivo imaging may be possible

for heavier metals, either endogenous or exogenously intro-

duced contrast agents. Gold Kα emissions, for example, are at

68.803 keV, and have a MFP of 5.1 cm in tissue. Recent sim-

ulation and experimental work by the groups of Cho27–29 and

Xing30 have demonstrated the feasibility of using XFCT to

detect gold nanoparticles in vivo at reasonable radiation doses.

The groups pursuing in vivo implementations of XFCT

have explored the use of new geometries that offer improve-

ments over the first generation geometry in regimes where

micrometer-scale resolution is not required. Huo et al.31 used

a sheet beam to illuminate an entire slice at once and placed a

1D array of collimated detectors at 90◦ to the beam. The array

of detectors thus acquired a parallel-beam projection of the

fluorescence emission. The object was rotated to acquire a full

set of such projections, which could be used for tomographic

reconstruction. The group of Cho28, 29 demonstrated benchtop

XFCT using a tube source both experimentally and computa-

tionally. They illuminated the entire object and scanned an op-

posing pair of single-element collimated detectors to acquire

each projection. The sample was then rotated and the process

repeated to acquire additional views. They note that the use of

a 1D array of collimated detectors, as in Huo31 above, would

eliminate the need for scanning and that a 2D collimated array

would allow for simultaneous multislice acquisition.

Recently, we have been exploring the possibility of speed-

ing acquisition in XFCT by using novel detection systems

based on position-sensitive x-ray detectors and collimating

apertures, as is done in single-photon emission tomography.32

This was motivated by several recent developments. First,

position sensitive x-ray spectrometers with sufficient detec-

tion area, adequate energy resolution (a few hundred eV),

excellent spatial resolution (a few tens of micrometers), and

reasonable cost-effectiveness have become available. Second,

recent developments of single photon emission microscope

systems have offered an improved understanding on the de-

sign of microcollimation methods that offer reasonable detec-

tion efficiency at excellent spatial resolution.33

We are considering two novel geometries, illustrated

schematically in Fig. 2. In the first, shown on the left, a

plane-collimated sheet of x rays illuminates a single slice

through the object, inducing emission of characteristic x

rays. A position- and energy-sensitive detector collimated by

one or more pinholes images these emissions, recording an

x-ray spectrum in each pixel. Neglecting attenuation and other

physical effects, the resulting image for each spectral emis-

sion peak will be a direct image of the distribution of the el-

ement associated with that peak. In practice, it will be nec-

essary to account for attenuation and geometric obliquity

effects, but the basic concept entails a direct selective-plane

acquisition.
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FIG. 2. Schematic illustration of the implemented imaging approaches. (a) A sheet beam of x-rays illuminates a single plane through the object and the resulting

emissions are imaged through a pinhole. This produces a direct image of the plane of interest. Scanning the object through the plane allows formation of a 3D

image. (b) A pencil beam of x-rays illuminates a line through the object and the emissions are imaged through a slit collimator. In this case, the acquired image is

collapsed along the column direction (vertically) in order to obtain a direct image of the illuminated line. Scanning the object through the line allows formation

of a 3D image. While this approach involves more object motion, the sensitivity of the slit collimator is much larger than that of the pinhole.

In the second geometry, a pencil beam of radiation illumi-

nates a line through the object, inducing emission of char-

acteristic x rays from along that line. These emissions are

imaged by a position- and energy-sensitive detector colli-

mated by one or more slit collimators. The emissions from

a given point along the line project through the slit and il-

luminate an entire column of the detector. Neglecting at-

tenuation and obliquity effects, the acquired image at each

emission peak can be collapsed along the column direc-

tion to obtain the element distribution along the illuminated

line.

An extensive Monte Carlo study has shown that both ge-

ometries potentially offer advantages over the current line-

by-line approach.32 We found that pencil beam illumination

combined with the slit collimator could provide an order-of-

magnitude improvement in imaging speed without increas-

ing radiation dose rate when compared to a line-by-line ap-

proach using a detector with 5% overall detection efficiency.

The use of slit-apertures also offers reasonable detection effi-

ciency, even with very fine slit widths (down to a few microm-

eters). This makes it well suited for rapid, high-resolution

XFCT imaging studies. The combination of sheet illumina-

tion with pinhole collimators was found to achieve a much

higher imaging speed by allowing synchrotron x rays to irra-

diate an extended volume of the object. This helps to offset

the low efficiency of the pinhole detection system. However,

the improvement in imaging speed is attained at the cost of a

much greater dose-rate to the object and this imaging mode is

less suitable for high-resolution XFCT studies because of the

challenges of fabricating micrometer-scale pinholes and their

extremely low sensitivity.

In this work, we show the first experimental demonstra-

tion of these two novel geometries. The limited synchrotron

beamtime and the use of two different borrowed detectors did

not allow for systematic comparison of the methods with each

other or with the first-generation approach but did allow suf-

ficient time to demonstrate the feasibility and promise of the

approaches.

We considered exploring a third geometry, in which the

pinhole detection geometry is combined with illumination of

the entire object. In this case, the entire object isotropically

emits fluorescence x rays, and the camera acquires pinhole

projection images that can be used to solve for the elemen-

tal densities through an inverse problem similar to that arising

in pinhole SPECT. This geometry has been explored in con-

junction with illumination by an x-ray tube by Bruyndonckx

et al.34 and incorporated into a specimen micro-CT system

(SkyScan 2140, Bruker, Inc.). However, Monte Carlo simula-

tions we performed showed that this was not competitive with

the two geometries we explore here in the context of high-flux

synchrotron imaging, so we did not pursue that geometry in

this study.

II. METHODS

II.A. Planar illumination with pinhole
detection aperture

The experimental setup used in the feasibility study of the

pinhole geometry is shown in Fig. 3. The detection system

consisted of a single front-illuminated x-ray CCD detector on

loan from Andor Technology (Model # 934N). It had a detec-

tion area of 2.56 × 1.52 cm, with 1280 × 768 square pixels of

20 × 20 μm in size. The detection efficiency of the detector is

∼80% at 5 keV, ∼30% at 10 keV, and ∼15% at 15 keV. The

space around the CCD sensor was filled with dry hydrogen

and the sensor was cooled to −15 ◦C to reduce dark noise.

X-ray interactions were identified with a photon-counting al-

gorithm that was previously described in Ref. 35. This process

offers an energy resolution of ∼250 keV FWHM.

In this study, we used synchrotron x rays of 15 keV to ir-

radiate the sample. The beam profile was modulated with a

Medical Physics, Vol. 40, No. 6, June 2013
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(a) Experimental Setup at Argonne APS beam line.(a) Experimental Setup at Argonne APS beam line.
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(b) Schematic of the experimental setup.

FIG. 3. The experimental setup for the preliminary pinhole XFCT study: (a) experimental setup at Argonne APS beam line, (b) schematic of the experimental

setup. The detection system consists of an X-ray CCD detector and a multiple pinhole aperture. The translation stage was used to perform a 1D translation of the

object through the sheet beam. The rotation stage was used only during the separate process of acquiring a standard transmission CT for attenuation correction.

PC-controlled aperture that can provide a thin, vertical sheet-

like parallel beam (we used 50 μm width × 5 mm height).

The beam intensity was fixed at ∼1011 photons per second

per cm2. An x-ray shutter was installed on the beam line,

and its operation was synchronized with the readout of the

CCD to eliminate any smearing effect. In this study, the CCD

was typically operated with 1–5 s accumulation time per

frame followed by a readout period of 1 s. We accumulated

and averaged frames for a total imaging time of 5 min per

slice.

We tested a multiple-pinhole aperture with 3 × 5 pinholes

of 300 μm diameter and an interpinhole distance of 3 mm.

It was fabricated with tungsten sheets of 500 μm thickness.

The pinholes had cone-shaped profiles on both sides, with a

fixed acceptance-angle of 45◦. The detector-to-aperture dis-

tance was 1.5 mm and the center of the object was 1.2 mm

from the aperture.

To determine the system response function, a lead ball with

diameter approximately 400 μm was used to calibrate the de-

tection system. The lead ball was directly scanned with 2D

movement in the beam plane with a fixed step size (typically

500 μm). The ball was then translated along vertical direction

(almost parallel to the beam profile) and the measurement was

repeated at several different heights according to FOV. The

resulting set of data was used to estimate the geometric and

sensitivity parameters of the system using least-squares fitting

based on the Levenburg-Marquardt algorithm.

The phantom used in this experimental study consisted of

three plastic tubes of 0.75 mm inner diameter. These tubes

were filled with uniform solutions containing 25 mM Fe,

50 mM Zn, and 25 mM Br, respectively. A larger plastic tube

was used to hold the three tubes together. Its inner diameter

was around 12 mm. We stepped the object through the sheet-

beam in 50 μm steps. The results of this experiment are pre-

sented in Sec. III.A.

II.B. Pencil beam illumination with slit collimation

For the second experiment, conducted in a separate beam-

time run, we employed a back-illuminated x-ray CCD detec-

tor (Andor Technology: ikon-L936DO), which is specifically

designed for direct x-ray detection with high spatial resolu-

tion. The 2048 × 2048 pixels and 13.5 μm pixel size combine

to offer a 2.76 × 2.76 cm active image area. A large area five-

stage TE cooler enables cooling of this large sensor down to

−30 ◦C with air cooling. The detection efficiency is ∼60% at

5 keV and ∼15% at 10 keV. We employed a single slit aper-

ture of width 50 μm. The slit opening was fabricated with an

acceptance angle of 75◦ in the plane perpendicular to the cen-

tral line through the slit. In the experiment, the beam-to-slit

distance was about 7.5 mm with the magnification factor of

∼3. The geometry is depicted in Fig. 4. Note that the object

was inadvertently not perfectly centered on the slit, though

the obliqueness is exaggerated in the figure, which is not to

scale.

We imaged two different objects. The first was a tube phan-

tom made of three capillary tubes (ID: 550 μm and OD:

800 μm), which were filled with NaBr (Br: 9.8 mg/ml), CuCl2
(Cu: 12 mg/ml), and water, respectively. The second object

imaged was a 5 day-postfertilization zebrafish embryo that

was sacrificed, fixed, and stained with 1% Osmium Tetrox-

ide prior to embedding in Embed-812, a resin frequently used

in electron microscopy. The sample was prepared previously

for high-resolution micro-CT phenotyping of zebrafish, which

have become important biological model organisms. For both

objects, a pencil beam of 50 × 50 μm in size was used, while
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FIG. 4. Geometry for the pencil beam illumination and slit collimation geometry.

the object was scanned line-by-line with a fixed step size of

50 μm. A 40-s data acquisition was used at each step. Follow-

ing the fluorescence measurements, we also acquired a stan-

dard transmission CT scan of the phantoms at 15 keV, which

will aid in performing attenuation correction. These CT scans

were reconstructed on a 400 × 400 × 439 grid of 11.4 μm

pixels.

II.C. Dose estimation

To get a sense of the radiation dose delivered to the objects,

we use the beam flux parameters to perform a simple analytic

calculation of the dose delivered at a depth of 2 mm in tissue.

We calculate the dose as

D = ψ(μen/ρ),

where ψ is the primary photon fluence in J/cm2 and (μen/ρ)

is the mass energy absorption coefficient of the tissue at the

incident beam energy 15 keV, which is 1.4 cm2/g. The primary

photon fluence is given by

ψ = kI 0Et exp(−μz),

where k = 1.8 × 10−16 J/keV is a conversion factor, I0 = 1011

photons s−1 cm−2 is the incident photon flux density, t = 40

s is the dwell time, μ = 1.7 cm−1 is the linear attenuation

coefficient in tissue at 15 keV, and z = 0.2 cm is the depth at

which we are computing the dose. Evaluating this expression

yields a dose of 9.25 Gy. While this dose is obviously too high

for in vivo imaging, such imaging would not likely be carried

out at 50 μm spatial resolution. In the results presented here,

0.2 g/cm3 concentrations of osmium are readily detected in

50 μm resolution elements, which corresponds to 25 ng of

heavy metal per resolution element. In vivo applications have

typically sought to detect on the order of 1 mg per resolution

element.29 A substantial dose reduction could be achieved by

working at similarly reduced resolution.

III. RESULTS

III.A. Planar illumination with pinhole
detection aperture

A typical energy spectrum measured with the CCD sensor

is shown in Fig. 5. The FWHM value around the Br photo-

peak was around 250 eV, which allows us to resolve the x-ray

lines from the three trace elements. The area under the three

elemental peaks of interest was calculated at each pixel in the

CCD allowing formation of element-specific pinhole images.

An image obtained by the CCD upon illumination of the cen-

tral slice of the phantom is shown in the left panel of Fig. 6,

where green pixels denote zinc and blue pixels bromine

(the iron-containing tube did not intersect this slice). Fifteen

FIG. 5. Energy spectrum measured with the x-ray CCD detector. The energy

threshold used for selecting fluorescence components are shown in the figure.
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Sensor image gathered during sheet-beam 
illumination of a  single slice of phantom. The 15 
replicates correspond to the images from the 15 
pinholes.  

Slice image synthesized from 
15 pinhole views.  

Sensor image gathered during sheet-beam 
illumination of a  single slice of phantom. The 15 
replicates correspond to the images from the 15
pinholes. 

Slice image synthesized from 
15 pinhole views.  

Slice inserted into 3D stack 
along white line shown. 

FIG. 6. Illustration of the data acquisition and image formation process for the pinhole geometry. The blue color denotes bromine and the green color zinc. This

represents data acquired during illumination of the central slice of the phantom.

replicate images can be seen corresponding to the 15 pin-

holes. A single image was synthesized from the 15 pinhole

images, accounting for geometric obliquity effects, by use

of the MLEM algorithm, as shown in the central panel of

Fig. 6. The resulting slice was then appropriately placed into

a 3D stack, as shown in the right panel.

Figure 7 shows three surface renderings, from three differ-

ent angular positions, of the full 3D reconstruction, where the

three entwined tubes can be seen. These results demonstrate

the feasibility of the proposed emission tomography detection

approach, which is seen to have sufficient energy and spatial

resolution to distinguish and spatially resolve the distribution

of the three elements.

III.B. Pencil beam illumination with slit collimation

Each illumination line produced a full spectrum at each

pixel in the CCD. The photon count numbers under the

bromine, copper, and Compton scatter peaks were calculated

for the tube phantom and likewise under the osmium peak

for the zebrafish data. The resulting images were collapsed

along the column direction to yield the initial estimate of

elemental concentration along the illumination line. These

lines were then assembled into a three-dimensional image

estimate.

For the tube data, the reconstructed photon count data sets

were upsampled from 50 μm voxels to 11.4 μm voxels using

trilinear interpolation to match the voxel size and dimensions

of the transmission attenuation data sets. These data sets were

then registered using 3D vector-based rigid body registration.

The density of copper and bromine present were estimated

based on the following model:

yelem
pix = [I0AtFpix( �μinc)]

[(

τ
ρ

)

elem
pkρelem�xωkυα

]

× [ε
GPix( �μFluoro)].

The goal is, of course, to solve for ρelem. The quantities

in this equation are defined in Table I. The terms in the first

0 degrees 90 
degrees 

180 
degrees 

~ 0.75 
mm 

FIG. 7. Three views of a 3D rendering of the reconstructed elemental distribution with data acquired in the pinhole geometry. (Red = iron, green = zinc, blue

= bromine).
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TABLE I. Model parameters.

Quantity Definition Units Value for Br Value for Cu

yelem
pix Detected number of photons in pixel

for element of interest

Number NA: Measured quantity NA: Measured quantity

I0 Incident photon flux density Number s−1 cm−2 1011 1011

A Beam area cm2 2.5 × 10−5 2.5 × 10−5

t Dwell time s 40 40

FPix( �μinc) Fraction of incident photons that

reach pixel of interest without being

attenuated

Dimensionless Calculated from measured

attenuation map at beam

energy

Calculated from measured

attenuation map at beam

energy

( τ
ρ

)elem Photoelectric cross section cm2/g 111.0 73.1

pk Fraction of photoelectric interactions

with K shell

Dimensionless 0.856 0.874

ρelem Density of element g/cm3 NA: Quantity being estimated NA: Quantity being estimated

�x Voxel size cm 0.005 0.005

ωκ Fluorescence yield of k shell Dimensionless 0.618 0.439

να Branching ratio of detected line(s) Dimensionless 0.91 1.00

G( �μFluoro) Fraction of emitted x-rays that reach

slit opening without being attenuated

Dimensionless Calculated from measured

attenuation map at beam

energy (see text)

Calculated from measured

attenuation map at beam

energy (see text)

ε Detector efficiency at emission

energy

Dimensionless 0.10 0.23


 Geometric efficiency Dimensionless 0.0005 0.0005

square bracket pair represent the number of incident photons

that reach the pixel of interest. The terms in the second square

bracket pair represent the fraction of those photons that are

absorbed and lead to emission of a characteristic x ray cor-

responding to the emission line that will be captured in the

spectral emission peak. The terms in the third square bracket

pair represent the fraction of those characteristic x rays that

are actually detected, having survived attenuation in the ob-

ject and successfully passed through the slit and interacted in

the detector.

The two attenuation terms bear further comment. The first,

Fpix( �μinc), denotes the fraction of incident photons that reach

the pixel of interest without being attenuated. This is very

straightforward to calculate from the transmission CT scan

since it provides the attenuation coefficients at the incident

beam energy. The second, G( �μFluoro), denotes the fraction

of emitted characteristic x rays, traveling along the path be-

tween the pixel and the slit, that escape the object without be-

ing attenuated. Estimating this term is more subtle because

it requires knowledge of the attenuation map at the emis-

sion energies of bromine (11.9 keV) and copper (8.0 keV),

while we have measured it only at the incident beam energy

(15 keV). To first order, we can estimate the attenuation map

at these energies by scaling the measured attenuation map

U
n

c
o

rre
c
te

d
 

C
o

rre
c
te

d
 

BROMINE-CONTAINING TUBE 

Br Radial Profile

0.0 0.5 1.0 1.5 2.0 2.5
Distance (mm)

0.000

0.005

0.010

0.015

0.020

0.025

D
en

si
ty

 (
g
/c

m
3
)

True

Uncorrected

Corrected

FIG. 8. (Left) Typical uncorrected and attenuation-corrected slices through the bromine containing tube. (Right) Average radial profile through the slice showing

that the attenuation correction procedure improves quantitative accuracy albeit at the expense of boosting the nonuniformity of the reconstructed profile.
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FIG. 9. (Left) Typical uncorrected and attenuation-corrected slices through the copper containing tube. (Right) Average radial profile through the slice. In this

case, the attenuation correction procedure leads to an overestimate of the true copper concentration.

by the classic photoelectric energy dependence (Einc/Efluoro)n,

where n∼3 (we use n = 2.83 based on the model of Leroux36).

However, this simple correction neglects the fact that the

emissions of each element are necessarily below the element’s

own K edge and so the simple photoelectric scaling over-

estimates the attenuation coefficient. The attenuation map at

the lower energies should be adjusted based on the distribu-

tions of the elements themselves, which are the very quan-

tities being estimated. We deal with this situation through

a recursive correction, similar to one we have used previ-

ously in the context of fully iterative reconstruction for first-

generation XFCT.25, 26 In short, the attenuation map estimates

are recursively improved by incorporating the latest estimate

of the density map, again based on Leroux’s parametrization.

To minimize artifacts, the density map estimates used were

thresholded. Density values below 2 orders of magnitude of

the expected densities are assumed to be noise and set to 0.

Additionally, density values greater than 1 order of magni-

tude of the expected values are assumed to be scatter and are

also set to 0.

Cross-sectional images and average radial profiles tube re-

constructions from the slit collimation geometry are shown in

Figs. 8 and 9 for bromine and copper, respectively. The av-

erage density values calculated in the tubes are reported in

Table II. A 3D rendering of the full set of reconstructed slices

is shown in Fig. 10. For bromine, the calibration and correc-

tion procedure recovers fairly accurate average concentration

TABLE II. Average elemental concentrations calculated in tube lumen.

True density Initial estimate With correction

Element (mg/cm3) (mg/cm3) (mg/cm3)

Bromine 12.0 5.3 9.3

Copper 9.8 6.9 20.3

values, although there is a residual artifact in the final image

that is probably attributable to imperfections in the attenua-

tion correction procedure (the shadow through the tube corre-

sponds to pixels whose emissions pass through the glass por-

tion of the copper-containing tube). The reconstruction of the

copper containing tube is much more uniform, although the

recovered values are approximately double the true values.

This may also be attributable to inaccuracies in the attenua-

tion correction procedure. Since the copper emission energy

is the lower of the two, it is subject to higher attenuation and is

more sensitive to inaccuracies in estimation of the attenuation

map. Indeed, the Leroux model tends to result in ∼35% over-

estimate of attenuation at the copper energy. We are currently

investigating improved methods of attenuation estimation and

correction for these geometries.

~0.55mm 

~0.15mm 

FIG. 10. Three-dimensional rendering of the reconstructed elemental dis-

tributions (near tube = copper, central tube = bromine) overlaid on a recon-

struction of the signal from the Compton scatter peak which shows the outline

of the glass tubes. Note that the most distant tube contained only water.
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FIG. 11. Uncorrected and corrected axial and sagittal slices from the os-

mium stained zebrafish. The average density of osmium in the lens of the eye

is 0.25 ± 0.05 g/cm3 in the corrected images. This is consistent with previ-

ous values we have found in stained zebrafish using micro-CT, where L-edge

subtraction for osmium yielded values around 0.22 ± 0.03 g/cm3.

The results for the osmium-stained zebrafish are shown in

Fig. 11. It can be seen that prior to attenuation correction,

there is a clear gradient of apparent osmium density across the

fish, where we would expect more symmetric staining. Such

symmetry is restored by the correction procedure. To check

for quantitative accuracy, we computed the average density

of osmium in the lens of the eye and found it to be 0.25

± 0.05 g/cm3. This is consistent with previous work we had

done in zebrafish using micro-CT, where L-edge subtraction

for osmium yielded values around 0.22 ± 0.03 g/cm3.

IV. DISCUSSION AND CONCLUSIONS

We have demonstrated the implementation of two novel

approaches to three-dimensional x-ray fluorescence imaging.

One involves illuminating a single plane through the object

and using a pinhole-collimated detector to form an image of

the emissions from that plane and the other involves illuminat-

ing a single line through the object and using a slit-collimated

detector. As implemented, each approach used a single imag-

ing detector. In principle, additional detectors could be used to

surround the object, as depicted in Fig. 12. Moreover, the col-

limators can contain multiple pinholes (as was the case here)

or multiple slits, respectively, in order to use the imaging sen-

sor as fully as possible. The simplest implementation would

space the pinholes or slits so as to avoid any overlapping of the

images from each collimator opening, but some multiplexing

could be tolerated.

The reason these novel geometries offer some potential

advantage over the existing first-generation approach lies

in exploiting the combination of selective illumination and

position-sensitive detection to eliminate the need for solving

a full inverse problem. Consider, for example, the tradeoffs

involved in the pinhole geometry and the first-generation to-

mography approach. With the pinhole, one acquires an entire

image directly in one illumination while the first-generation

approach involves line-by-line acquisition of a sinogram.

However, the direct image is acquired through a pinhole col-

limator that rejects most of the characteristic x rays whereas

the sinogram is acquired with an uncollimated detector. One

might expect these two effects to cancel, leading to equal to-

tal imaging time for a given signal-to-noise ratio. But this is

not the case. The key difference is that, all else being equal,

an image is preferable to a sinogram because to obtain an

image from a sinogram, one must solve an inverse problem

that inevitably amplifies data noise. We have analyzed this

tradeoff in more detail in a previous publication.37 The pencil

beam illumination with slit collimation represents a more op-

timal middle ground, offering much higher sensitivity than the

pinhole collimation strategy while still avoiding the need to

solve an inverse problem. These considerations also explain

why the third potential geometry discussed in the Introduc-

tion, illumination of the entire object combined with pinhole-

collimated detectors, was found to be a poor choice in our

previous Monte Carlo studies. This SPECT-like setup leads

to solution of an ill-posed inverse problem because it does

not exploit the ability to selectively induce emission of x rays

through controlled illumination.

One potential drawback of the new geometries is the chal-

lenge of attenuation correction, since the attenuation correc-

tion at a given point depends on properly correcting for errors

in the regions between it and both the source and detector.

This accumulation of errors tends to create high uncertainty

FIG. 12. Potential higher-sensitivity implementations of the proposed geometries using (a) multiple pinholes illuminating multiple detectors and (b) multiple

slits illuminating multiple detectors. This figure is reprinted with permission from Meng et al., “X-ray fluorescence tomography using emission tomography

systems,” IEEE Trans. Nucl. Sci. 58, 3359–3369 (2011). Copyright c© 2011, IEEE.
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in the regions of the object that are far from both the source

and detector. This could potentially be mitigated by alterna-

tive, attenuation-minimizing acquisitions, such as rotating the

object by 180◦ after acquiring the direct measurements for

the half of the object closest to the detector or even perform-

ing an “onion peeling” acquisition in which a combination of

rotational and translational sample motion are deployed such

that the direct measurements are made along concentric radial

shells so as to minimize attenuation. These remain subjects

for future investigation.

It is worth making clear that the new geometries cannot

at present challenge the existing first-generation geometry in

the realm of maximum achievable spatial resolution. The first-

generation geometry resolution is determined entirely by the

size of the pencil beam, which at a synchrotron can be sub-

micrometer and still retain reasonable flux. In the pinhole ge-

ometry, the resolution is determined mainly by the size of the

pinholes and the magnification geometry and can likely not

be better than 10 μm because of fabrication limitations and

sensitivity constraints. The slit geometry resolution is deter-

mined by the size of the pencil beam in the axial plane and by

the size of the slit and magnification geometry along the depth

axis. It is possible to fabricate slits on the order of 5 μm.

One can imagine using these approaches in the syn-

chrotron context to somewhat rapidly survey entire objects at

10–50 μm resolution in order to identify specimens or regions

of interest (ROI) for further study at higher resolution. It is

worth noting that these approaches very naturally lend them-

selves to region of interest imaging, since one can restrict at-

tention to certain planes or lines through the object, whereas

the first generation approach generally requires acquisition of

a complete sinogram in order to achieve stable reconstruction,

although there is some limited data acquisition reduction pos-

sible when imaging a ROI tomographically.38

Finally, these approaches are very well suited to translation

into benchtop systems employing tube sources. Such sources

have insufficient flux to achieve micrometer or submicrome-

ter resolution imaging in a first-generation geometry and are

thus well suited for use in this 10–500 μm resolution regime.

The main challenges introduced by tube sources are longer

imaging times and the polychromatic spectrum. Longer imag-

ing times are not necessarily a issue for ex vivo specimens

and are largely offset by improved access relative to syn-

chrotrons. The polychromatic spectrum introduces challenges

in the form of Compton scatter photons of a variety of ener-

gies contaminating the acquired spectrum, where monochro-

matic synchrotron studies usually have a fairly well-defined

Compton scatter peak that can be isolated from the emission

peaks by judicious choice of beam energy. This issue can be

mitigated through careful beam filtering, kVp selection, and

spectral modeling.
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