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Abstract: OpenFlow is presented as a unified control plane and architecture for packet and circuit 

switched networks. We demonstrate a simple proof-of-concept testbed, where a bidirectional 

wavelength circuit is dynamically created to transport a TCP flow. 
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1. Introduction 

The unification of packet and circuit switched network operation, control and management offers significant 

advantages in the core of the network, in terms of cost efficiency, energy efficiency and network performance. We 

are not the first to propose such a goal and neither are we the first to highlight its benefits. However, while other 
proposals have been made over the last decade, none have gained significant traction in the industry. We believe 

there are two main reasons for this. First, IP and transport networks are two very different networks with different 

architectures, switching technologies, and control /management mechanisms. The former is automated, dynamic, 

lightly managed but ultimately best effort, while the latter is largely manual, semi-static, tightly managed and very 

reliable. Furthermore, while the control plane and data plane are tightly coupled in packet networks, transport 

networks have traditionally maintained a separation between data and control, albeit at the cost of losing automated 

operation. In the face of such differences, unification of the two networks is extremely challenging. Second, all 

previous proposals for unified control, have assumed that the two networks described above remain largely 

unaltered, making the protocols that go across them, overly complex, fragile and ultimately unusable for unification.  

       OpenFlow [1][2] has been recently proposed as a unified control plane (UCP) and architecture for packet and 

circuit networks [3]. OpenFlow advocates the separation of data and control planes for circuit and packet networks, 

as well as the treatment of packets as part of flows, where a packet flow is defined as any combination of L2/L3/L4 
headers. This, together with L1/L0 circuit flows, provides a simple flow abstraction that fits well with both types of 

networks (Fig. 1). OpenFlow thereby presents a common platform for the control of the underlying switching 

hardware, that switch flows of different granularity, while allowing all of the routing, control and management to be 

defined in software outside the datapath, in the OpenFlow controller (Fig. 2). Our larger motivations, ideas and goals 

have been presented in [3]. In this paper we wish to report on a simple proof-of-concept demonstration of OpenFlow 

unified control of packet and circuit switches. 

 

 

               

 

          Fig.1 Unifying abstraction for packet and circuit switches                              Fig.2 OpenFlow Unified Architecture                                   

2. Experimental setup 

We demonstrate OpenFlow unified control in our testbed (Figs 3a & 3b) with the help of OpenFlow enabled packet 

switches based on the NetFPGA platform, and an OpenFlow enabled circuit switch based on a Wavelength Selective 

Switch (WSS).  

        The NetFPGA[4]  is a programmable hardware platform that allows researchers to implement electronic packet 

switching functionality in hardware. It is a PCI card that consists of a Xilinx FPGA and 4 GE ports, and can be 

easily installed in any PCI slot in a host computer (Fig. 3c). The FPGA can be programmed to behave as a simple 

Ethernet switch or an IP router that switches packets between the 4 GE ports. But more importantly, it allows 

building new packet processing functionality in hardware, so networking researchers can try out their ideas and not 
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be limited to functionality provided in commercial packet switching equipment. In our testbed, an OpenFlow packet 

switch is implemented in the NetFPGA, which switches flows defined on a subset of the 10-tuple shown in Fig. 1. 

The flow definition is inserted in the switch’s hardware flow table, by the controller via the OpenFlow protocol [2].  

       The WSS is an all-optical lambda switch in a 1X9 configuration. It has the ability to independently switch any 

of 40 incoming wavelengths at the single input port, to any of the 9 output ports (Fig 3d). The incoming wavelengths 

(100 GHz spaced ITU DWDM lambdas) are demultiplexed and directed to their respective MEMS mirrors, which 
can be rotated to direct their wavelength to any of the 9 output ports, where they are multiplexed back into the 

outgoing fiber. In our setup we used the WSS bi-directionally, such that one of the 9 output ports actually served as 

an input port for a certain wavelength (λ2). The mirrors are controlled with a voltage driver which is sent commands 

over RS232 from a PC. In turn the PC interacts with the OpenFlow controller which directs the provisioning of 

cross-connections via the circuit switching features of the OpenFlow protocol [2]. Together the PC, driver and the 

WSS can be regarded as an OpenFlow enabled circuit switch. 

       One of the four GE ports on each packet switch was connected to an electrical-to-optical converter from 

TrendNet (GE to SFP)[5]. We used Fujitsu DWDM SFP 2.5 Gbps transceiver modules in the converter which 

transmitted wavelengths of 1553.3 nm and 1554.1 nm respectively. These wavelengths traveling in opposite 

directions were multiplexed at the output/input of the first packet switch (NF1) by an AWG, transported through 25 

kms of SM fiber, and then demultiplexed by the WSS before the input/output of the second packet switch (NF2). 

Together the OpenFlow packet and circuit switches form the underlying switching hardware that switch at different 
granularities (packet and lambda) and are controlled by an external unified control plane (compare Figs. 2 and 3b). 

 

 

 

                                                                                                                       

 

 

 

                    

  Fig. 3(a) Testbed and components                                                                Fig. 3(b) Schematic of the testbed 

 

 

                                            

 

 

 

 

 

 

                 Fig. 3(c) NetFPGA platform                        Fig. 3(d) Schematic of Wavelength Selective Switch 

Procedure:  We connected client and video server PCs (end-hosts) to the packet switches via GE, and used Helix 

DNA as the video streaming server and Real Player as the client application. A video request is made by the client 

application to the client PC’s TCP/IP stack (in the host OS), by providing the server’s IP address, the L4 port it is 

listening on, as well as the video filename. The client OS initially does not have knowledge of the MAC address 

corresponding to the server’s IP. It therefore generates an ARP request which is received by NF1 and is processed as 

the first packet of a new flow. Since the packet doesn’t match any flow entries in NF1, it gets forwarded to the 

OpenFlow controller. The controller makes the decision to create the circuit by using the OpenFlow protocol to 

make the bidirectional wavelength cross-connection in the WSS, thereby bringing up the Ethernet link between NF1 
and NF2. It then inserts flow table entries in the latter, to broadcast the ARP request to all interfaces other than the 

one which received the packet. This results in the ARP request reaching the server PC via the WSS and NF2. The 
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server PC’s OS sends the ARP reply, following which TCP handshaking takes place and a L4 connection is created, 

over which the video request is made. Finally, the server streams the video data packets over UDP, which are 

transported over the same bidirectional circuit created by the controller, and are received and displayed by the client. 

 

3. Measurements and Discussion 

We measured the time taken by various steps of the process and listed them in Table 1 for different configurations. 

The measurements were made using Wireshark, a packet analyzing software that monitors network traffic and 

displays OS time-stamped packets received over an interface. It was run on NF1, NF2 and the WSS driver PC.  

       The WSS-connect-command-received is the time elapsed between the ARP request from the client recorded on 

NF1, and the connect command from the OpenFlow controller received by the WSS driver. We recorded this to take 

only 1ms. Once the connect command is received, the driver commands the WSS to make the connection (over RS-

232). The driver PC was programmed to transmit an echo request message to the controller once it receives 
confirmation over RS-232 that the optical connection has been set up. The time-stamp for this echo message was 

also recorded in Wireshark, and delay for this message with respect to the connect-command-received message was 

measured to be 1.3 secs.  This number appears large, especially given that the switching time for the MEMS mirrors 

themselves is on the order of a few ms. The rest of the time is actually taken by the RS-232 communication between 

the driver PC and the built-in WSS software, which is not optimized for fast setup of connections- for example, 

while the mirrors can be rotated simultaneously, the cross-connect commands are sent one at a time, and the second 

command cannot be sent until detailed feedback is read off from the serial port for the first command. We believe 

that optimizing this interface can reduce this number to tens of ms, if not lower.  

Table 1: Time taken for connection to be set up 

Steps GE-Optical-GE link with 

WSS initially not provisioned 

GE-Optical-GE link  

with WSS cross-connected 

GE-GE link (no optics) 

WSS connect command received 1 ms - - 

Cross-connection confirmation 1.3 s - - 

TrendNet GE-SFP module link-up 4.74 s 4.10 s - 

NetFPGA GE-GE link-up 1 ms 1 ms 1 ms 

 
       The next row corresponds to the time it takes for the Ethernet link to come up after the optical connection has 

been made. This time was measured by running Wireshark on NF2 (connected to the server) and noting when the 

initial ARP request (forwarded from NF1) makes it through the newly brought-up Ethernet link. From this time we 

subtracted the time it took for the cross-connection confirmation to arrive, thereby leaving only the time for Ethernet 

to negotiate a link-up. This was measured at 4.74 secs.  Again, this number appears unreasonably large. However 

there are two components in this delay. One of them is the time it takes for the TrendNet GE-SFP converter boxes to 

recognize a link-up, and the second is the time it takes for the GE switchports on NF1 and NF2 to 

recognize/negotiate the link-up.  The latter time was measured separately with a pure Ethernet connection (shown in 
the last column) by sending pings from the client and physically disconnecting and then re-connecting the Ethernet 

cable from the switchport.  As expected the link-up time was near instantaneous. However when the same 

experiment was performed with the disconnection/re-connection at the convertor box (either SFP or GE side) the 

large delay was measured again (middle column), clearly indicating an issue with the internal mechanisms of the 

converter box which has most likely not been optimized for rapid link-up. We believe that a dedicated ASIC/FPGA 

optimized for fast setup will help in this regard. 

 

4. Conclusions 

We demonstrated dynamic control of packet and circuit switches with a unified control plane with the OpenFlow 

architecture. We measured the latency in creating the circuit and believe that with optimization, the link-up time can 

be reduced to less than 1sec (as explained above). Our future work will involve expanding the testbed to incorporate 

other switching types like TDM and fiber switches, and to demonstrate network applications that benefit from a 
UCP across diverse switching technologies.  We also aim to demonstrate unified virtualization [3] of the data plane. 
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