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[1] Numerical models have been widely used to simulate multiphase flow in porous media
for a variety of applications (e.g., NAPL migration in subsurface aquifers, carbon
sequestration, agriculture, paper production, and petroleum reservoir development).

The relationship between the difference in phase pressures and saturation is used as one of
the important constitutive relationships in numerical models. Theoretical studies have
suggested that this relationship should include a damping coefficient or capillarity
coefficient (7) on the basis of thermodynamic considerations. A literature review suggests
that the magnitude of this capillarity coefficient varies by over three orders of magnitude.
While recent experimental studies have explored the effect of porous medium properties,
effect of domain size, hysteresis, and the imposed boundary conditions on the magnitude of
7, there has been no experimental study investigating the impact of fluid viscosity on 7.
This study reports on a series of primary drainage experiments conducted under both static
and dynamic conditions in F70 silica sand. Fluid pairs used included water and silicone oil

with two differing viscosities and slightly different densities (used as model nonaqueous
phase liquids) in addition to air. Water saturation and both wetting and nonwetting phase
pressures were measured in a custom-built aluminum column using EC-5 probes and
tensiometers at three levels. Results show a strong dependence of the magnitude of the
capillarity coefficient on effective fluid viscosity. This implies that consideration should be
given for the inclusion of a capillarity coefficient in modeling tools used to simulate
multiphase flow when fluids saturations are changing rapidly and when fluids have a large

viscosity ratio.

Citation: Goel, G., and D. M. O’Carroll (2011), Experimental investigation of nonequilibrium capillarity effects: Fluid viscosity
effects, Water Resour. Res., 47, W09507, doi:10.1029/2010WR009861.

1. Introduction

[2] The relationship between differences in phase pres-
sure, denoted as (P, — P,,), and saturation is a commonly
used constitutive relationship for the simulation of multi-
phase flow scenarios in the subsurface (e.g., nonaqueous
phase liquid [NAPL] contamination, CO, sequestration, and
agricultural applications). This relationship, (P, — P,,) — S,,,
is traditionally assumed to be independent of the rate of sat-
uration change, however, several experimental studies have
reported that it is dependent on the rate of change of satura-
tion [e.g., Topp et al., 1967; Smiles et al., 1971 ; Stauffer,
1978 ; Kalaydjian, 1992 ; Wildenschild et al., 2001 ; Hassani-
zadeh et al., 2002 ; O’Carroll et al., 2005; Oung et al., 2005;
Bottero et al., 2006; Manthey, 2006; Camps-Roach et al.,
2010; Sakaki et al., 2010]. These studies suggest that use of
a constitutive relationship that does not account for this rate
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dependence when simulating scenarios when fluid saturations
change rapidly may result in poor simulation predictions.

[3] The underlying phenomenon responsible for this rate
dependence is an area of active discussion in the literature
and a variety of different phenomena responsible for
observed effects have been postulated. For example, a vari-
ety of groups have suggested that physical processes (e.g.,
air and water entrapment, pore water blockage, air entry
value effect, and dynamic contact angle) are responsible
for this rate dependence [Friedman, 1999; Wildenschild
et al., 2001]. Hassanizadeh et al. [2002] challenged the
arguments related to water entrapment, pore water block-
age, air entrapment, and dynamic contact angle. One recent
core scale air/water experimental study, conducted using
two sands, supports these observations with the minor ca-
veat that dynamic contact angle alone does not account for
observed effects but could be a contributing factor [ Camps-
Roach et al., 2010]. Another recent study suggests that the
magnitude of this rate dependence is a function of fluid/
fluid/solid contact line friction in addition to fluid viscos-
ities [O 'Carroll et al., 2010]. Contact line friction is a func-
tion of the equilibrium contact angle, interfacial tension,
and other fluid properties. These effects have also been
attributed to pore scale processes, such as Haines jumps
and the finite redistribution time required for fluids to mini-
mize free energy in a pore space following a perturbation
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[Barenblatt, 1971; Kalaydjian, 1992; Barenblatt et al.,
2003; O’Carroll et al., 2005]. These processes are not
included in larger scale, continuum-based conceptual mod-
els. Recent studies have used dynamic pore network mod-
els to incorporate pore scale processes [Dahle et al., 2005;
Joekar-Niasar et al., 2010; Joekar-Niasar and Hassaniza-
deh, 2011]. These studies found that fluid viscosity plays
an important role in the magnitude of observed effects as
will be discussed in detail later. It has also been suggested
that the presence of microscale heterogeneities/lenses could
be responsible for the rate dependence in (P, — P,) — S,,
[Hassanizadeh et al., 2002; Manthey et al., 2005; Mirzaei
and Das, 2007]. Other modeling studies suggest that the
rate dependence in (P, — P,,) — S,, results from the averag-
ing of pressures and saturations, and thus domain size
[Dahle et al., 2005; Manthey et al., 2005], however, a
recent experimental study suggests that observed effects
are independent of domain size [Camps-Roach et al.,
2010]. Although a number of studies have investigated the
underlying mechanisms leading to the rate dependence, sig-
nificant questions remain. While experimental studies have
explored the effect of porous medium properties, domain
size, hysteresis, and imposed boundary conditions [e.g.,
Bottero, 2009; Camps-Roach et al., 2010; Sakaki et al.,
2010] no experimental study has investigated the effect of
fluid viscosity on the rate dependence of (P, — P,,) — S,,.

[4] A variety of mathematical relationships have been
proposed to relate fluid phase pressures to fluid saturation
when saturations are changing [e.g., Barenblatt, 1971;
Stauffer, 1978 ; Hassanizadeh and Gray, 1990; Kalaydjian,
1992; Silin and Patzek, 2004]. Barenblatt and coworkers
proposed that a finite redistribution time is required for
fluid rearrangement, and therefore free-energy minimiza-
tion, in a pore space following a perturbation [Barenblatt,
1971; Barenblatt et al., 2003; Silin and Patzek, 2004].
Their conceptual model uses fluid saturation at a future
time to determine differences in phase pressure at the cur-
rent time when fluid saturations are changing. The model
of Hassanizadeh and Gray [1990, 1991b, 1991a, 1993b,
1993a] and that of Kalaydjian [1992] are based on thermo-
dynamic considerations with the difference in fluid phase
pressures under dynamic and equilibrium conditions a lin-
ear function of the rate of saturation change:

as,,

(P = Pu) =Py = =75,

(1)

where P, is nonwetting phase pressure, P,, is wetting phase
pressure, P; is the difference in phase pressures measured

. S .. oSy .
under static or equilibrium conditions, 7; is the rate of

change of wetting phase saturation, and 7 is a capillarity or
dynamic coefficient. On the basis of a detailed literature
review, 7 was estimated to be in the range of 3 x 10* to
107 kg/m~"/s™" [Hassanizadeh et al., 2002], which is con-
sistent with values derived from more recent PCE (tetra-
chloroethene)-water and air-water experiments [O Carroll
et al., 2005; Oung et al., 2005; Bottero et al., 2006; Bot-
tero, 2009; Camps-Roach et al., 2010; Sakaki et al., 2010].
The large range of reported 7 suggests that further work is
required to develop a deeper understanding of the reasons
for these variations.
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[s] The empirical relationship of Stauffer [1978] was
developed on the basis of a series of air-water experiments:

adu (Pq\’

o (pg) ’ @
where ¢ is porosity, « is a constant with value = 0.1, & is
intrinsic permeability, ;o is water viscosity, p is the water
density, g is gravity, and P, and \ are Brooks-Corey [1964]
model parameters. This equation suggests that 7 is a func-
tion of both fluid and porous medium properties. Given that
equation (2) includes the viscosity of only one fluid in a
multiphase flow scenario Joekar-Niasar and Hassanizadeh

[2011] recommended that the viscosity term be replaced
with effective viscosity:

Heff = HnSn + oS, (3)

where (i, is the viscosity of the nonwetting phase, S, is the
saturation of the nonwetting phase, p,, is the viscosity of
the wetting phase, and S,, is saturation of the wetting phase.

[]] A number of modeling studies have investigated
the impact of fluid viscosity on the rate dependence of
(P, — P,) — S, [Dahle et al., 2005; Manthey, 2006; Das
et al., 2007; Gielen, 2007 ; Joekar-Niasar et al., 2010; Joe-
kar-Niasar and Hassanizadeh, 2011]. The studies of Man-
they [2006] and Das et al. [2007] used continuum models
where the rate dependence of (P, — P,) — S, was not
included in the model governing equations. Their work
suggests that the rate dependence can result when fluid
phase pressures and saturations, obtained at a fine grid
scale, are averaged over a larger domain. In the study of
Das et al. [2007], 7 increased with decreasing viscosity ra-

tio, (/«M)) for a portion of the reported saturation range
1

(ie., 0.2 < S,, < 0.4); and in the study of Manthey [2006]
this trend was observed for the entire saturation range. Das
et al. [2007] suggests that the observed rate dependence,
and thus the time for minimization of free energy, is related

krw n .
to the mobility ratio, (k—u> The studies of Manthey

rn l‘l’W
[2006] and Das et al. [2007] ascribe a different source of
the rate dependence (i.e., upscaling of pressures and satura-
tion) than studies that have ascribed physical phenomena to
observed effects (e.g., Haines jumps or redistribution time).
A recent experimental study observed the rate dependence
at the representative elementary volume (REV) scale and
found that these effects were similar when fluid phase pres-
sures and saturation were averaged at the column scale sug-
gesting that upscaling was not the source of the observed
rate dependence [Camps-Roach et al., 2010]. The studies
of Gielen [2007], Joekar-Niasar et al. [2010], and Joekar-
Niasar and Hassanizadeh [2011] found the opposite trend
(i.e., T increases with increasing viscosity ratio) than that of
Das et al. [2007] using a pore network modeling approach.
They employed similar volume-averaging techniques as the
aforementioned studies [Manthey, 2006; Das et al., 2007].
Joekar-Niasar et al. [2010] and Joekar-Niasar and Hassa-
nizadeh [2011] suggest that larger viscosity ratios increase
the time for fluid interface rearrangement following a dis-
turbance and thus lead to larger times for minimization of
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free energy [Barenblatt et al., 2003 ; Joekar-Niasar et al.,
2010; Joekar-Niasar and Hassanizadeh, 2011]. This
review of modeling literature studies suggests that differing
approaches yield conflicting results, none of which have
been confirmed experimentally.

[7] The goal of this study was to experimentally deter-
mine the impact of fluid viscosity and viscosity ratio on the
rate dependence of (P, — P,) — S,. A series of primary
drainage experiments were conducted under near-static and
dynamic conditions using air or one of two silicone oils as
the nonwetting phase. Water pressure, nonwetting phase
pressure, and water saturation were measured at three mea-
surement locations in the same vertical column. This study
first quantified the impact of desaturation rate on the rela-
tionship between the difference in phase pressures and satu-
ration for three water/nonwetting fluid phase pairs. This
work then investigated the impact of fluid viscosities on the
capillarity coefficient 7 and evaluated different normaliza-
tion methods.

2. Materials and Methods
2.1.

[8] The porous media used in all experiments was F70
Ottawa sand (Opta Minerals Inc., Brantford, Ontario). The
F70 sand had a mean grain size of 0.018 cm and a uniform-

ity index (déo/dl 0) of 1.6. Distilled, de-aired, and deionized

(DI) water was used as the aqueous phase in all experi-
ments. Silicone oils (polydimethyl-siloxanes, Clearco Prod-
ucts, PA), with viscosities that varied by nearly an order of
magnitude, were used as model nonaqueous phase liquids
(NAPL) in addition to air (Table 1). Density difference for
the selected silicone oils (i.e., 20%) was much smaller than
viscosity differences. As such it is assumed that the primary
physical property investigated was fluid viscosity.

Materials

2.2. Experimental Setup

[¢] All experiments were conducted in a custom-built
cylindrical aluminum pressure cell (20 cm long and 10 cm
inner diameter). Sets of probes, each comprising of a wet-
ting phase tensiometer, a nonwetting phase tensiometer
(NWPT), and a moisture probe, were installed at 7, 10,
and 13 cm from the top of the column. The wetting phase
tensiometer consisted of a ceramic porous cup (length =
2.86 cm, outer diameter = 0.64, 0652 x 03-B1M3, Soil
Moisture Corp., Santa Barbara, CA, USA) that was
attached to a Swagelok fitting connected to a pressure
transducer (FP 2000, Honeywell, Columbus, OH, USA).

Table 1. Physical Properties of Fluids at 20°C
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To create the NWPT, ceramic cups were placed in 1 M so-
lution of hydrochloric acid for 2 hrs, rinsed thoroughly
with DI water and then dried at room temperature for
~12 h. The ceramic cups were then placed in a 2% solution
of octedecytrichlorosaline (OTS) (Fisher Scientific, Ottawa,
Ontario) in toluene and shaken for 20 min [Lenhard and
Parker, 1987; Busby et al., 1995; Hopmans et al., 1998].
The excess OTS solution was drained and the cups were
rinsed with pure toluene. Finally, the OTS treated cups were
oven dried for 1.5 hrs at 100°C before being attached to the
Swagelok fittings. Prior to each experiment the untreated
and treated ceramic cups were submerged in the wetting
(i.e., water) or nonwetting fluid (i.e., air or silicone oil),
respectively, and left in a vacuum chamber for 5 hrs. This
ensured that the pores of the ceramic cups were thoroughly
saturated with the wetting fluid at the beginning of each
experiment [Hopmans et al., 1998; Camps-Roach et al.,
2010]. Pressure transducers were connected to a data logger
(Model CR 3000, Campbell Scientific, Logan, Utah) and
calibrated with their respective fluid phase prior to each
experiment to ensure measurement precision and accuracy.
[10] Wetting phase saturation was measured using EC-5
soil moisture sensors (Decagon Devices, WA, USA). These
probes measured the dielectric permittivity of the medium
using the capacitance technique [Czarnomski et al., 2005;
Camps-Roach et al., 2010; Sakaki et al., 2010]. Recent
studies in reference liquids suggest that these sensors are
sensitive in the range of electric permittivities used in this
study [Bogena et al., 2007 ; Rosenbaum et al., 2010]. EC-5
probes were oriented vertically in the column thereby mini-
mizing the cross-sectional area of the column occupied by
the probe to avoid interference with fluid flow in the col-
umn. Independent experiments were conducted to assess
the depth over which water saturation is measured. These
experiments suggest that the EC-5 probes are most sensi-
tive when the fluid interface is between the top of the upper
EC-5 prong and the bottom of the lower EC-5 prong (a dis-
tance of 1.5 cm). There is very limited EC-5 response when
the fluid interface is between the top prong and 0.5 cm
above, or between the bottom prong and 0.5 cm below, and
virtually no response when the fluid interface is outside of
this zone. Previous studies that have utilized EC-5 probes
to measure water saturation were conducted in air-water
systems. The dielectric constant (g) of silicone oil (¢ ~ 2.4)
[Clearco, 2010] is slightly larger than air (¢ ~ 1) and con-
siderably lower than water (¢ ~ 81.4), thereby providing a
considerable dielectric constant contrast. The two-point
sensor specific calibration procedure developed by Sakaki
et al. [2008] and successfully used by Camps-Roach et al.

Interfacial Tension w
Viscosity Ratio

Fluid Density (kg m ™) Viscosity (Pas™") With Water (N m™") >
Water 9992 1.12* x 1072 - -
Air 1.2° 1.81° x 1073 0.0681° 0.016
Silicone oil (0.65 cSt) 761¢ 4.95° % 1074 0.0378¢ 0.442
Silicone oil (5 cSt) 918° 459 x 1073 0.0378¢ 4.098

Munson et al. [1990].

Chen et al. [1999].

Clearco, available at http://www.clearcoproducts.com.
dCalabrese et al. [1986].
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[2010] was used to calibrate the EC-5 probes. The EC-5
probe readings were measured in completely silicone oil-
and water-saturated columns for this study.

2.3. Static and Transient Drainage Experiments

[11] All of the experiments were performed without
membranes, as some studies have suggested that the
observed rate dependency in (P, — P,) — S,, could be
because of the presence of membranes [ Hassanizadeh et al.,
2002; Bottero, 2009]. The columns were dry-packed and a
stainless steel mesh (0.015 x 0.015 cm pore size) was
placed at the lower and upper ends of the column to hold
the sand in place. The pressure cell was flushed with CO,
for 20 min followed by a slow (1 mL/min) upward displace-
ment of the CO, with distilled, deionized, and de-aired
water [O’Carroll et al., 2005; Camps-Roach et al., 2010].
Water was flushed for 24 h through the column before the
permeability was quantified using the constant head method
[Klute and Dirksen, 1986]. Water drainage experiments
were initiated by applying a constant air pressure directly to
the upper column boundary or by applying a constant air
pressure above the silicone oil in the NAPL reservoir which
was connected to the upper boundary of the column (Figure
1). Both air and silicone oil were injected vertically down-
ward to avoid flow instabilities [Das et al., 2007; Camps-
Roach et al., 2010]. In each experiment, water saturation,
water pressure, nonwetting phase pressure, and fluid outflow
were monitored every 15 s. All experiments were conducted
at a controlled temperature of 22°C (£2°C).

[12] In the static experiments, air phase pressure, either
applied directly to the upper column boundary or in the

i+ P.T. (NAPL/air) " |
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LNAPL reservoir, was increased in small increments
(2-3 em H,0). Air or NAPL phase boundary pressure was
increased only when outflow was near zero (i.e., an outflow
rate of <0.2 g/hr). This process was repeated until only air
or oil flowed out of the column. Dynamic experiments
were conducted by applying a large air or silicone oil pres-
sure in one step resulting in a rapid rate of change of satura-
tion. An upper boundary air pressure step of 135 cm was
applied in the air-water experiments and an air pressure of
85 cm was applied to the oil reservoir in the silicone oil-
water experiments.

[13] Three experiments were conducted with air, one static
and two dynamic experiments (upper boundary pressures of
120 and 135 cm). Six experiments were conducted with the
0.65 centistoke (cSt) silicone oil. Two of these experiments
were conducted under static or slow desaturation rates. Four
experiments were conducted at a fast desaturation rate,
referred to as dynamic experiments, induced by imposing a
constant air pressure of 85 cm H,O. For the 5 ¢St silicone
oil-water system, two static and three dynamic experiments
were conducted. Here, dynamic experiments were induced
by applying a constant air pressure of 85 cm H,O (the same
as the 0.65 cSt oil). The maximum capillary numbers for
these experiments were 1.4 x 107°,34 x 107'° and 3.4 x
10~ for the air, 0.65 ¢St silicone oil and 5 ¢St silicone oil-
water systems, respectively, suggesting capillary forces were
dominant. For this calculation the measured desaturation rate
was used in conjunction with the distance between the EC-5
prongs as a representative length scale.

[14] In approximately half of the dynamic 0.65 cSt oil
experiments, water entered the oil phase tensiometer during

Reservoir with
silicone oil

Parafilm

i P.T. (NAPL/air)

B

i P.T. (NAPL/air)

Data Logger

Figure 1.

Balance

Experimental set up (P.T. = pressure transducer) modified from Camps-Roach [2008].
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the experiment and these measurement locations could not
be used. This may have been due to the volatility of this oil.

3. Results and Discussion

3.1. Effect of Boundary Conditions on Measured (P,
- P,) — S,, Curves

[15] An initial set of static and dynamic air-water experi-
ments were conducted to confirm the experimental proce-
dure and compare results with those of a published study
[Camps-Roach et al., 2010]. (P, — P,,) — S,, is used as a
general term describing both dynamic and equilibrium con-
ditions whereas P. — S, is a specific case only referring to
equilibrium conditions (i.e., no flowing fluids). Under
dynamic conditions the experimental apparatus cannot mea-
sure the capillary pressure operative at fluid/fluid/solid inter-
face as there would be a pressure drop in a given fluid phase
between the measurement location and the interface (e.g.,
due to viscosity). The equilibrium (P, — P,,) — S,, relation-
ship is representative of conditions used in continuum-based
models as it is typically assumed a priori that the rate de-
pendency in (P, — P,,) — S,, can be neglected. (P,, — P,,) —
S, results were similar for the static and dynamic experi-
ments conducted at same upper boundary air pressure (i.c.,
135 cm water) (Figure 2). This is expected as experimental
conditions were the same in both studies. The dynamic
experiments were conducted at two upper boundary air
pressures (i.e., 120 and 135 cm water) in this study with (P,
— P,) data being lower, at the same water saturation, for
the lower imposed air pressure experiment. These differen-
ces, however, are not statistically different. The static P, —
S, experiments conducted in this study were terminated

70
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prior to achieving residual water saturation as the data log-
ger malfunctioned near the end of the experiment.

[16] For the silicone oil-water experiments porosity and
permeability were similar, with normalized 95% confidence
intervals of 0.16% and 1.42% for porosity and permeability,
respectively (Table 2). The static experiments took up to 48
h to complete whereas the dynamic experiments were usu-
ally completed within 2 h, with the dynamic experiments
conducted with the less viscous oil being quicker than those
with the higher viscosity oil (e.g., Figure 3). Following an
upper boundary oil phase pressure increase, water pressures
increased immediately but quickly dissipated to hydrostatic
pressure conditions before oil breakthrough. Oil phase pres-
sure measurements at the three measurement locations
increased monotonically following an upper boundary oil
phase pressure step increase but the response time was lon-
ger than the response time for the water phase pressure tensi-
ometers. Following oil breakthrough at the lower column
boundary, both water and oil phase pressures fluctuated at
all levels. Outflow rates were at maximum immediately after
the pressure step and plateaued with time. At breakthrough,
the slope of the cumulative outflow changes with time
because of the lower specific gravity of oil when compared
to water. Water saturation decreased sequentially from level
1 through 3 suggesting stable displacement of water in the
column. In some instances, EC-5 moisture probes suggest
that water saturation values were larger than 100% immedi-
ately at the initiation of the experiment. However, this
increase was relatively small, with an observed maximum
increase of 3%. To examine if a rate dependency was opera-
tive, as expected on the basis of equation (1), water satura-
tion, if the static P, — S,, governed displacement, is plotted

Pn-Pw (cm of water)

——Camps-Roach et al. (2010) mean static Pc-S

30 — —
——Camps-Roach et al. (2010) mean dynamic (Pn-Pw)-S (Pair=135 cm water)

20 +— © F 70 mean static Pc-S (3 curves)
= F70 mean dynamic (Pn-Pw)-S (Pair = 135 cm water, 3 curves)

10 — ) .
¢ F70mean dynamic (Pn-Pw)-S (Pair = 120 cm water, 3 curves)

0 1 1 1 1 1 1
0.40 0.50 0.60 0.70 0.80 0.90 1.00
Sw

Figure 2. Mean of measured phase pressure difference-saturation curves for static and dynamic (pair =
135 cm) air-water experiments in addition to those reported by Camps-Roach et al. [2010] in the same ex-
perimental setup. Error bars indicate 95% confidence intervals about the mean.
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Table 2. Summary of Oil-Water Experimental Results

GOEL AND O’CARROLL: CAPILLARITY COEFFICIENT—FLUID VISCOSITY EFFECTS

W09507

Experiment Type Porosity (¢) Measurement Level for P. — S,, Permeability of Sand (m?) Total Pore Volume (cm?)
0.65 cSt oil-water static 1 0.325 1,2,and 3 1.42 x 1071 511.5
0.65 ¢St oil-water static 2 0.324 1,2,and 3 - 508.7
0.65 ¢St oil-water dynamic 1 0.325 1and2 - 509.9
0.65 ¢St oil-water dynamic 2 0.324 1 1.48 x 107! 509.3
0.65 cSt oil-water dynamic 3 0.325 1 and 3 1.45 x 107! 511.0
0.65 cSt oil-water dynamic 4 0.324 2 and 3 1.51 x 107! 508.4
5 ¢St oil-water static 1 0.324 1,2,and 3 - 509.1
5 ¢St oil-water static 2 0.327 1,2,and 3 - 513.9
5 ¢St oil-water dynamic 1 0.325 1,2,and 3 1.49 x 107! 510.9
5 ¢St oil-water dynamic 2 0.324 1,2,and 3 - 508.9
5 cSt oil-water dynamic 3 0.325 1,2,and 3 1.53 x 107! 510.6
Mean 0.325 - 147 x 1071 510.2
Normalized 95% C.L.* 0.16 - 1.42 0.2
0,
*Normalized 95% C.I. = M x 100

Mean

on Figure 3. Water saturation is determined using the van
Genuchten fit to static P. — §,, data and the measured phase
pressure difference (e.g., NW1— W1). This graph highlights
differences in saturation breakthrough curves expected if the
static P. — §,, curve is operative and those observed experi-
mentally. At 50% water saturation this figure suggests that
breakthrough is retarded ~24-28 min, which is much longer
than the response times of the measurement devices (dis-
cussed below).

[17] The (P, — P,) — S,, curves obtained for both oils
under similar experimental conditions (i.e., static or

dynamic) are similar (e.g., Figure 4). Furthermore, when
these (P, — P,,) — S,, curves are scaled by interfacial ten-
sion using Leverett scaling they are very similar to the static
air-water curves. In all cases the (P, — P,,) — S, curves
measured under dynamic primary drainage conditions are
consistently higher than those measured under static pri-
mary drainage conditions. This is consistent with previous
air-water experimental studies [Camps-Roach et al., 2010;
Sakaki et al., 2010], in addition to the theoretical develop-
ment of the rate dependence of (P, — P,,) — S,, [Hassaniza-
deh and Gray, 1990; Kalaydjian, 1992 ; Hassanizadeh and

¢ Outflow (g)
—\\/{
500
W2
I T 100
450 B w3
. > <
- (]
400 0 4= | == | owerBoundary Water
o
E 350 ..3 Measured Saturation at 1
(72]
; NI Measured Saturation at 2
2 300 <
‘S o Measured Saturation at 3
O —_—
250 - o,
o B
2 T v
® £
I 200 o NWA1
E °
—
=] 3 NWw2
O 190 7]
@
NW3
100 o
air

Saturation at 1 given (NW1-W1)

0.00 1.00 2.00

Time (hrs)

& VG model
o |.... Saturation at 2 given (NW2-W2)
3.00 & VG model
Saturation at 3 given (NW3-W3)
& VG model

Figure 3. Measured experimental parameters at levels 1, 2, and 3 for 5 ¢St silicone oil-water dynamic
experiment 1 (pair = 85 cm): cumulative outflow, lower boundary pressure (LB), upper boundary pres-
sure (UB), tensiometric oil pressures (NW1, NW2, and NW3), tensiometric water pressures (W1, W2,
and W3), measured saturations, and saturations estimated given the pressure difference and the VG

model versus time.
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Figure 4. (a) Mean of all dynamic phase pressure difference-saturation experiments and mean of indi-

vidual static phase pressure difference—saturation experiments and levels, including 95% C.I. about the
mean, for 5 ¢St silicone oil-water. (b) Mean of individual dynamic phase pressure difference—saturation
experiments and levels as well as mean of all static phase pressure difference—saturation experiments,
including 95% C.I. about the mean, for 5 ¢St silicone oil-water.

Gray, 1993b, 1993a; Hassanizadeh et al., 2002] and empiri-
cal relationships [Stauffer, 1978; Barenblatt et al., 2003]. It
was possible to quantify confidence intervals for the indi-
vidual (P, — P,) — S, experiments at each measurement
level, particularly for the static experiments, since measure-
ments were logged at 15 s intervals for the entire experi-
ment. As such, a large number of (P, — P,) — S, data
points were obtained. In general, the confidence intervals
were quite small (i.e., <0.2 cm water) at each level for these
experiments. Averaging and confidence intervals for all

data obtained under similar conditions will be discussed in
section 3.2.

[18] A series of tests were conducted to quantify any lag
in device measurement times as this could be important in
the quantification of the rate dependence of (P, — P,,) —
S,,. In the first test the column was completely filled with
0.65 ¢St silicone oil (i.e., no sand) with the pores of the
nonwetting phase ceramic cups and Teflon-FEP tubing con-
necting the cups to the pressure transducers completely sat-
urated with silicone oil. When the oil was pressurized the
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pressure transducers responded to 90% of their steady state
value within 45 s (results not shown). This delayed
response time could be because of the finite time for pres-
sure to be transferred through the ceramic cups or because
of the compressibility of the oil. Increased conductance of
the ceramic cups would increase the response time of the
tensiometers as suggested in the work by Selker et al.
[1992] who discussed the contribution of soil hydraulic
conductivity and cup conductance to tensiometer response
times. Care would have to be taken not to reduce the entry
pressure of the ceramic cup to the fluid phase that does not
wet the cup by increasing the ceramic cup conductance. An
additional set of tests was conducted to evaluate wetting
and nonwetting phase tensiometer response times in par-
tially water-saturated porous media. In the partially satu-
rated experiments the water outflow line at the base of the
column was closed, the oil pressure was increased, and the
pressure transducer response time monitored at the three
levels as well as at the top and base of the column. Water
pressure readings at all levels increased to more than 60%
and 90% of their steady state values in ~60 and 210 s,
respectively. The oil pressure readings generally increased
to 60% and 90% of their steady state value in approxi-
mately 165 and 400 s at all levels, respectively. Any delay
in nonwetting phase tensiometers results in reported (P, —
P,,) less than the actual (P, — P,,) value. At the start of the
experiment, the air inflow valve was opened immediately
before the water effluent valve was opened. In this very
small time, increment wetting phase pressure increased in
the column and then slowly decreased. As such, any delay
in wetting phase tensiometer response time, due to the finite
time for the pressure signal to travel through the low perme-
ability ceramic cups, would serve to decrease measured
(P, — P,,) below its actual value. This sensitivity analysis
suggests that any tensiometer delay would serve to decrease
(P, — P,) below their actual value (i.e., tensiometer
lag would decrease any rate dependency). For the soil
moisture probes, a recent literature study suggests that
they respond much quicker than the tensiometers [Sakaki
et al., 2010]. As such, their response time will not impact
observed results.

[19] A key assumption in this study is that water satura-
tion and phase pressures are measured at the same location
and over the same measurement scale. Literature studies
suggest that the orientation of the soil moisture prongs does
impact measurement sensitivity [e.g., Roth et al., 1990]. To
assess this issue, independent quantification of the region
over which the EC-5 probes measure saturation was com-
pleted. This analysis suggests that they are most sensitive
between the top of the upper prong and the bottom of the
lower prong (i.e., a vertical distance of 1.5 cm). The ce-
ramic cups have a diameter of 0.64 cm, however, they
likely sense pressure in a slightly larger area. Nonetheless,
the measurement scale for water saturation is larger than
that of the ceramic cups, however, both are centered at the
same location. This relatively small measurement scale dif-
ference is assumed to not impact reported results.

3.2. Determination of 95% Confidence Interval on (P,
- P,) — S, Curves

[20] Six static and seven dynamic (P, — P,,) — S,, curves
were obtained for the 0.65 ¢St oil-water system. Similarly,
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six static and nine dynamic (P, — P,,) — S,, curves were
obtained for the 5 ¢St oil-water system. To facilitate a sta-
tistical comparison of the static and dynamic (P, — P,)) —
S,, curves and determine if imposed boundary condition
impacted the (P, — P,) — S,, curve, the mean and 95%
confidence intervals about the mean (P, — P,,) — S,, curves
were quantified [Camps-Roach et al., 2010; Sakaki et al.,
2010]. To do this the mean phase pressure difference at a
given water saturation was calculated for each level for
each experiment (i.e., for some experiments multiple-phase
pressure differences were sometimes measured at a given
saturation, particularly for the slower static experiments).
Water saturations were then divided into 0.5% and 1%
intervals for static and dynamic experiments, respectively.
The mean phase pressure difference at each individual level
and experiment were then averaged for a given saturation
range for experiments with similar boundary conditions. As
such, the 95% confidence interval of averaged-phase pres-
sure differences could then be calculated for each experi-
ment type (i.e., static and dynamic). Data are only reported
when there are at least three data points in a given saturation
bin.

[21] The mean static and mean dynamic (P, — P,) — S,,
curves were statistically different for both the 0.65 and 5 ¢St
oil-water experiments (Figures 5 and 6). These differences
suggest that the magnitude of the measured (P, — P,,) — S,,
curves was dependent on boundary/desaturation conditions
consistent with other experimental and theoretical studies
[Kalaydjian, 1992 ; Hassanizadeh and Gray, 1993a; Hassa-
nizadeh et al., 2002].

3.3. Determination of Capillarity Coefficient (7) and
Its Dependence on Wetting Fluid Saturation (S,,)

[22] The capillarity coefficient (7) was calculated using
equation (1). To do this, (P, — P,,), quantified for both
static and dynamic conditions, as well as the rate of water
saturation change, was required at a given saturation. The
van-Genuchten function [van Genuchten, 1980] was there-
fore fitted to mean static P, — S,, curves for both 0.65 and 5
cSt oil-water systems as well as the air-water system. The
van Genuchten function was selected as it closely matched
mean static curves (Figures 5 and 6). Fitted van Genuchten
parameters values are given in Table 3. The phase pressure
difference at equilibrium corresponding to the water satura-
tion, at which (P, — P,) was quantified in the dynamic
experiments, was determined using the van Genuchten
model fit. The water desaturation rate was quantified for
each dynamic experiment using a seven point moving
polynomial smoothing routine [Golay, 1972]. The maxi-
mum desaturation rate for the 5 ¢St oil-water system (9.8 x
10~* s7') was smaller than that for the 0.65 cSt oil-water
system (2.9 x 107> s7') as expected due to the viscosity
difference. It is important to distinguish between actual
water saturation decreases and decreases due to noise in the
EC-5 probes. The stability of the EC-5 probes was therefore
assessed at different degrees of saturation when the column
was at equilibrium (i.e., when the outflow valve was closed).
To do this, between 120 and 150 water saturations readings
were collected at a given degree of saturation. The maxi-
mum 95% confidence interval about the mean water satura-
tion was 0.12%, which was used as the experimental
detection limit of the EC-5 soil moisture probes. If measured
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Figure 5. Comparison of the 0.65 cSt oil-water mean static and mean dynamic phase pressure

difference-saturation curves. Error bars indicate the 95% confidence intervals about the mean.

water saturation decrease was less than this detection limit
the capillarity coefficient was not quantified.

[23] The capillarity coefficient, 7, was averaged over a
2% water saturation interval for a given fluid pair to facili-
tate a statistical comparison between capillarity coefficients
(Figure 7). The magnitude of 7 for the 5 cSt silicone oil-
water system is generally higher than that for the 0.65 ¢St

oil-water and air-water systems. This is the first experimen-
tal study to observe that the capillarity coefficient is statisti-
cally different for NAPLs of different viscosities. 7 was
similar for the air-water and 0.65 cSt oil-water systems
above a water saturation of 50%. This is likely because of
similar effective viscosities, particularly at high water satu-
rations, as will be discussed later. In all cases, 7 is constant

45
40 %2z
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X Xxx
35 i g %%%
O
2 30 i T“‘Tr iz % %X
‘G 1
g A
E 25 ‘J.T T} )
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Figure 6. Comparison of the 5 cSt oil-water mean static and mean dynamic phase pressure difference-
saturation curves. Error bars indicate the 95% confidence intervals about the mean.
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Table 3. Fitted van-Genuchten Static P. — S, Parameters for
Different Fluid Pairs

Fluid Pairs a(em™) n S
Air -Water® 1.87 x 1072 11 0.15
0.65 ¢St Silicone oil-water 3.57 x 1072 11 0.18
5 ¢St Silicone oil-water 3.49 x 1072 18 0.26

3Camps-Roach [2008]

between 70% and 90% water saturation and increases as
water saturation decreases below 60% for the silicone oil-
water systems. For the 5 cSt oil, 7 varies between 2.74 x
10° and 1.2 x 10° kg/m~"/s~" while for the 0.65 ¢St oil, 7
varies between 2.16 x 10° and 4.85 x 10° kg/m /s~
This range is consistent with published PCE-water and oil-
water studies [Kalaydjian, 1992; Manthey et al., 2005;
O’Carroll et al., 2005; Berentsen et al., 2006; Bottero
et al., 2006; Das et al., 2007; Bottero, 2009; Joekar-
Niasar et al., 2010]. For example, 7 ranged between 5.4 x
10° and 2.9 x 10° kg/m~'/s ™! for 1.44 cSt oil-water experi-
ments in sandstone and limestone [Kalaydjian, 1992]. The
permeability of the permeable media in this literature study
was approximately two orders of magnitude smaller than
the permeability of the sand used in this study making
direct comparison difficult. Bottero et al. [2006, 2009] and
Manthey [2006], using a similar experimental setup, found
that 7 ranged between 10° to 10° kg/m~'/s™' for PCE-
water experiments conducted in a fine sand. Their sand was
nearly an order of magnitude less permeable than the po-
rous media used in this study. These experimental studies,
however, did not investigate the impact of viscosity on the
magnitude of the capillarity coefficient. Use of the Stauffer
[1978] equation, modified for effective viscosity, yields 7
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ranging from 4.34 x 104, 3.80 x 10%, and 1.35 x 10° kg/

~1/s7! in completely water-saturated porous media in 5
and 0.65 cSt oil-water and air-water systems, respectively.
At the lowest water saturations where 7 is reported, 7
ranged from 1.18 x 10°, 2.64 x 10*, and 3.92 x 10* kg/

~'/s~"in 5 and 0.65 cSt oil-water and air-water systems,
respectively, using the Stauffer [1978] equation. Use of the
effective viscosity-modified Stauffer equation yields 7 esti-
mates that are relatively insensitive to viscosity for the 0.65
¢St oil-water system as the viscosity of both fluid pairs are
similar. For the other two systems (i.e., 5 ¢St oil-water and
air-water system) 7 estimates are a stronger function of sat-
uration because of the larger difference in viscosities for
these fluid pairs. Finally, this analysis suggests that 7 esti-
mates using the Stauffer [1978] equation are approximately
an order of magnitude less than those observed in this
study, suggesting that further work is required to develop a
predictive relationships for 7. It is noted that the study by
Camps-Roach et al. [2010] found that the Stauffer equation
[Stauffer, 1978] accounted for the general trend of
increased capillarity coefficient with decreased sand perme-
ability but the magnitude of differences were different, con-
sistent with this study.

[24] As discussed in the introduction, numerical studies
[Manthey, 2006; Das et al., 2007; Gielen, 2007 ; Joekar-
Niasar et al., 2010] have explored the effect of fluid viscos-
ity on the magnitude of 7 and have reported contradictory
results. The models, based on continuum scale modeling
[Manthey, 2006; Das et al., 2007], do not incorporate inter-
facial dynamics and attribute the observed rate dependence
of (P, — P,,) — S,, to upscaling. In this experimental study,
the observed rate dependence of (P, — P,) — S,, is not
attributed to upscaling as the rate dependency is quantified
at the REV scale. As suggested by Dahle et al. [2005],

4.01E+06
@5 cSt oil-water
3.01E+06 M 0.65 cSt oil-water
all air-water
E.,’Z.O1E+06 L T T
y |
AR
-1 ¢
b
{
1.01E+06 5 T T I | | 1 ¢+ T+ T
Al
n§++§§ +++
1.00E+04 . ; ; ; . .
0.40 0.50 0.60 0.70 0.80 0.90 1.00
Sw

Figure 7. Comparison of the dynamic coefficient (7) versus wetting phase saturation (Sw) for 5 and
0.65 cSt silicone oil-water dynamic experiments (constant air pressure of 85 cm) and air-water dynamic

experiments (upper boundary air pressure = 135 cm).
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viscosity impacts the fluid—fluid interface and should there-
fore be included in models. This has been partially
addressed by Joekar-Niasar et al. [2010] and Joekar-Nia-
sar and Hassanizadeh [2011] using a pore network
approach. Their approach implicitly assumes that the equi-
librium capillary pressure-saturation relationship is appro-
priate at the pore scale under both static and dynamic
conditions. They postulate that rearrangement of fluid—fluid
interfaces over their averaging volume is a function of vis-
cosity and larger viscosity ratios will delay the rearrange-
ment process. To account for viscosity, they normalized the
capillarity coefficient by the effective fluid viscosity. Using
this approach the capillarity coefficients quantified for the
three fluid pairs investigated in this study collapsed and
were statistically equivalent for effective water saturations
1ar§er than 50%, with values ranging between 5 x 10° and
10” (Figure 8). Normalization of the capillarity coefficient
by the mobility ratio, as has been suggested by Das et al.
[2007], was also assessed using the Brooks-Corey/Burdine
relative permeability model. This normalization procedure
did not collapse capillarity coefficients together and the
normalized capillarity coefficients were still a strong func-
tion of saturation (Figure 9). Use of alternate relative per-
meability models (i.e., Brooks-Corey/Mualem; van
Genuchten/Burdine; van Genuchten/Mualem) did not
improve this normalization procedure. Although further
work is required for a broader range of fluid pairs, normal-
ization using effective viscosity suggests that normalization
approaches may be able to account for some of the range of
capillarity coefficients reported in the literature. For exam-
ple, the Stauffer equation [Stauffer, 1978] or the dynamic
number [Manthey et al., 2008], modified to account for
effective viscosity and relative permeability as will be dis-
cussed in section 3.4, could be used as starting points.

GOEL AND O’CARROLL: CAPILLARITY COEFFICIENT—FLUID VISCOSITY EFFECTS

W09507

3.4. Estimation of Governing Forces

[25] In order to assess the relative importance of the
forces governing multiphase flow, Manthey et al. [2008]
conducted a dimensional analysis of the multiphase flow
equations. The analysis resulted in two important dimen-
sionless parameters, namely the dynamic number (Dy) and
dynamic capillary number (DyC). The Dy refers to the ratio
of dynamic forces to viscous forces while DyC refers to the
ratio of dynamic forces to equilibrium capillary forces. One
goal of this analysis would be to determine criterion when
dynamic effects may be important, similar to the phase dia-
gram by Lenormand et al. [1988] as related to stable fluid
displacement. The expressions by Manthey et al. [2008]
have been modified herein to include effective viscosity and
the dynamic coefficient as a function of water saturation:

k 7(Sw)

= 4

Y= B (4)
(S,

Dy — 7%, (s)

where, [ is a characteristic length, u. is a characteristic ve-
locity, P,. is a characteristic capillary pressure. Similar to the
approach by Camps-Roach et al. [2010], I. was taken as the
distance between the two prongs of the EC-5 probe. Manthey
et al. [2008] suggested that the front width was an appropri-
ate characteristic length selection. As such, the distance
between the two prongs assumes that this is a reasonable
estimate of the front width. P_.. was taken as the entry pres-
sure and u./[. was the maximum observed desaturation rate.
[26] As expected, the dynamic number is relatively con-
stant with the water saturation given the discussion related
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Figure 8. Normalized dynamic coefficient (L
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experiments and air-water dynamic experiments.

) for 5 and 0.65 cSt silicone oil-water dynamic
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to normalizing the dynamic coefficient by effective viscos-
ity (Figure 10). The dynamic number generally ranges
between 200 and 500 for all systems above water satura-
tions of 50% and then increases with decreasing water satu-
ration. This is in the range of the dynamic number reported
by Camps-Roach et al. [2010] (Dy = 410) using the same
sand with air and water as the fluids. It should be noted that
they used water viscosity in their calculations and not
effective viscosity. The dynamic capillary numbers range
between 1 and 7 and generally increase as water saturation
decreases to below 60%, as expected, given the trend of the
dynamic coefficient with decreasing water saturation (Fig-
ure 10). The numerator in the dynamic capillary number is
the same as the right-hand side of equation (1) (i.e., assum-

ing Yefp = aSW/at) and the characteristic capillary pressure

is on the same order of magnitude as P;. As such, equations
(1) and (5) are not independent. These dynamic numbers
are larger than that reported by Camps-Roach et al. [2010]
(DyC 1.4). The dynamic capillary pressure number
includes a characteristic velocity term. Here the maximum
desaturation rate was used in the calculations, which is not
a function of saturation. Alternatively, the desaturation rate
that varies with saturation could be used in these calcula-
tions. However, this would essentially be a plot of
([Pn — Py] — P), multiplied by constants, versus water sat-
uration. A broader range of experiments is needed in the
transition between when the equilibrium assumption is
appropriate and when the rate dependency is operative
(e.g., a broader range of desaturation rates, viscosity ratios,
and soil permeability). Results from Camps-Roach et al.
[2010] suggests that 7(S,,) is larger for finer textured soils,
however, the dynamic number was larger for the coarser

soil used in their study. In their study they assumed a con-
stant 7 and fluid viscosity. Reevaluation of their data using
7(Sy), effective viscosity, and relative permeability multi-
plied by the intrinsic permeability yields dynamic numbers
that decrease with water saturation, to approximately S,, =
0.9, and are then relatively constant with water saturation
(Figure 11). Dynamic numbers are larger for the coarser
sand above S,, = 0.9 and are then similar at ~150. Further
work is required to determine if this difference is statistical.
This analysis of a limited data set suggests that the dynamic
number may be an effective means of normalizing
observed capillarity effects.

4. Summary and Conclusion

[27] A number of air-water and oil-water primary drain-
age experiments were conducted in a single, homogeneous
porous medium with two silicone oils with different viscos-
ities. The pressures and saturations of the two immiscible
phases were quantified inside the sand column at three ele-
vations in a measurement depth of ~1 cm. The response
time of the soil moisture probes was much faster than the
tensiometers. A sensitivity analysis suggests that any delay
in tensiometer response would decrease the observed rate
dependency in (P, — P,,) below what was actually opera-
tive. Ninety-five percent confidence intervals on (P, — P,,)
— S, curves confirmed that the (P, — P,) — S, curve
measured under dynamic conditions was statistically differ-
ent than those obtained under static conditions. Experi-
ments conducted in this study did not use hydrophobic and
hydrophilic membranes, as it has been suggested that their
presence may influence the (P, — P,,) — S,, curve [Bottero
et al., 2006; Bottero, 2009].
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Figure 10. Dynamic and dynamic capillary number
dynamic experiments.

[28] To the authors’ knowledge, this study is the first to
experimentally demonstrate that the capillarity coefficient
is statistically different for NAPLs with different fluid vis-
cosities. The capillarity coefficient decreased for NAPLs
with smaller nonwetting fluid viscosity (i.e., 5 ¢St oil-
water, followed by 0.65 cSt oil-water). This analysis
assumes that the oil densities are similar enough (i.e., a dif-
ference of 20%) and any differences in the capillarity coef-
ficient is because of viscosity differences. 7 values that
were normalized by effective viscosity [Joekar-Niasar and
Hassanizadeh, 2011] collapsed, and found to be statisti-
cally equivalent above a water saturation of 50% indicating
that normalization approaches may be able to account for

for 5 and 0.65 ¢St silicone oil-water and air-water

some of the range of capillarity coefficients reported in the
literature. The magnitude of the capillarity coefficient
observed in this study is within the range reported in the lit-
erature. Further work is required to investigate additional
factors that can contribute to the rate dependency in (P, —
P,) — S, (interfacial phenomena (i.e., contact angle and
wettability), micro scale heterogeneity, and domain size).
These results have significant implications related to simu-
lating multiphase flow scenarios in the subsurface (e.g.,
NAPL migration and CO, sequestration). Modeling tools
used to simulate multiphase flow should incorporate the
rate dependency in (P, — P,,) — S,,, particularly when fluid
saturations are changing rapidly.

700
600 1| ¢ F70 Sand (Pair=135cm)
500 4—| F32-F50 Sand (Pair=135cm)
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2
% 300 .
§ .
< 200 .
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Figure 11. Dynamic number for data of air/water experimental data of Camps-Roach et al. [2010],

reevaluated using 7(S,), effective viscosity, and relative permeability multiplied by instrinsic

permeability.
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