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Abstract. The field of experimental positronium physics has advanced significantly in the last few decades,
with new areas of research driven by the development of techniques for trapping and manipulating positrons
using Surko-type buffer gas traps. Large numbers of positrons (typically ≥106) accumulated in such a device
may be ejected all at once, so as to generate an intense pulse. Standard bunching techniques can produce
pulses with ns (mm) temporal (spatial) beam profiles. These pulses can be converted into a dilute Ps gas in
vacuum with densities on the order of 107 cm−3 which can be probed by standard ns pulsed laser systems.
This allows for the efficient production of excited Ps states, including long-lived Rydberg states, which
in turn facilitates numerous experimental programs, such as precision optical and microwave spectroscopy
of Ps, the application of Stark deceleration methods to guide, decelerate and focus Rydberg Ps beams,
and studies of the interactions of such beams with other atomic and molecular species. These methods are
also applicable to antihydrogen production and spectroscopic studies of energy levels and resonances in
positronium ions and molecules. A summary of recent progress in this area will be given, with the objective
of providing an overview of the field as it currently exists, and a brief discussion of some future directions.

1 Introduction

The modern (cf. [1]) concept of antimatter was first
revealed in the form of anti-electrons (positrons), pre-
dicted to exist by the relativistic quantum theory of Dirac
[2–5]. These particles were soon observed experimentally
in cloud chamber experiments by Anderson [6,7], and then
also by Blackett and Ochlialini [8]. Almost immediately
Mohorovičić suggested that a positron and an electron
could form a hydrogen-like bound state (which he called
“electrum”), evidence of which might be found in astro-
physical observations of spectral recombination lines [9].
This suggestion was either unappreciated, or unknown
(opinions vary [10,11]), but in any case was not mentioned
in several later works that independently predict the exis-
tence of what we now call positronium, and describe in
more detail some of its properties. The first of these is
the Ph.D. thesis of Pirenne [12,13]. As mentioned by Beck
in 1946 [14], Pirenne performed calculations of Ps decay
rates in Paris in 1942, but this work was not widely known
at the time because of war in Europe.

Two more independent and simultaneous predictions of
the existence of Ps were made in the US by Ruark [15] and
Wheeler [16]. Wheeler’s paper, which also describes Ps
ions and molecules (polyleptons), contains the following
footnote:

“On October 5, four days after the present paper was
submitted to the New York Academy of Sciences, the
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author learned from Professor Arthur Ruark that he had
previously envisaged the existence of the particular entity
composed of one electron and one positron. Dr. Ruark
has discussed the optical spectrum and the life time of
this two-particle system in a note dated September 23,
1945, which he intends to submit for publication to the
physical review in the form of a “Letter to the Editor”. A
reference to unpublished work by L. Landau on the prop-
erties of the bi-electron has been made by Alichanian, A.
and T. Asatiani. 1945. J. Phys. USSR. 9: 56.”
Thus, one could say that a prediction of the basic con-

cept of an electron–positron bound state can be indepen-
dently attributed to at least five different people (probably
more), starting with Mohorovičić. The experimental real-
ization of Ps, however, belongs entirely to Martin Deutsch.
In a series of remarkable experiments beginning in 1951
evidence for Ps production was obtained by observing
changes in annihilation lifetimes due to interactions with
various gases [17]. This result was confirmed shortly
thereafter by Pond [18]. At the time there were several
three-photon decay rate calculations that did not agree.
The measurements were able to resolve the conflict [19],
proving that a calculation by Ore and Powell [20] which
found a lifetime of 1.4 × 10−7 s was indeed correct. As
pointed out by Deutsch, this was one of the first instances
in which “experimental verification of a theoretical result
has been possible for a third-order radiation process”
[19]. The next experiment in this remarkable series was a
measurement of the hyperfine splitting, observed via the
magnetic field dependence of singlet–triplet mixing [21].
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This result, subsequently verified by Pond and Dicke [22],
was obtained by observing the fraction of two and three-
photon decays in different magnetic fields. Realizing the
limitations of this method, a more accurate technique was
developed [23–25] which remains the standard method for
precision hyperfine interval measurements. Deutsch later
went on to perform positron annihilation in flight mea-
surements [26] which also became antecedents of modern
day measurements (e.g., [27,28]).

The work of Deutsch and colleagues did not imme-
diately provoke widespread experimental Ps research,
although in the following decades some measurements
were conducted, including studies of magnetic quench-
ing [29–31] and electric field effects on Ps in gases [32],
(unsuccessful) searches for Ps Lyman alpha lines [33],
measurements of Ps formation [34] and diffusion [35] in
solid materials, powders [36], and liquids [37], positron
polarization measurements [38], symmetry tests [39] and
more refined hyperfine interval measurements [40], as well
as Ps decay rate measurements [41]. All of this work
utilized positrons emitted from radioactive sources and
captured in the material in which Ps formation occurred.
A significant breakthrough was the development of slow
positron beams following positron moderation; creating
an energy tunable slow positron beam had been a focus
of study for some time [42], with some success [43], but
the first instance in which a slow positron beam was
used to perform a measurement was in the determination
of positron-helium scattering cross sections at University
College London (UCL) [44]. In this work a “smoked MgO”
moderator was employed, producing around 2 positrons
per second. At around the same time a beam of 0.5 slow
positrons per second was produced using Au on mica as
a moderator [45]. However, moderation efficiencies were
soon improved by orders of magnitude [46], and useful
slow positron beams became an experimental reality [47].
Experiments conducted using slow positron beams led

to an improved understanding of positron-solid interac-
tions [48], which in turn made it easier to generate higher
intensity slow positron beams (e.g., [49–51]) as well as
more efficient ways to generate Ps atoms (e.g., [47,52]).
In 1986 the solid neon moderator was introduced [53],
and this methodology still underpins the state-of-the-art
in slow positron beam production using radioactive iso-
topes today [54–61]. The availability of positron beams
has facilitated a great deal of work on experimental atomic
positron and Ps physics [62–65], and positron-gas scat-
tering measurements have informed the development of
positron buffer-gas traps [66–69].

Thus, most of the essential technical ingredients nec-
essary to conduct experimental Ps research have been
available for over 20 years, and many advances have been
made in this time, but not with regard to laser spec-
troscopy. There are several reasons for this: one is that
researchers working with positrons have to put consid-
erable effort into beam production, and thus including
complicated optical systems increases the scale of the
work in a significant way. Collaborative efforts can over-
come this problem, assuming researchers with the right
skills can overlap. As discussed in Section 3, this has hap-
pened occasionally, but such circumstances are rare, and

relatively little work on Ps laser spectroscopy was done
for decades as a result. The development of positron traps
has changed this situation since it is now much easier to
generate intense pulsed positron beams in smaller-scale
laboratories: at one point Surko traps could even be pur-
chased commercially, although this is no longer the case.
Pulsed sources of Ps atoms, ions, and even molecules
are ideally suited to laser spectroscopy (as discussed in
Sects. 3 and 4), and hence many of the impediments to
such work have been removed.
The purpose of this colloquium is to provide a com-

plete overview of the experimental research conducted in
this burgeoning field to date. This might appear to be a
daunting task but, as is evident from Table 1, most of the
this work was been done in the last 8 years. Some excellent
reviews of Ps physics are already available, particularly
those by Rich [70] and Berko and Pendleton [71]. These
reviews focus mainly on fundamental Ps physics and QED
tests, and have served as introductions to Ps physics for
generations of researchers. However, they are both now
more than 35 years old (older than most PhD students).
Their continuing utility is in part a testament to the excel-
lence of these articles, but they both predate all Ps laser
experiments. Some recent publications cover various areas
of Ps laser spectroscopy, (e.g., [72–76]), and Nagashima
has written a thorough review on experiments with Ps
ions, including photodetachment and optical excitation of
shape resonances [77].

Of course, much work has been done in other (non-
optical) areas of experimental positron and positronium
research (e.g., [78–80]). Some examples include new mea-
surements of the Ps ground state hyperfine interval that
may solve the long-standing discrepancy between the-
ory and experiment [81], the resolution of the (perhaps
related) positronium “lifetime puzzle” [82,83], advances
in positron scattering from atoms and molecules [84–86],
antihydrogen research [87–90], positron beam [91–93] and
trap [66,69] development, materials science [65,94], and
surface physics [95] (including positron diffraction [96,97]
and positron induced Auger emission [98,99]). These
areas, and others, will not be discussed here.

2 Properties of positronium

The intrinsic properties of Ps atoms (that is, atomic
structure and decay modes) are determined by the elec-
tromagnetic interaction: the Coulomb force binding a
leptonic particle–antiparticle pair and the selection rules
governing atomic transitions and annihilation processes
give rise to a well defined system that is very well under-
stood theoretically. The extrinsic properties of Ps atoms
(e.g., Ps formation efficiencies, velocities and angular dis-
tributions or field-induced perturbations) are largely the
result of the methods used to create Ps atoms, or the
environment in which they are produced. Ps formation
generally occurs via energetic interactions on the scale of
the Ps binding energy (6.8 eV), but even when Ps atoms
can be produced with thermal energies they still have
speeds on the order of 100 km s−1. In order to conduct
experiments with Ps it is usually necessary to develop
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Table 1. Time line of optical excitation experiments involving Ps atoms, ions an molecules. This list includes all
instances of Ps excitation with laser light to date. Some of the indicated transitions refer only the excitation pathway,
since external fields often preclude the production of pure ℓ states. Positron sources used in are radioactive isotopes and
gas moderation/Ps production (RI/gas), mono-energetic beams based on radioactive isotopes (RI), magnetic bottle
(MB) traps, linac (L) or microtron (M) accelerator based beams, or source-based Surko traps (ST). The light sources
used are lamps (La), or pulsed (P) or continuous wave (CW) lasers.

Transition e+ source Light Comments Year Ref.

1 3S1 → 2 3PJ RI/gas La No signal observed 1954 [100]
1 3S1 → 2 3PJ RI/gas La Signal not statistically significant 1974 [101]
1 3S1 → 2 3S1 MB P First unambiguous Ps excitation signal 1982 [102]
1 3S1 → 2 3S1 MB P Precision measurement (12 ppb) 1984 [103]
1 3S1 → 2 3PJ L P Ps Lyman-α saturation 1990 [104]
1 3S → 2 3P → n 3S/n 3D L P First Rydberg Ps 1990 [105]
1 3S1 → 2 3S1 → e− + e+ M P Photoexcitation and photoionization 1991 [106]
1 3S1 → 2 3S1 M CW Precision measurement (2.6 ppb) 1993 [107,108]
1 3S1 → 2 3PJ ST P Ps Doppler spectroscopy 2010 [109,110]
1 3S1 → 2 3PJ ST P PsX formation on semiconductors 2011 [111–114]
1 3S1 → 2 3PJ ST P Ps cavity shift and narrowing 2011 [115]
Ps− → Ps + e− L P Photodetatchment of Ps− ions 2011 [116]
1 3S1 → 2 3PJ ST P Excited Ps in Paschen Back regime 2011 [117]
1 3S → 2 3P → n 3S/n 3D ST P Efficient Rydberg Ps production 2012 [118]
Ps2 → Ps + e−+ e+ ST P Molecular Ps spectroscopy 2012 [119]
Ps− → Ps + e− L P Energy tunable Ps beam 2012 [120]
1 3S1 → 2 3P′ → 1 1S0 ST P Saturated absorption spectroscopy 2012 [121]
1 3S → 2 3P → n 3S/n 3D ST P Doppler corrected Balmer spectroscopy 2014 [122]
1 3S1 → 2 3S1 RI CW Annihilation of 2 3S1 states 2015 [123]
1 3S → 2 3P → n 3S/n 3D ST P High-precision Rydberg TOF 2015 [124]
1 3S → 2 3P → n 3S/n 3D ST P Selective production of Ps stark-states 2015 [125]
1 3S1 → 2 3PJ ST P Laser enhanced Ps TOF 2015 [126]
1 3S1 → 2 3PJ ST P Ps Doppler spectroscopy 2015 [127]
1 3S1 → 2 3PJ ST P Ps cooling in transmission targets 2015 [128]
1 3S1 → 2 3P′ → 1 1S0 ST P Stark and Zeeman mixing of n = 2 Ps 2015 [129,130]
1 3S1 → 2 3PJ ST P Ps production in cryogenic environments 2016 [131]
1 3S → 2 3P → 30 3S/30 3D ST P Ps Stark-states 2016 [132]
Ps− → Ps + e− L P Ps− ion shape resonance 2016 [133]
1 3S → 2 3P → n 3S/n 3D ST P Measurement of fluorescence lifetimes 2016 [134]
1 3S → 3 3P → n 3S/n 3D ST P n = 3/Rydberg excitation (n = 15, 16) 2016 [135]
1 3S → 2 3P → 10 3S/10 3D ST P Electrostatic guiding of Ps 2016 [136]
1 3S → 2 3P → 30 3S/30 3D ST P Angle resolved Ps spectroscopy 2016 [137]
1 3S → 2 3P → n 3S/n 3D ST P Rydberg Ps MCP detection 2016 [138]
1 3S → 2 3S′

1 → 2 3S1 ST P 1-photon production of 2 3S1 atoms 2017 [139]
1 3S → 2 3P → 14 3S/14 3D ST P Curved guide Ps velocity selection 2017 [140]
1 3S → 2 3P → 32 3S/32 3D ST P Electrostatic Ps mirror 2017 [141]

strategies to deal with both the intrinsic and extrinsic Ps
properties.

2.1 Intrinsic properties of positronium

Why is positronium an interesting system to study?
This is a question that demands an answer because
experiments that include Ps are generally technically
challenging, and one should therefore have a good reason
to expend the necessary effort (and funds). There are
in fact many reasons why Ps is worth studying, related
to both its intrinsic properties as well as how Ps atoms
interact with other systems. The formation of an atomic
system from a particle–antiparticle pair can result in

some unusual features:

– The constituents of Ps are structureless point par-
ticles: this means that only electromagnetic forces
have to be considered. In principle weak interac-
tions apply, but at a level that is very far away
from any experiment currently conceivable [142,143].
Therefore Ps is extremely well described by (bound-
state) quantum electrodynamics (QED) [144,145],
and hence can be used to test the theory. Further-
more, since it lacks any hadronic component (in
contrast to hydrogen, in which the proton structure
affects the energy levels), it may be possible to use
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Ps to measure the Rydberg constant to sufficiently
high accuracy to address the proton radius puzzle
(Sect. 5.2).

– The electron and positron have the same mass: this
means that recoil effects [146], which in hydrogen
would be suppressed by a factor of Mp/me = 1836,
are maximal in Ps (where the mass ratio is 1) and
have to be properly taken into account (e.g., [147]). It
also means that what we would call hyperfine effects
in hydrogen, arising from nuclear spin interactions,
are much stronger in Ps. The positron magnetic
moment is much larger than that of the heavy,
quark-filled, proton, and hence spin–spin interac-
tions contribute more to Ps energy levels than the
corresponding interactions in hydrogen [148].

– The constituents are a particle–antiparticle pair: this
means that annihilation channels (both real and
virtual) contribute significantly to the energy level
structure, even at the lowest order [148]. It also
means that Ps has no net additive quantum num-
bers, and is therefore an eigenstate of the charge
conjugation operator C, and of CP, the combined
operation of C and the parity operator P. Thus,
observations of Ps decay properties can be used to
test fundamental symmetries [149].

Much progress has been made in performing QED calcu-
lations of Ps properties, and currently all QED corrections
to Ps energy levels are known up to order mα6 [150–
152], with many higher order terms also calculated (e.g.,
[153–155]). The theoretical precision of these calculations
is much higher than that of any measurements. For exam-
ple, the most precise hyperfine interval measurements are
at the MHz level, whereas calculations are at the kHz level
(see Sect. 5.2).

Thus, more accurate experiments are required to test
theory [156]. New experiments may also contribute in
other areas; for example, measuring the Rydberg constant
in the (leptonic) Ps system, may provide some input to the
“proton radius puzzle” as measured in muonic hydrogen
[157–159], since there will be no hadronic complica-
tions. Unlike 1S–2P transitions, the natural linewidths of
transitions between Rydberg states is not limited by anni-
hilation lifetimes, hence, it should be possible to approach
the accuracies obtained in experiments using hydrogen or
other atoms, which are determined by other factors, such
as interaction times [160]. In principle Ps Rydberg con-
stant measurements could become comparable with those
conducted with Rydberg hydrogen (e.g., [161,162]).

Several measurements of Ps decay rates have also been
undertaken. For many years an apparent anomaly between
measured triplet Ps decay rates and calculations (e.g.,
[163]) seemed to indicate that there might be some new
physics accessible by Ps studies. Subsequent experiments
have shown that the disagreement was caused by a con-
tribution from non-thermalized Ps [82,83]. A smaller but
persistent disagreement between theory and measure-
ments of the ground state hyperfine interval may well be
similarly resolved [81].

In addition to testing QED and general symmetry
theories, Ps experiments may also help to resolve some

of the most important unanswered questions in physics,
such as the apparent lack of antimatter in the Uni-
verse [164,165]. The standard model of particle physics is
entirely symmetric in terms of matter and antimatter, and
even though we know this model is in some way incom-
plete, there is still no convincing explanation for how the
universe came to be dominated by matter (e.g., [166]). The
possibility that CP violation could be related to this prob-
lem was pointed out many years ago by Sakharov [167].
Moreover, there is renewed interest in CP violation in the
lepton sector following the discovery that neutrinos are
not massless [168].

Similarly, gravitational interactions of antimatter (see
Sect. 5.5) which may be connected to CP violation [169],
is an area in which any unexpected observation could have
far-reaching implications. There are in fact many argu-
ments against the possibility that matter and antimatter
could have different gravitational interactions [170], but
in the absence of direct measurements there is always
room for theoretical creativity. A direct measurement
really means something that is as model-independent
as possible, such as a simple free-fall or interferomet-
ric measurement involving an antiparticle, anti-atom or
a composite system containing antimatter (such as Ps or
muonium). Performing such an experiment could provide
useful information, even if it acts simply to confirm that
there is no gravitational difference between matter and
antimatter, since it would put restrictions on the types
of new forces, particles, or fields theorists could invent in
order to solve the mysteries of dark matter, dark energy,
the mass hierarchy, the presence of CP violation in the
standard model, and the matter–antimatter asymmetry
of the universe.

2.1.1 The atomic structure of Ps

In order to facilitate later discussions it is useful to briefly
consider the atomic structure of Ps. I use the convention
[71] in which Ps states are denoted using the spectroscopic
notation n2S+1ℓJ , where n is the principal quantum num-
ber, S is the total spin quantum number, ℓ is the orbital
angular momentum quantum number and J = ℓ + S is
the total angular momentum quantum number. At the
most basic (non-relativistic) level Ps has the same struc-
ture as an infinite-mass hydrogenic system, scaled by
a factor of two because of the reduced mass µ, where
µ = m1m2/(m1 + m2). Thus µPs = me/2 while µH =
0.9995me, and the Ps Bohr radius aPs ≈ 2a0. Ps wave-
functions are identical to those of the corresponding states
in hydrogen, but scaled by the reduced mass factor, which
results in Bohr energy levels given by (see any undergrad-
uate atomic physics textbook, for example [171])

En =
−α2mc2

4n2
=

−6.803 eV

n2
. (1)

If one looks at the next level of corrections (i.e., of order
α4), however, the similarity between Ps and hydrogen dis-
appears, and we find substantially different energy level
structures. The lowest order corrections were first calcu-
lated by Pirenne [12]; the shifts to the ground state Bohr
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Fig. 1. Ps energy level diagram for n = 2. The dashed lines
indicate the positions of the non-relativistic Bohr energy lev-
els, and the energy intervals indicated are the modern values,
summarized in reference [172]. From reference [130].

energy levels (Eq. (1)) can be written as [70]

∆E(13S1) = α4mc2
(

1

12
− 5

64
+

1

4

)

, (2)

∆E(11S0) = α4mc2
(

−1

4
− 5

64

)

. (3)

The first term in these shifts (1/12 and −1/4 for the
triplet and singlet states, respectively) comes from spin–
spin interactions between the positron and electron. The
common shift (5/64) arises from relativistic corrections
to the Hamiltonian (that contribute also to the hydro-
gen fine structure [148]), and the last term in the triplet
case (+1/4) is due to virtual annihilation contributions.
There is no such contribution to the singlet level at this
order because even virtual interactions must obey angular
momentum and charge conjugation selection rules; such
an effect therefore occurs only at the two-photon level
(see Sect. 2.1.2). One can easily verify that the splitting
between the ground state singlet (1S0) and triplet (3S1)

levels is given by

Ehfs = E(13S1)− E(11S0) =
7

12
α4mc2 = 0.84meV. (4)

As noted above, this energy difference (which is equiva-
lent to a frequency of 203GHz) arises from the interaction
between the electron and positron spins (57%) and also
the existence of virtual annihilation processes (43%). In
hydrogen the former are much weaker, while the latter
do not exist, and the corresponding singlet–triplet split-
ting is therefore considerably smaller (∼1.4GHz [148]).
The large contribution to Ps energy levels from mecha-
nisms that exist in hydrogen but are strongly suppressed
leads to some inconsistency in terminology. Specifically,
due to the weakness of the electron–proton spin interac-
tions, in hydrogen these contributions are referred to as
the hyperfine structure, and are much smaller than other
contributions at order α4. In the case of Ps these interac-
tions are of the same order as the fine structure, as is the
annihilation contribution. Thus, Ps does not in fact have
a hyperfine structure. Nevertheless, for historical reasons
the ground state singlet–triplet energy difference is com-
monly referred to as a hyperfine splitting (or Ehfs). This
is merely a semantic point that has no bearing on actual
Ps physics.
Following the work of Pirenne [12], calculations of the

Ps energy level shifts at order α4 (again, relative to the
Bohr levels) for states with arbitrary values of n, ℓ, S or J
were also performed by Berestetski [173], with some cor-
rections given by Ferrell [174]. These may be represented
as

∆En =
α4mc2

n3

[

11

64n
− (1 + ǫ/2)

2(2ℓ+ 1)

]

, (5)

where ǫ = 0 for singlet states (S = 0) and for triplet states
(S = 1),

ǫℓ,J = −7

3
δℓ,0 + (1− δℓ,0)







−(3ℓ+4)
(ℓ+1)(2ℓ+3) , J = ℓ+ 1

1
ℓ(ℓ+1) , J = 1

(3ℓ−1)
ℓ(2ℓ−1) , J = ℓ− 1






, (6)

where δℓ,0 is the Kronecker delta function. The energy
level structure of ground state and n = 2 Ps (using mod-
ern values for the shifts [156]) is shown in Figure 1.
The theoretical description of Ps energy levels has been
advancing steadily and all QED corrections to order α6

are now known, as well as some of the higher order
contributions [155]. Unfortunately the best experimental
data are currently less precise than these calculations,
and there is, therefore, a need for improved experimen-
tal determinations of Ps energy levels, as discussed in
Section 5.2.

As the Ps energy (length) scales are approximately
halved (doubled) compared to hydrogen, Ps fluorescence
lifetimes, τnℓ, are twice as long as the corresponding states
in hydrogen [148]. Thus, the mean lifetime of 2 3PJ Ps
states is 3.2 ns, compared to 1.6 ns for hydrogen. More
generally, the fluorescence lifetime, τnℓ, of a pure-ℓ state
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is given by the inverse of the sum over the Einstein A
coefficients associated with all allowed decay pathways to
lower-lying states |n′ℓ′〉, i.e.,

τnℓ = Γ−1
nℓ (7)

=

[

∑

n′ℓ′

An′ℓ′,nℓ

]−1

, (8)

where [175]

An′ℓ′,nℓ =
2e2ω3

n′ℓ′,nℓ

3 ǫ0hc3
ℓmax

2ℓ+ 1
|〈n′ℓ′|r|nℓ〉|2 (9)

and ωn′ℓ′,nℓ = 2πνn′ℓ′,nℓ is the angular frequency cor-
responding to the energy difference between the states,
ℓmax = max(ℓ, ℓ′), and e, ǫ0, h and c are the electron
charge, the vacuum permittivity, the Planck constant,
and the speed of light in vacuum, respectively. The flu-
orescence lifetimes of some pure ℓ states and ‘circular’
(ℓ = n− 1) states of Ps with values of n in the range 10–
20 are shown in Figure 2 [134]. As discussed in Section 3.2,
pure ℓ states of Ps are generally not produced in exper-
iments because the presence of even very weak external
electric and magnetic fields can lead to strong ℓ mixing
[176].

2.1.2 Ps annihilation

Unlike most atoms, Ps atoms can decay even when they
are in their ground state. This decay process is obviously
not the same as radiative decay, and refers instead to
the mutual annihilation of the electron–positron pair. One
could take an obtuse viewpoint and suggest that the true
ground state of Ps is actually the vacuum (or perhaps the
so-called Dirac sea), and that the n = 1 level is in fact
the first excited state. Such semantic diversions are not

scientifically useful, even if they do make for interesting
conversations. Practically speaking, the overall lifetime of
an excited positronium atom may depend on both anni-
hilation and radiative decay rates, because annihilation
can only occur from certain states (see below), which may
only be accessible via radiative transitions.
Ps atoms are composed of two spin 1/2 leptons and

thus can be combined to produce states with total spin
S = 0 or S = 1 (in units of ~). Moreover, since it is made
from a particle–antiparticle pair, Ps has no net additive
quantum numbers, and is therefore an eigenstate of the
Charge conjugation operator C (the operator that reverses
all additive quantum numbers and converts particles into
antiparticles). Since applying this operator twice must
return a particle to its original state, C eigenvalues must
be ±1.
Charge conjugation invariance determines the num-

ber of gamma rays emitted in Ps decay. This can be
understood in a simplified way as follows: applying the
C operator is equivalent to a combined parity and spin
exchange operation [177]; exchanging the positron and
electron is equivalent to a Parity operation in the center
of mass coordinate system, but, since the triplet (singlet)
states are symmetric (antisymmetric) under particle spin
exchange, we expect this to modify the C eigenvalue by a
factor of (−1)S+1. Exchanging the electron and positron
positions is equivalent to a parity reversal on the relative
coordinate wave function, under which the angular part
of the spatial wave function contributes a factor of (−1)ℓ.
Finally, particles and antiparticles have opposite intrinsic
parity (according to the Dirac theory [5]) so exchanging
them gives a factor of (−1). The C parity operator is
multiplicative, and the C eigenstate of a state of orbital
angular momentum ℓ and total spin S is therefore

C = (−1)S+1 × (−1)ℓ × (−1) = (−1)ℓ+S . (10)

Photons are also eigenstates of the Charge conjugation
operator (they are their own antiparticles), and they must
have odd intrinsic parity since the electromagnetic field is
reversed under charge exchange. Thus, for one photon C =
(−1), and for N photons C = (−1)N . The annihilation
process is mediated by the electromagnetic interaction,
which means that the C-parity of the initial state (i.e.,
a Ps atom) and the final state (N photons) must be the
same, and we have the selection rule [177–179]

(−1)ℓ+S = (−1)N . (11)

According to equation (11), 1 1S0 (1 3S1) atoms must
decay into an even (odd) number of gamma-rays.
For free atoms, radiation-less and single-photon decay
are suppressed by energy and momentum conserva-
tion requirements. These annihilation modes have been
observed for thermalized positrons in the presence of a
nucleus [180,181] or via in-flight annihilation by energetic
positrons [182,183]. In general, however, ground state sin-
glet and triplet Ps atoms predominantly decay into two
or three photons, respectively.

Note that this selection rule (Eq. (11)) is sometimes
attributed to the conservation of angular momentum. This
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Table 2. Annihilation (τann.) and fluorescence (τfl.) life-
times for the n = 1 and n = 2 states of Ps. From reference
[130].

Level τann.(ns) Ref. τfl.(ns) Ref.

1 1S0 0.125 [186] N/A N/A
1 3S1 142 [20] &1016 [187]
2 1S0 1 [186] ≃243 100 000 [188]
2 3P0 100 000 [184] 3.19 [148]
2 3P1 ≃∞ [184] 3.19 [148]
2 1P1 3 330 000 [185] 3.19 [148]
2 3P2 384 000 [184] 3.19 [148]
2 3S1 1 136 [20] ≃243 100 000 [188]

is incorrect because it is entirely possible for a three-
photon state to have zero angular momentum; singlet
decay into three photons is not ruled out by momen-
tum considerations [179] (although it would be suppressed
relative to two-photon decay by at least a factor of α).
Two-photon emission from triplet states can be ruled out
on the basis of angular momentum conservation since in
this case the total angular momentum projected along the
photon emission direction must be zero or two, which is
not compatible with the decay of a triplet Ps atom with
a total spin of 1. Nevertheless, the number of gamma-
ray photons (N) emitted by the self-annihilation of a
Ps atom is fundamentally dictated by charge conjugation
invariance.

The annihilation of Ps depends on the overlap of the
positron and electron wavefunctions. For all practical pur-
poses this means that only states with ℓ = 0 (i.e., S states)
will decay by annihilation [184,185]. Because there is a
wide-ranging hierarchy of radiative and decay lifetimes
that can only be accessed in certain configurations, it is
possible to control the lifetime of Ps atoms in a significant
way by exciting them with lasers. Table 2 shows the anni-
hilation and radiative lifetimes for states with principal
quantum numbers n = 1 and 2.
Even for S states, the annihilation decay rate varies

considerably, according to the spin configuration. The
annihilation decay rate for singlet states into two photons
can be obtained using the Dirac cross section for electron–
positron annihilation [5] and the electron (positron) den-
sity. The latter can be obtained from the square of the Ps
radial wave function at the origin for ground state atoms
[171]. This gives

Γ (1S0) =
α5mc2

2~n3
≈ 8GHz

n3
, (12)

where n refers to the principal quantum number. The
ground state singlet Ps decay rate has been measured
to be Γ (1S0) = 7.990 ± 1.7GHz [189], which agrees with
QED calculations [190]. If the atoms are created in a
laser-field it would be possible to excite 1S0 atoms opti-
cally, but in order to do so one needs correspondingly high
Rabi frequencies, and thus high intensity lasers. In experi-
ments with a laser tuned to drive 1 3S1 → 2 3PJ transitions
the singlet states would be 200GHz off resonance and so
the singlet atoms are generally neglected and transitions

from this state will not be discussed further, although
transitions from n = 2 to the 1S0 state will be.

Since singlet Ps atoms can only decay into two photons,
their energy spectra and angular distributions can be eas-
ily deduced: in the center of mass frame of the Ps, each
photon must have an energy mc2, and the angle between
them must be exactly 180◦. The γ-ray energy spectra from
the decay of triplet atoms is more complicated as the three
photons are constrained to have energies and momenta
that together conserve that of the initial Ps atom, and
there are many combinations of different photon energies
and angles that can satisfy this requirement. Calculat-
ing the 3-photon triplet-state decay rate is therefore more
complicated because one has to properly account for all
possible final photon states. This was first done by Ore
and Powell [20] who obtained

Γ (3S1) =
4

9π
(π2 − 9)

α6mc2

2~n3
≈ 7MHz

n3
. (13)

Many measurements of the triplet Ps decay rate have been
performed [163,191–196], driven by an apparent discrep-
ancy with theory. However, this now appears to have been
an experimental artifact related to incomplete Ps thermal-
ization processes; the most recent measurements found
Γ (3S1) = 7.0404(10)(8)MHz, in agreement with theory
[82,83,197]. Incidentally, the singlet and triplet decay rates
can be used to determine the ratio of 2 to 3-photon decay
processes of positrons in materials (in the absence of Ps
formation [20]). This has been measured [198–200] with
some small variations observed, which have not yet been
fully explained.
Drisko [201] calculated the angular distributions for

photons emitted in triplet state decays and showed that
the distribution of annihilation gamma rays depends on
the azimuthal quantum number m. We can immediately
see why this must be the case; for m = 0 decays three pho-
tons with helicity=+1 are emitted, but the total angular
momentum projected along the quantization axis must be
zero. This limits the possible angles with which annihila-
tion photons from m = 0 states can be emitted and still
conserve momentum in a different way from the restric-
tions on the m = 1 states. The number of photons emitted
as a function of angle for the different m states was found
to be [201]

Nm=0 = C[(π2 − 9) sin2 θ +
1

6
(3 cos2 θ − 1)] (14)

N|m|=1 = C[(π2 − 9)(1 + cos2 θ)− 1

6
(3 cos2 θ − 1)] (15)

Ntotal = 2C[(π2 − 9)], (16)

where the C is a constant of proportionality and θ refers to
the emission angle with respect to the direction of quan-
tization used to define the projection of m. Since Nm=0

and N|m|=1 are not the same, if the m = 0 states are
magnetically quenched (see Sect. 2.2.2) then the number
of photons detected from long-lived triplet decays may
not decrease simply by the factor of 1/3 one would expect
from the depletion of one of the three triplet states. In such
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cases the detector position(s) relative to the quantization
axis may have to be taken into account.

The decay of Ps atoms can be used to test the under-
lying symmetries that govern the annihilation process,
including CPT and CP and C violations [149,168,202].
Various violations would manifest themselves as forbid-
den decay modes [39,203–215]. Moreover, because it has
no net additive quantum numbers, Ps can in principle cou-
ple to Dark Matter or other exotic systems that provide a
mechanism for invisible decays [216–219]. Many possible
scenarios have been proposed and studied in experiments,
including Ps coupling to extra dimensions, unparticles,
milli-charged particles, gauge bosons or mirror matter
[220–226]. While limits for several of these processes have
been set in numerous measurements, no anomalous signals
have so far been detected.

2.2 Extrinsic properties of positronium

Extrinsic properties of Ps atoms are those that depend
on some external factors rather than being fundamental
aspects of the Ps system. This could mean Ps velocity
or angular distributions, formation efficiencies, or effects
due to external fields or interactions with other atoms
or molecules (including solid-state materials). Sometimes
these descriptions will overlap: for example, the decay rate
of a free Ps atom in a particular spin-state is a well-defined
intrinsic property, but may be substantially different if
the Ps atom is inside a mesoporous film, or if electric or
magnetic fields are present.

It is useful to consider some of these properties here
because the methods used to produce Ps atoms, and the
environments in which they are created, fall into a few
commonly used categories. As a result, a broad range
of experiments may take place with similar conditions
imposed by these methods. Moreover, both the intrin-
sic and extrinsic properties of Ps are frequently limiting
experimental factors, and understanding them helps to
understand what experiments are possible, and also what
Ps properties are required to move forward: for exam-
ple the natural linewidth of the 1 3S1 → 2 3S1 transition
is 1.26MHz, determined mostly by the 142 ns 1 3S1 life-
time (see Sect. 3.3). However, previous measurements of
this interval were limited by the available reference line,
and by the extent to which the lineshape could be accu-
rately modeled. The reference problem is now moot since
frequency combs exist (e.g., [227]). Fully understanding
the lineshape and acquiring sufficient statistics, however,
are limitations that arise primarily from the extrinsic Ps
properties (low number of atoms and high speeds), and
not from the intrinsic Ps lifetime. Thus, there is consider-
able room for improvement in this experiment, if one can
obtain an intense cold Ps source.

2.2.1 Ps production

Ps atoms can be produced by firing positrons at practi-
cally anything, since everything contains large numbers
of electrons. Materials that efficiently produce Ps atoms
when bombarded with positrons are known as converters,

and there are many different types of converter that effi-
ciently produce Ps via several distinct mechanisms. Both
the desired Ps properties and other experimental require-
ments will generally dictate which Ps converter is used. A
variety of different converters are listed in Table 3; not all
of them are commonly used.
Before slow positron beams became available all Ps

experiments were conducted by allowing β+ particles
emitted from a radioactive source to interact with a gas
[17] or powder [36]. Ps atoms are formed after positrons
have thermalized (or partially thermalized) via collisions,
which inevitably means that the Ps atoms will then
also engage in collisions and may therefore be perturbed
[228]. This problem has affected precision lifetime [82] and
hyperfine interval measurements [81] but is unavoidable
when using this method. Without a detailed knowledge
of the collision-induced perturbations, extrapolations to
low density cannot be reliably made. Furthermore, this
method produces Ps atoms in a relatively large volume,
with a large energy spread, and in an uncontrollable
manner, and so is not suitable for many experiments, in
particular, laser spectroscopy.
Even if perturbing collisions are not an impediment to a

particular experiment, and the presence of a background
gas has no other detrimental effects, Ps production using
a gas target may still be undesirable because it generally
results in energetic Ps atoms. This is because of the forma-
tion process, in which positrons interact with an atomic
or molecular gas G at energies above the Ps formation
threshold via the reaction [78]

e+ +G → Ps +G+. (17)

The daughter products from this reaction can be in excited
states, but Ps is predominantly produced in the ground
state [229]. The threshold energy for this reaction is the
target ionization energy minus the Ps binding energy EB

(6.8 eV for the ground state in vacuum, see Sect. 2.1.1) but
non-thermal positrons with energies up to several hundred
eV may still form Ps [230]. Typical ionization energies are
of the order of 10’s of eV, and Ps produced in this way
using β+ particles thus have energies much higher than
EB . If a slow positron beam is used instead this method-
ology can generate quasi-monoenergetic Ps beams [231]
at lower energies [232] suitable for performing scattering
experiments. The Ps energy spread will be determined pri-
marily by that of the positrons; this could range from meV
to eV scales, depending on the positron moderator used.
Ps formation can occur following the interaction of ener-

getic β+ particles with bulk samples of various powders,
such as MgO, SiO2, and AlO2 [35,36,237]. Fast positrons
rapidly thermalize in the bulk material, where they are
able to form Ps atoms [244]. The large internal surface
areas and open volumes of these materials can result in
the efficient production of Ps atoms with lifetimes close
to the vacuum lifetime. This is because the atoms, which
are initially formed in the grains, may subsequently enter
the inter-granular voids. They may then interact with the
grain surfaces many times without annihilating, which
leads to cooling. The Ps atoms are energetically inhib-
ited from re-entering the bulk material, and experience a
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Table 3. Selection of Ps converters, giving some examples of each type, rather than an exhaustive list of all
demonstrated converters. The quoted efficiencies ǫ are the maximum observed for certain optimal conditions (beam
experiments only), which may include hot targets. In some cases formation efficiencies, energies, or energy spreads
are not explicitly stated in the given reference and are estimated (based on other experiments and/or data) thus,
this table is not to be taken too seriously. The given Ps energies E are approximate and may be specific to certain
experimental conditions. All data refer to reflection geometry measurements unless otherwise stated. Unknown or
undefined parameters are labeled U.

Converter ǫ (%) E (meV) Comments Ref.

Au 80 75± 5 Thermal: Ea ≈ 0.8 eV, 2/3 γ [47]
Cu(1 1 1)+S 50 140± 30 Thermal: Ea = 0.74(15) eV, TOF [52]
Ag(1 0 0) 100 67± 2 Thermal: Ea = 0.5(1) eV, 2/3 γ [233]
Al(1 1 1) 25 ≤2600 φPs direct Ps emission, TOF [234]
Al(1 1 1) 30 80± 5 Thermal Ps: Ea ≈ 0.85 eV, TOF [234]
Al(1 1 1)+O2 12 8± 1 O2 lowers Ea to ≈ 0.2 eV, TOF [235]
Ice 50 10 000± 2000 2/3 γ [236]
MgO powder U 280± 100 β+source, TOF [237]
MgO single crystal 50 4000± 1500 Single crystal bulk emission, TOF [238]
SiO2 single crystal/amorphous U 1000 Surface emission, TOF [239]
Mesoporous SiO2 30–50 42± 3 Transverse component, Doppler [109]
SiO2 nano-channels 42 U Oxidized etched Si, TOF [240]
Cold SiO2 nano-channels 2.4 12 Low stability, TOF [241]
Si(1 0 0) 100 160± 8 Excitonic Ps, Doppler [111]
5 nm thick carbon foil 0.5 ≥10 000 Transmission geometry, TOF [242]
190 nm thick Ag(1 0 0) foil 12 70± 10 Transmission geometry, TOF [243]
SiO2 on 200 nm substrate 12 100± 5 Transmission geometry, Doppler [128]
Metal Organic frameworks U 250± 10 Narrow energy spread, Ry-TOF [124]

short-range force repelling them from the grain surfaces
[245], keeping them mostly in the voids. This concept,
with some modification, is important also in modern beam
experiments that use thin mesoporous films to produce
cold Ps atoms in vacuum [109,246,247], as well as in Ps
porosimitry methods [248,249]. The work function φPs, of
Ps formed in this way is given by

φPs = −µPs + Ebulk − EB , (18)

where µPs and Ebulk are the Ps chemical potential and
binding energy in the bulk material, respectively. Typical
values for the former are a few eV, although they vary
widely among materials. |Ebulk| ≤ |EB|, which explains
why it is energetically unfavorable for Ps to re-enter
the bulk. In most insulating materials φPs, is negative,
and mono-energetic Ps is therefore emitted with material
dependent initial energies that can vary from ≈1 to 5 eV
(e.g. [238,239]). Ps may also be formed from positrons
that have not thermalized, in which case the Ps will not
be mono-energetic.

The development of slow positron beams [44,80] made
it possible to study low-energy positron interactions with
surfaces, which in turn enabled new ways of creating Ps to
be developed. Using atomically clean surfaces, prepared
in UHV conditions, the thermalization and diffusion of
positrons in materials and their interactions with surfaces
were studied [65]. It has long been known that Ps atoms
cannot exist in a high density electron gas, and thus do
not exist in the bulk of metals or semiconductors [250,251].
However, positrons implanted into metals or semiconduc-
tors can return to the surface [252] and be emitted, either

because they have not fully thermalized (epithermal emis-
sion), or because the material has a negative positron work
function [48,253,254]. In either case the positrons may
bind with a Fermi-level electron in the surface region and
form Ps during the emission process [52,255,256]. This is
possible because |EB | is larger than typical electron work
functions. This process is known as direct Ps emission,
and results in atoms emitted with an energy equal to the
Ps “work function”, defined as

φPs = φ+ + φ− − EB , (19)

where φ+ and φ− are the positron and electron work
functions, respectively. Electron work functions are always
positive and generally range from 2 to 6 eV, whereas
positron work functions can range from approximately −3
up to +1 eV [65]. Since these are generally small com-
pared to |EB |, direct Ps emission is often one of the
main emission channels for positrons that diffuse to sur-
faces following implantation in metals. The total energy
of directly emitted Ps is φPs (neglecting inelastic scat-
tering processes). The angular distribution, however, may
be broad, and contains information regarding the electron
momentum distribution. Thus, angle resolved Ps emission
spectroscopy can be used to study the electronic structure
of the materials from which Ps is emitted [234,255,257].
This process is an analogue of angle resolved photoe-
mission spectroscopy (e.g., [258]) and can be performed
with comparable (or superior) energy resolution by excit-
ing emitted Ps atoms to long-lived Rydberg states, as
recently demonstrated by Jones and co-workers [137] (see
Sect. 3.2).
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Typical values for φPs(n = 1) are several eV and nega-
tive. Conversely, φPs(n = 2) is always positive, and excited
state Ps atoms can only be formed in metals by epither-
mal positrons. This process has been observed for several
metals [259–262] and facilitated the first observation of
Ps Lyman α radiation [263] as well as microwave spec-
troscopy of n = 2 transitions [264–266]. However, this
method of producing n = 2 atoms is generally very inef-
ficient, and is not a viable substitute for laser excitation
[139]. Note that technically φPs is not really a work func-
tion (since Ps does not exist inside the bulk) and is
sometimes called a formation potential [65,78]; as long as
φPs is defined according to equation (19), this distinction
is unimportant.

After implantation in a metal positrons may diffuse
back to the surface and become trapped in a surface-state
induced by their image potential [267–269]. Positrons
trapped in such states can survive for the order of a ns
[270]. There are therefore many interactions with surface
electrons, and Ps emission can occur, mediated by thermal
energy. This process is known as thermal desorption of Ps
[47,52,271–274]. Here Ps is formed from positrons that are
trapped in the near-surface region in a well whose depth
Et depends on the surface potential. The activation energy
Ea needed for a Ps atom to be emitted is given by

Ea = Et + φ− − EB . (20)

Typical values of Et and Ea are a few eV and hun-
dreds of meV respectively [272]. The fraction of incident
positrons emitted as Ps depends on the temperature T
according to [272]

fPs = fdir + fth(T ), (21)

where fdir is the direct Ps formation fraction (which is
largely independent of temperature) and [272]

fth(T ) = fsurf
A exp (Ea/kT )

λs +A exp (Ea/kT )
. (22)

Here fsurf is the fraction of incident positrons that become
trapped in a surface potential well, from which thermal
desorption may occur. The pre-factor A is a material
dependent rate that is related to Ps interactions (scatter-
ing and sticking) with the surface [275], and is typically
of the order of PHz. In this model thermal Ps emitted
according to equation (22) will exhibit an Arrhenius-like
activation curve. The Ps emission rate will depend on the
details of the surface potential, among other things [275],
and hence will be material dependent, and sensitive to sur-
face conditions. Some typical Ps thermal activation curves
[272] are shown in Figure 3. Also shown is the fraction of
Ps in a beam-Maxwell distribution that has an energy
below 25meV for a given temperature. The actual num-
ber of atoms produced that will have this energy will also
depend on the thermal activation curve (i.e., on the mate-
rial) and there will in general be an optimal temperature
for maximizing the number of low-energy atoms.

Note that some metals (e.g., Al) may exhibit a decrease
in the Ps emission yield at higher temperatures because

of thermally-generated defects which may trap positrons
and prevent them from returning to the surface [271]. This
effect can be minimized if the incident positron impact
energy is kept below a few hundred eV. However this may
not be desirable because positrons implanted at such low
energies will not be fully thermalized, which may result
in a reduction in the net yield of Ps atoms emitted in the
desired range of low energies. Thermal Ps emitted from a
surface will have a beam-Maxwell distribution, similar to
that observed for atomic beams emitted from an effusive
oven. The angular distributions are not well characterized,
and will vary according to the surface properties.
It is possible to modify a metal surface such that the

activation energy is lowered, and hence to generate colder
Ps. This was demonstrated with Al(1 1 1) at ≈100K by
applying a layer of O2 [235]. Unfortunately the O2 layer
has to be kept in pristine condition, and needs care-
ful perpetration and extensive maintenance, especially
when used with UV lasers [108]. Thus, despite producing
≈10meV Ps, it is not likely to be used in future optical
work.
Activation curves similar to those shown in Figure 3

have been observed for many metals and semiconductors
[65,233,271]. Since Ps is not expected to exist in the bulk
of any such materials, it was assumed that Ps formation
was occurring via the same thermal desorption process in
all cases. However, recent experiments have shown that
this is not the case: simultaneous measurements of the
Ps emission yield and energy from Si and Ge surfaces
has shown that while the yield does exhibit the same
Arrhenius type of thermal dependence, the Ps energy is
not thermal in nature [113,114]. The exact mechanism
underlying this process is not yet known but the forma-
tion of an exciton-like Ps state (PsX) on the surface has
been hypothesized [111], analogous to electronic surface
exciton (X) formation [276].
In this model the observed thermal activation is in fact

that of electrons thermally promoted to surface states
from where they may form PsX. This hypothesis is sup-
ported by the fact that the Ps yield can also be increased
optically [112]. Both thermal and optical excitation result
in the emission of Ps with a nearly constant energy.
Indeed, in some cases the Ps energy has been observed
to decrease at higher temperatures [113,114], completely
ruling out a thermal desorption model. This may be due
to a modification of the electronic surface energy levels
when there are many electrons present. If so, then it may
be possible to modify surfaces so as to produce colder Ps.
The observed Ps energies are all in the 100meV range,
and so far no low energy Ps has been found to be pro-
duced in this way. The energy of Ps photo-emitted from
Ge at 25K was identical to that at 400K [131].

It has been known for some time that Ps produced
in porous materials may live for an appreciable frac-
tion of its vacuum lifetime, and moreover that the actual
lifetimes can, for some range of pore sizes, be used to
determine properties of the porous medium [248]. Such
investigations can be used to characterize various mate-
rials that, for example, may be used as filters, catalysts,
or low-k dielectrics [249,277]. Using slow positron beams
rather than fast β+ particles, thin films and multi-layered
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Fig. 3. Ps thermal activation curves for Al, Cu, and Si, with different crystal orientations as indicated in the legend. These data
are based on those in reference [272]. In these data the low-temperature flat part of the curve is due to direct Ps emission, and
the temperature dependent part to thermally desorbed Ps (cf. Eq. (21)). The lower panel shows the fraction of a Beam-Maxwell
distribution with longitudinal energy below 25meV as a function of temperature.

structures may be studied [278]. This work has also led
to the use of thin mesoporous films that can be used as
Ps converters [109,110,246–248,279–284]. These materials
produce Ps in a similar way to the powders discussed
previously [35,36]. They typically have a “swiss-cheese”
type of pore structure, comprising interconnected voids
with radii ranging from 2 to 8 nm, and porosities close to
50% or so. Note that we refer to these materials as meso-
porous (rather than nanoporous) following the convention
of the International Union of Pure and Applied Chemistry:
this classification defines microporous, mesoporous and
macroporous materials as having pore diameters of less
than 2 nm, between 2 and 50 nm, and larger than 50 nm,
respectively.

In powders the internal structure often has a fractal-
like dimensionality [285], and Ps emitted from the grains
interacts with the surfaces of granular clusters. In meso-
porous films, however, the situation is reversed, and the Ps
interacts with the internal void surfaces. Thus, the general
formation and cooling mechanisms are similar, but with
some important differences. Despite being interconnected,
the voids in mesoporous films have a relatively narrow

distribution of radii, which means that collisional cooling
via Ps interactions with the walls is an efficient process,
but also that there is an intrinsic lower limit to the energy
of atoms emitted into vacuum because of quantum con-
finement. That is, the zero-point energy of confined atoms
is converted into kinetic energy when they are emitted into
vacuum, setting a lower limit to the attainable Ps energy
that depends on the average pore size [109,247,286].

The lowest energy state of a Ps atom confined in an
idealized spherical pore of diameter a is given by

E0 =
π~2

8mea2
≈ 750meV × 1

a2
, (23)

where a is in nm. Thus, for 5 nm diameter pores we would
expect to obtain Ps approaching 30meV. This is close to
what is observed experimentally [126]. There is generally
no obvious thermal component to Ps emitted from porous
films since the excited cavity states are mostly inacces-
sible, although the (unknown) distribution of pore sizes
found in high porosity samples may obscure such a signal.
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Because the number of Ps–wall interactions depends on
how deep the positrons are implanted into the film, it is
possible to tune the Ps energy via the incident positron
beam energy [109], but with a lower-level determined by
the pore size. This limitation can in principle be avoided
by using pore structures that have a long dimension [287],
or nano-channels in etched Si (which operate on a similar
principle to the mesoporous films) [240,241].

The mean thermal de Broglie wavelength of Ps at
temperature T is given by

λdB =

√

h2

4πmekT
≈ 5.3 nm×

√

100K

T (K)
. (24)

Thus, as Ps diffuses in the porous network and cools down,
λdB will become comparable to the pore size, and there
will be a transition from classical diffusion to quantum
mechanical tunneling. The latter scenario takes place with
a much lower diffusion coefficient than the former [110].
This means that the time it takes for thermalized Ps atoms
to be emitted from a mesoporous film can be significantly
longer than that of non-thermal atoms. For typical condi-
tions, this can be of the order of 10’s of ns if the incident
positron beam is implanted at energies >5 keV or so [126].
This effect may have to be taken into account for some
TOF measurements, in which it is generally assumed that
the Ps is emitted from the target with negligible delay.

In addition to generating vacuum Ps, the confining
nature of porous materials means that they have also
found use as Ps “traps”, either to study Ps–Ps interactions
[287,288] or to look at Ps interactions with (transient)
surface species [131,289]. The process of quantum con-
finement is advantageous for such experiments because
tunneling Ps becomes localized in a subset of the pore
structure, and the effective density of Ps is increased
[290]. Similarly, tunneling rates between different acces-
sible pores may have to be taken into account in porosity
measurements using lifetime measurements [291,292]. One
may also study Ps–gas interactions within such structures
via annihilation radiation [293–295], including aerogels
[296–298], and using laser spectroscopy it is also possible
to study the effects of Ps confinement directly [115].

Recently a new class of porous materials known as
metal organic frameworks (MOFs) have been studied with
positrons. Some MOFs have been shown to produce Ps
in vacuum with very low energy spreads, which occurs
because the Ps exists inside the MOF crystals as a delo-
calized Bloch wave [299,300], and so may have a large
effective mass [301,302]. This mechanism could potentially
allow for the formation of Ps with low energy spreads; for
example, Ps with an energy of 250± 10meV was observed
in high-resolution Rydberg TOF measurements [124]. The
Ps energy is determined by the energy of the Bloch state,
which may be reduced if crystals with larger structures
are used. For some experiments involving laser excitation a
narrow distribution is useful even for energetic atoms since
lasers can then cover the full Doppler spread. An enormous
range of MOF materials exist (e.g., [303–305]), and it is
not yet clear if they can be reliably used for the efficient
production of cold or monoenergetic Ps. However, recent

experiments are extremely promising and more data is
expected in the near future.
The vast majority of Ps converters operate in a reflec-

tion geometry. That is, the Ps is emitted from the same
surface that the positrons enter. For many applications,
however, it would be convenient to generate positronium
on the opposite side to that the positron beam and the
Ps experimentation regions can operate independently (cf.
[140]). Transmission targets can be produced but are nec-
essarily very thin to allow the positrons to penetrate. This
renders them difficult to produce and fragile. Moreover,
they are intrinsically inefficient compared to reflection
geometries because the stopping profile of a positron beam
will follow a Mahkovian like distribution [252,306,307] and
it is not generally possible to implant positrons in such a
way that more than half of the beam will cross the exit sur-
face. Some transmission targets have been demonstrated.
Thin (100 nm) Ag foils heated to 1000K work at about
10% efficiency [243]. It is also possible to produce Ps in
transmission from mesoporous structures applied to very
thin (20 nm) substrates, also with approximately 10% effi-
ciency [128,308]. Fast (10–500 eV) Ps can be produced by
passing an energetic positron beam through a thin foil of
carbon [242], with a few % efficiency.

In general Ps can be efficiently produced (100% is pos-
sible) using various types of converters that have been
extensively studied over the last 40 years. Ps formation
methods developed more recently, specifically mesoporous
films, PsX emission from semiconductor surfaces, and
delocalized Ps Bloch waves in MOF samples, have been
used for many interesting experiments, but have not signif-
icantly addressed the problem of generating cold Ps. There
is an urgent need to improve the current situation because
numerous experiments are substantially limited by the
available Ps energies, in particular laser spectroscopy, as
discussed in Section 3.

2.2.2 Ps in electric and magnetic fields

The theoretical description of Ps energy levels in mag-
netic fields carries over entirely from the usual hydrogenic
theory [148], with some slight modifications. Theoreti-
cal considerations concerning Ps in magnetic fields have
been discussed explicitly and extensively elsewhere (e.g.,
[70,309–315]) and will not be discussed here in detail. For
ground state atoms the effects of electric fields can be
neglected, although in some cases such fields may affect
the formation of Ps atoms [32]. In the presence of magnetic

fields the Hamiltonian, Ĥ, for Ps atoms can be expressed
in the form

Ĥ = Ĥ0 + ĤZ, (25)

where Ĥ0 denotes the field-free unperturbed Hamiltonian
and ĤZ is the Zeeman Hamiltonian due to the magnetic

field ~B. If we consider a magnetic field ~B = (0, 0, Bz)

oriented along the z-direction, ĤZ may be written as

ĤZ = g(e−)µBŝz
e−

B − g(e+)µBŝz
e+

B, (26)
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where ŝz
e−

(ŝz
e+

) is the projection operator of the elec-
tron (positron) spin onto the z-axis, ge− (ge+) is the
electron (positron) spin g-factor, where ge− = ge+ , and
µB is the Bohr magneton. The fact that the electron
(positron) g-factor is not exactly 2 (as predicted by the
Dirac theory) is of course a consequence of QED correc-
tions and has been measured for both positrons [316,317]
and electrons [318,319]; in the latter case extremely high
precision has been achieved (0.28 ppt), yielding ge−/2 =
1.00115965218073(28), in excellent agreement with calcu-
lations including tenth order QED terms [320].

If the Zeeman Hamiltonian (Eq. (26)) is diagonalized
one obtains the energy shifts of the mixed sublevels levels
as a function of the magnetic field in terms of the ener-
gies of the unperturbed triplet (Et) and singlet (Es) levels
[321]:

E1,0 =
(Et + Es)

2
+

Ehfs(1 + x2)1/2

2
(27)

E0,0 =
(Et + Es)

2
− Ehfs(1 + x2)1/2

2
(28)

E1,1 = E1,−1 = Et, (29)

where Ehfs is the hyperfine interval (cf. Eq. (4)), the per-
turbed levels are labeled according to the total spin S
and the projection of the total angular momentum MJ as
ES,MJ

, and the quantity x is

x =
2e~B

Ehfs
= 0.276×B, (30)

where B is the magnetic field strength in Tesla. The
perturbed state energies are given with respect to the
mid-point between the singlet and triplet levels only for
convenience. One can immediately see (Eq. (29)) that the
MJ = ±1 states are unaffected by the magnetic field (see
[315] for a discussion concerning a very small diamagnetic
effect, that we can ignore). It is also evident that there is
no linear Zeeman shift, since x does not appear linearly
(Eqs. (27) and (28)). The dependence of the perturbed
energy levels on the magnetic field are shown in Figure 4.

The addition of singlet character to the triplet MJ =
0 state can significantly reduce its lifetime, and result
in two-photon decay. This process, which is sometimes
referred to as magnetic quenching, can be utilized in
experiments that are sensitive to momentum distributions
and rely on two-photon decay processes, such as ACAR or
DBS, but involve o-Ps atoms [79,80]. The annihilation rate
of mixed states will change in proportion to the degree of
mixing; in practical terms this has only a minimal effect
on the perturbed singlet decay rates, but will increase
the perturbed triplet decay rate γ1,0 by a considerable
amount. For magnetic fields .1T this is given by (e.g.,
[322])

γ1,0(B) ≈ γt +
x2γs
2

, (31)

where γt (γs) is the unperturbed triplet (singlet) decay
rate and x is defined above (Eq. (30)). Thus, in a 1T

magnetic field the MJ = 0 triplet states will have a mean
lifetime of only 3 ns, and will decay predominantly into 2
photons.
Ground state Zeeman mixing was used in the first

experiments performed by Deutsch and Dulit to mea-
sure Ehfs [21] via changes in the ratio of two and three
photon decays in different magnetic fields. The improved
version of this experiment measured microwave induced
transitions between the perturbed and unperturbed triplet
states [23]. As can be observed in Figure 4, in mag-
netic fields of the order of 1T the transition frequency
f1,0 ≈ 4GHz, which is much easier to produce than
the 203GHz radiation that would be required to drive
a direct triplet-singlet transition without Zeeman split-
ting. For this reason all precision measurements are done
using transitions between Zeeman-split triplet states. A
handy formula (the Breit-Rabbi equation) giving f1,0, the
frequency of this transition, is [322]

f1,0 =
fhfs
2

× [(1 + x2)1/2 − 1]GHz. (32)

A recent experiment [323] has in fact succeeded in
driving a direct singlet–triplet transition using a high-
power (300W) gyrotron and a Fabry-Pérot cavity (with
gold mesh mirrors) to produce up to 10 kW of 203GHz
microwave radiation [324,325]. The basic methodology
used in this experiment is similar to the earlier Zeeman-
split measurements, except of course for the formidable
challenges related to producing intense radiation at the
required frequencies [326]. Ps was produced from a
radioactive source in a gas cell and the annihilation radia-
tion monitored by scintillator-based detectors. LaBr3(Ce)
scintillators, were used, which have good energy resolu-
tion (≈5% at 511 keV) and a short (16 ns) decay time
(e.g. [327]); these properties allow for time and energy
resolved measurements, and minimize pile up events. NB:
LaBr3(Ce) scintillators would be extremely well-suited to
SSPALS measurements (see Sect. 3.1, and cf. [328]), but
the cost is prohibitive.
Excited state Ps atoms are much more sensitive to

electric and magnetic fields than ground state atoms,
primarily because the spacing between energy levels is
smaller (see Eq. (5)), and there are more possible angular
momentum configurations. Thus, Stark mixing of states of
different ℓ must be properly described, and Zeeman mix-
ing of spin states will be more significant in weaker fields.
Even if no applied electric field is present, it may still be
necessary to consider motional Stark effects (especially in
the case of Rydberg Ps), since Ps speeds are typically high
[132]. It is often the case that magnetic fields are used to
guide or trap positrons, and may therefore be unavoidable
in some experimental arrangements (although beams can
be extracted from magnetic fields if necessary [329]).

Combined Stark and Zeeman effects for Ps states
with n = 2 in magnetic fields of a few hundred Gauss
(which is typical of many experimental arrangements)
have been calculated by several authors, starting with
Kendall [100] and Curry [330]. Higher order corrections
and other modifications have been calculated by several
researchers [331–335] but, apart from precision hyperfine
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interval measurements, this level of precision is not usually
required to interpret experimental data.

To quantify the effects of electric and magnetic fields
on Ps decay rates in some recent experiments [129,130],
the combined Stark and Zeeman effects for states with
n = 2 have been calculated. These calculations include all
singlet and triplet terms, and their associated fine struc-
ture, and were performed by determining the eigenvalues
and eigenvectors of the complete Hamiltonian matrix in
an |nSℓJMJ〉 basis, following the convention of Bethe and

Salpeter [148]. Here MJ is the projection of ~J onto the z-
axis with which the applied electric and magnetic fields
are aligned. The methodology used in these calculations
is similar to that of Curry [330], and Dermer and Weisheit
[333].

In the presence of parallel electric and magnetic fields,
the complete Hamiltonian matrix, Ĥ, for Ps atoms
becomes

Ĥ = Ĥ0 + ĤZ + ĤS, (33)

where Ĥ0 represents the zero-field (unperturbed) Hamil-

tonian, ĤZ = −~µmag · ~B is the Zeeman Hamiltonian

(Eq. (26)) and ĤS = −e ~F · ~r is the Stark Hamiltonian

arising from interactions with an electric field ~F (e is the
electron charge and ~r is the position vector).

To express Ĥ in matrix form for levels with n = 2,
we consider a 16 × 16 matrix. The Zeeman matrix con-
tains off-diagonal elements coupling sub levels with equal
values of ℓ and MJ , and values of S that differ by ±1,
i.e., the magnetic field couples singlet and triplet terms.
The matrix elements between sub levels |nSℓJMJ〉 and
|nS′ℓ′J ′M ′

J〉 can be expressed as [130,333]

〈nS′ℓ′J ′M ′
J |ĤZ|nSℓJMJ〉

= µBB δℓ′,ℓ(−1)ℓ+MJ

×[(−1)S+S′ − 1]
√

3(2J ′ + 1)(2J + 1)

×
(

J ′ 1 J
−M ′

J 0 MJ

){

S′ ℓ′ J ′

J 1 S

}

, (34)

where δx,x′ is the Dirac delta function, and the term in
curved (curly) brackets is a Wigner 3J (6J) symbol [336].

In an electric field ~F = (0, 0, F ) aligned parallel to
the magnetic field, the Stark Hamiltonian contains off-
diagonal elements coupling sublevels with equal values of
S and MJ , and values of ℓ that differ by ±1. The matrix
elements between pairs of sublevels take the form [333]

〈nS′ℓ′J ′M ′
J |ĤS|nSℓJMJ〉

= eF δS′,S(−1)S+1+M ′

J

×
√

ℓmax(2J ′ + 1)(2J + 1)

×
(

J ′ 1 J
−M ′

J 0 MJ

){

S′ ℓ′ J ′

1 J ℓ

}

〈n′ℓ′|r|nℓ〉, (35)

Fig. 4. Zeeman energy shifts of ground state Ps atoms in
a magnetic field. The energies are given relative to the Bohr
levels as discussed in the text.

where ℓmax = max(ℓ′, ℓ), and 〈n′ℓ′|r|nℓ〉 is a radial inte-

gral. For n = 2 and |ℓ′ − ℓ|= 1, |〈n′ℓ′|r|nℓ〉| = 3
√
3aPs,

where aPs = 2a0 is the Ps Bohr radius.
Combining the Zeeman and Stark matrices with the

diagonal zero-field matrix allows the n = 2 energy level
structure to be determined. This is achieved by calculat-
ing the set of eigenvalues, Ei, labeled with the index i, of
the complete Hamiltonian matrix for each field strength of
interest. Spectral intensities and decay rates can then be
obtained from the coefficients, Ci,j , of the corresponding
eigenvectors, where j is an index denoting each |nSℓJMJ〉
basis state [130]. Figure 5a shows the calculated Stark
shifts for n = 2 Ps, with a parallel magnetic field of
0.13mT. An expanded region is shown in Figure 5b, indi-
cating the Stark shifts of selected mixed states with and
without an applied magnetic field.
Electric dipole selection rules require that for optical

transitions from the 1 3S1 and 1 1S0 ground states to n = 2
states, ∆S = 0, ∆ℓ = ±1 and ∆J = 0,±1 (0 = 0) [148].
For experiments in which the laser radiation propagates
perpendicular to the magnetic and electric fields, light lin-
early polarized parallel (perpendicular) to the z-axis will
drive transitions for which ∆MJ = 0 (∆MJ = ±1). Then
transitions between states |nSℓJMJ〉 and |n′S′ℓ′J ′M ′

J〉
will have transition dipole moments, Mn′S′ℓ′J ′M ′

J
, nSℓJMJ

,

such that [336]

Mn′S′ℓ′J ′M ′

J
, nSℓJMJ

= (−1)J−MJ

√

(2J + 1)(2J ′ + 1)

×
(

J 1 J ′

−MJ ∆MJ M ′
J

)

×
{

ℓ J S′

J ′ ℓ′ 1

}

〈2ℓ′|er|1s〉. (36)

Atoms in highly excited (Rydberg) states are extremely
sensitive to external electric fields. In these systems the
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Fig. 5. (a) Calculated Stark energies for n = 2 Ps in a par-
allel magnetic field of B = 13mT. The vertical axis shows
the energy shift with respect to the n = 2 energy given by
the Rydberg formula. (b) Expanded view of the region at
the avoided crossing between the 2 3P2 (MJ = 0) and 2 1P1

(MJ = 0) sub-levels highlighted by the red rectangle in (a).
The dashed lines in (b) indicate the Stark energies for zero
applied magnetic field. From reference [130].

electron is loosely bound to the nucleus (or positron),
with an energy scaling of n−2 and a large inter-particle
separation, scaling as n2. Moreover, the ℓ degeneracy of
hydrogenic atoms leads to total ℓmixing even in very weak
external electric fields [176], and so experimentally it is
usually the case that fully ℓ-mixed Stark states are pro-
duced. When dealing with such Stark states it is more
convenient to describe the atomic structure (that is to
say, to solve the Schrödinger equation) using parabolic
coordinates. The resulting eigenstates are labeled accord-
ing to the parabolic quantum numbers n1 and n2, and the
Stark states may then be characterized using the index
k = n1 − n2 [175]. For each value of n and the azimuthal
quantum number m, the allowed values of k range from
−(n− |m| − 1) to +(n− |m| − 1) in intervals of 2.

In an electric field ~F = (0, 0, Fz), the energy shifts of
Rydberg Stark states can be expressed analytically to
second order as [337]

EStark =
3

2
nk e aPsFz + · · ·

− 1

16
n4(17n2 − 3k2 − 9m2 + 19)

× e2a2Ps

2hcRPs
F 2
z , (37)

where the symbols have their usual meanings, and aPs

and RPs are the Bohr radius and Rydberg constant cor-
rected for the reduced mass of Ps, respectively. Stark shifts
for n = 14 Ps atoms with m = 1, calculated using this
expression, are shown in Figure 6 [336].

Since the energy shift of an electric dipole in an electric

field ~F is

EStark = −~µelec · ~F (38)

comparison with equation (37) indicates that, (to first
order), an electric dipole moment, ~µelec, can be associated
with each k-state such that [175],

~µelec = −3

2
nk e aPs. (39)

These large static electric dipole moments allow forces to
be exerted on samples in these states using inhomogeneous
electric fields [338]. In a spatially inhomogeneous electric
field the resulting force is

~f = ∇(~µelec · ~F ). (40)

The magnitude of this force depends directly on the gra-
dient of the electric field. The maximum acceleration that
can be achieved using time-independent electric potentials
is limited by field ionization of the Rydberg states. The
tunnel ionization rate, Γnn1 n2 m(Fz) for a Rydberg-Stark
state in an electric field, is given by [337]

Γnn1 n2 m(Fz) =
2hcRPs

~

(4C)2n2+m+1

n3 n2! (n2 +m)!

× exp

[

−2

3
C − 1

4
n3 e aPs Fz

2hcRPs

(

34n2
2

+34n2m+ 46n2 + 7m2 + 23m+
53

3

)]

,

(41)

where

C =
1

e aPs

√
2hcRPs

(−2Enn1 n2 m)3/2

Fz
(42)

and Enn1 n2 m = −[hcRPs/(n
2)] + EStark, is the total

energy of the state with respect to the ionization limit,
in the presence of the electric field. The data in Fig-
ure 6 shows the Stark energies for each k state in fields
for which the ionization rate exceeds 1010 s−1, with the
thicker sections at the end of each curve indicating the
fields for which the ionization rate ranges from>108 s−1 to
<1010 s−1. It is generally the case that states with negative
Stark shifts will ionize (at a given rate) in electric fields
that are approximately half the strength of those required
to ionize states with positive Stark shifts. The different
ionization rates exhibited by states of differing n and k can
be used to perform state-selective field ionization using
static or pulsed electric fields [338].
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Fig. 6. Stark energies for n = 14 Ps atoms in electric fields
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3 Optical excitation of positronium atoms

The original suggestion by Mohorovičić [9] was that
Ps would have an atomic spectrum similar to that of
hydrogen, and that the presence of this system might
be detected in suitable astrophysical environments via
the observation of the Ps Lyman-α line at 243 nm. As
it turned out Ps was first detected in laboratory-based
experiments conducted by Martin Deutsch in which he
observed gamma radiation following Ps annihilation [17].
Excited states of Ps were observed via Lyman-α light
much later by Canter et al. [263], again in laboratory
experiments. Ps Lyman-α radiation has not yet been
detected from astrophysical sources [339,340], although
galactic electron–positron annihilation radiation that can
be attributed to Ps has been observed [341].

The first experiments designed to observe the optical
excitation of Ps were conducted by Martin Deutsch and
his PhD Student Henry Kendall [100] (who went on to win
a Nobel prize in 1990 for experiments on proton structure
[342]). The Ps excitation attempts were conducted before
the invention of lasers and employed a Sn vapor discharge
lamp, which emits broad band light down to wavelengths
of ∼ 225 nm. Unfortunately the intensity of 243 nm radi-
ation was not sufficient, and the experiments produced
only a small signal that was not statistically significant.
A similar experiment was conducted by Varghese et al.
[101], also resulting in an ambiguous signal. A complete
history of Ps-laser experiments (including molecular and
ionic Ps) is given in Table 1. Without question this table
will already be out of date when this article is published.
Although many established techniques developed in

laser spectroscopy can be directly applied to Ps exper-
iments, this is not always the case. While comparable
number densities can be produced [121], the absolute

number of Ps atoms available is usually much lower than
is the case for other atomic or molecular species. Thus,
in a typical gas cell (for example) the total number of
atoms or molecules present is likely to be at least of the
order of 1018, whereas in Ps experiments it is more likely
that a only few million atoms (or fewer) will be present. In
general this precludes the use of techniques based on mea-
suring light absorption (e.g. [343]) since, even for complete
absorption, with such low numbers of atoms this amounts
to an undetectable laser attenuation of the order of 1
part in 1010. Other techniques, however, are applicable to
Ps-based experiments: for example, photoionization-based
methods work with similar efficacy. Moreover, electron–
positron annihilation can be exploited for various useful
detection schemes. These can be more flexible and/or con-
venient since they generally do not require any in-vacuum
modifications, and detectors can be placed in any position
outside the vacuum system.
The first laser induced excitation of Ps was a two-

photon 13S1 → 2 3SJ transition, driven by a pulsed dye
laser by Chu and Mills in 1982 [102]. This experiment
was upgraded some years later to incorporate improved
detection methods and a CW laser, finally achieving a
measurement with an uncertainty of only 2.6 parts per
billion (3.2MHz) [107] (see Sect. 3.3).

Almost a decade after the first experiments of Chu
and Mills, single photon 1 3S1 → 2 3PJ transitions in Ps
were observed at Lawrence Livermore national laboratory
(LLNL), also using a pulsed dye laser [104]. Using a sec-
ond dye laser these researchers were also able to produce
highly excited (Rydberg) Ps states for the first time [105]
using a two-step 1 3S → 2 3P → n 3S/n 3D excitation pro-
cess (see Sect. 3.2). The next experiments in which Ps
atoms were excited with lasers did not take place until
2010 [109] (see Tab. 1).

Thus, even though it has been possible to produce Ps
with near thermal energies in the laboratory since the
late 1970s, by 2009 only two sets of experiments had
been performed in which Ps was optically excited. One of
the reasons for this was the limited availability of pulsed
positron sources. In the context of recent experiments it
is worthwhile considering the basic requirements for opti-
cal excitation of Ps. A straightforward example of such an
experiment is exciting the single photon 13S1–2

3PJ transi-
tion. The energy interval between these levels (see Eq. (1))
is 3/4 × 6.8 eV = 5.1 eV, which corresponds to light with
a wavelength λ = 243 nm. The cross section for this exci-
tation can be crudely approximated as λ2, and the laser
fluence required to saturate the transition will be roughly
hc/λ3, or 1 nJ/cm2. If the time-scale for the excitation is
on the order of the 2P lifetime (3.2 ns), then a CW laser
would have to have a fluence of a few hundred mW/cm2 to
saturate the transition, which is well within the capabili-
ties of modern diode lasers, and even in 1980 could have
been easily obtained.
However, the laser intensity is not the only consid-

eration affecting the feasibility of a scheme to optically
excite Ps. All practical methods of Ps production invari-
ably result in energetic Ps atoms, with thermal (or higher)
energies (e.g. [52,109]). Because of its very low mass, ther-
mal Ps atoms have speeds of the order of 7 × 104 ms−1.
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For a Ps gas with a Maxwell-Boltzmann distribution this
would lead to Doppler broadening (e.g., [171]) such that

∆ν

ν
= 2

√
ln 2

v

c
≈ 4× 10−4. (43)

Thus, for 13S1–2
3PJ transitions (ν = 1.234PHz) the

50MHz natural linewidth (arising from the 2P lifetime)
will be irrelevant, since the transition will be Doppler
broadened to almost 500GHz. This means that a broad-
band laser is required to address the entire population
of Ps atoms. However, the applied laser fluence will then
be spectrally “diluted” by a factor of η ≈ 50MHz/Γlaser,
where Γlaser is the bandwidth of the excitation laser. In
order to excite all atoms this should match the Doppler
broadened width of the transition (η = 1/10 000), but in
practice is often limited to ∼100GHz or so (η = 1/2000).
Then, instead of requiring a 300mW/cm2 CW laser, one
would need 600W/cm2, which is much more difficult to
achieve.

It is possible to use a low power laser and a Fabry-Pérot
cavity to achieve high laser-light intensities from a CW
laser (e.g. [227]). This approach is beneficial in precision
spectroscopy, where nonlinear effects present in intense
pulsed lasers must be taken into account [344], and was
in fact used for the most accurate measurement of the
1 3S1 → 2 3S1 transition [107] (see Sect. 3.3). Since they
can be difficult to stabilize and are often incompatible
with other experimental requirements this methodology
is not widely used in Ps research; the only other example
in addition to the precision experiments of Fee et al. [107]
is that of reference [123]. High instantaneous laser intensi-
ties can be produced relatively easily using pulsed lasers.
Dye lasers are well-suited for this purpose [102,104,109],
although other systems have also been used [127,135].
Dye lasers can easily produce hundreds of micro Joules in
pulses a few mm wide and 5 ns in duration. This amounts
to fluences in the MW/cm2 range. In order to take advan-
tage of pulsed lasers in this way, however, one also needs
a pulsed positron beam.

The generation of DC positron beams with currents
of the order of 106 e+s−1 has enabled detailed studies
of positron-surface interactions [65], but does not neces-
sarily facilitate the production of intense pulsed beams
using standard bunching techniques (e.g. [80]). The initial
experiments of Mills and Chu used an ingenious mag-
netic bottle bunching technique [102,345] which was able
to provide ≈10 ns wide positron pulses containing 10’s of
positrons. Later work utilized an intrinsically pulsed beam
derived from a microtron accelerator [346]. This device
produced 16µs wide pulses that were bunched into 10 ns
wide pulses containing 7× 104 positrons.

Similarly, the LLNL experiments mentioned previ-
ously were conducted using a high intensity linac [347].
In the 1980s and 1990s this accelerator (now decom-
missioned) generated the most intense positron beam
in the world, with a reported average current of
3 × 109 positrons/second [347]. In the short-pulse mode
around 106 positrons were produced in 20 ns pulses at
1440Hz. Having been built in the 1960s for neutron
cross-section measurements (to support nuclear weapons

research) the beam dump was located in a heavily shielded
underground cave in which very high levels of radia-
tion could be safely generated. This, and the high power
of the machine, made it ideal for generating intense
positron pulses. Other positron beams have been con-
structed using linacs, but so far none have been able to
match the intensity of the LLNL beam (e.g. [348–350]).
Accelerator-based beams of this type are generally large
and expensive, and are not widely available. Thus, the
LLNL experiments [104,105] remain the only ones in which
the intrinsically pulsed output of a linac was utilized for Ps
excitation experiments with pulsed lasers (although Ps ion
photodetachment has been performed in this way [116]).
A significant breakthrough was the development of the

Surko type buffer gas positron trap [66,67,69] and non-
neutral plasma [351] compression techniques [352–355].
These advances allow a typical DC positron beam gen-
erated from a neon moderator [53] to be turned into a
pulsed beam [345] having characteristics suitable for pro-
ducing Ps that can be addressed by pulsed lasers [356,357].
It was the application of the Surko trap that opened the
door to a new program of Ps-laser interactions starting in
2010 [109], leading to many subsequent experiments, as
indicated in Table 1.

Another development that facilitated Ps-laser experi-
ments was that of single-shot positron annihilation spec-
troscopy (SSPALS). The time [17,248] or energy [17,271,
273,358] distributions of annihilation photons can be used
to detect the production of Ps atoms, but most detection
systems are designed to observe one event at a time [78–
80]. SSPALS is a technique wherein annihilation gamma
radiation is measured in “real time”, so that lifetime spec-
tra can be measured via many photons produced in a
single intense positron pulse. In this way laser-induced
changes in Ps decay rates can be observed. To accom-
plish this many thousands of γ ray photons are recorded
continuously over a time span of around 1µs; ordinary
single-event detection is extremely inefficient compared to
SSPALS when intense positron pulses are used.
Single shot lifetime spectra are characterized using the

delayed fraction parameter fd, which is defined as

fd =

∫ C

B

V (t) dt/

∫ C

A

V (t) dt , (44)

where V (t) is the detector anode voltage. This parame-
ter is proportional to the amount of long-lived Ps present,
but should not be mistaken for the actual Ps fraction [113].
The integration regions defined by A, B and C are selected
according to the type of detector used and the processes
being studied. The values of A and C are largely deter-
mined by the times over which annihilation radiation can
be observed, whereas the choice of B depends on the sys-
tem under study. For fast processes (e.g., photoionization)
one might use B = 3× τ , where τ is the scintillator decay
constant, to ensure that a reasonable fraction of the inte-
grated spectrum is due to Ps decay, and not delayed light
from the prompt peak. For the optimal observation of pro-
cesses that occur on different time scales one would use
different values of B, and the interpretation of fd should
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then be modified; rather than a measure of the amount of
long-lived ground state Ps present, fd would then repre-
sent some arbitrary integration of the lifetime spectra that
happens to be the most sensitive to changes induced in the
spectra by certain events. Such changes are characterized
by the signal parameter Sγ , given by

Sγ = (fbk − fsig)/fbk, (45)

where fbk refers to the background Ps decay rate. This
is the value of fd obtained without the perturbing influ-
ence being studied, and fsig is the value obtained when
it is present. In some experiments (e.g. [125]) a two-step
1 3S → 2 3P → n 3S/n 3D excitation scheme is used. Then
fsig refers to the presence of both lasers, tuned to the rele-
vant frequencies, and fbk refers to the case where the laser
driving the second transition is tuned off resonance. This
can result in some n = 2 atoms decaying via quenching
mechanisms instead of being excited to Rydberg levels,
giving a distorted background signal.

Examples of single shot lifetime spectra are shown in
Figure 7. These data were recorded using two different
detectors: one incorporating lead tungstate (PbWO4) and
one using cerium doped lutetium yttrium oxyorthosilicate
(Lu2(1−x)Y2xSiO5:Ce), abbreviated as PWO and LYSO
respectively. As discussed elsewhere [328], both of these
materials can be used for SSPALS measurements. PWO
is less efficient in terms of light production (a few per-
cent of NaI) [359] and has a decay time of around 10 ns,
which makes it well suited for very high intensity pulses, as
are required for Ps–Ps scattering or Ps2 formation experi-
ments [119,360–362]. LYSO has a high density (8 g cm−3),
a high light output (∼75% of NaI), and a decay time of
≈40 ns. These properties mean that LYSO works well as a
scintillator in positron emission tomography (PET) [363]
cameras. It is also useful in SSPALS; although the decay
time is fairly long compared to the 140 ns Ps lifetime, the
excellent statistics arising from the high light output mean
it can give a signal comparable to those obtained from
PWO. For the detection of long-lived events, however,
(e.g., following the production of Rydberg Ps) the decay
time is less important, and LYSO based detectors can pro-
vide a much improved signal to noise ratio, compared to
PWO [328].

The experiments performed by Ziock and co-workers
described above utilized a pulsed dye laser with a few
hundred µJ/cm2 per pulse and a bandwidth of ≈360GHz
[104,105]. In these experiments a linac was used to produce
≈105 positrons per pulse at a repetition rate of 1440Hz.
These positrons were implanted into a 1000K Cu tar-
get, which emitted thermal Ps atoms with an efficiency of
≈40%. In this work the optical saturation of 1 3S1 → 2 3PJ

transitions [104] and the production of Rydberg Ps was
observed [105].
Despite employing an intense pulsed positron beam, an

efficient source of Ps atoms, and a high-power broadband
pulsed laser, the signal observed in the LLNL experiments
was extremely weak, primarily because of the detection
method used; Ps annihilation was monitored using a sys-
tem designed for TOF measurements that consisted of
a collimated plastic scintillation detector whose field of

Fig. 7. Examples of SSPALS lifetime spectra recorded using
both PWO and LYSO detectors. The dashed lines indicate
regions of integration used to obtain the delayed fraction (fd)
numbers indicated in the panel. SiO2 and Cu refer to the silica
converter target and part of an untreated copper target holder.
The former is expected to generate around 25% positronium,
and the latter only a few percent, illustrating the difference in
the lifetime spectra when Ps is produced. Reprinted from [328]
with permission from Elsevier.

view was offset from the target by about 1 cm so as to
reduce background events from the target [364]. The exci-
tation laser was therefore also separated from the target,
resulting in around 50% of the Ps atoms being lost due to
annihilation in flight. This, along with spreading out of the
Ps, and the total the o-Ps production efficiency (∼60%)
and the excitation efficiency probably resulted in the gen-
eration of a few thousand excited atoms per linac pulse.
However, the TOF detector used was designed to measure
single events, and so only one event could be observed per
linac pulse.
More efficient detection could have been obtained,

either by directly measuring the constituents of Ps atoms
(i.e., electrons or positrons) following ionization, as in
the measurements of Chu and Mills [102], or by using a
technique like SSPALS [365]. For example, a γ-ray detec-
tor with only 20% solid angle coverage and 50% intrinsic
detection efficiency would have recorded on the order of
104 photons per pulse, and a spectrum that took 1 week
to record could have been recorded in minutes. Using a
two-stage Surko trap [366] that produces ≈105 positrons
per pulse at 1Hz it is possible to record high quality Ps
excitation data using SSPALS. The positrons can easily be
compressed in time to a few ns [345], and rotating elec-
tric field techniques can compress the beam width to a
fewmm or less, even if the positron density is not in the
plasma regime [356,367,368]. The application of all these
techniques together opens the door for a wider variety of
positronium-laser experimentation, without the require-
ment of a large and expensive accelerator-based positron
beam.
The following discussion is divided into sections

based on three different processes: namely, single-photon
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13S1 → 23PJ transitions, two-step two-color excitations
to Rydberg states: 1 3S → 2 3P → n 3S/n 3D, and two-
photon 1 3S1 → 2 3S1 transitions. These encompass the
main areas of Ps-laser physics currently being pursued.
Lyman-α (13S1 → 23PJ) transitions are the workhorse
of many experiments since this is the easiest way to get
atoms out of the short-lived ground state. This can be
done in order to perform Doppler spectroscopy, or to look
at level-shifts, to study the effects of external fields on
excited (n = 2 states) or even to produce cold positrons
by photoionization of Ps atoms. It is also the basis for
the Rydberg excitation experiments. Two-photon 1 3S1 →
2 3S1 transitions are rather different as they are in general
best suited for precision experiments. Just as in hydro-
gen, the excited 2 3S1 levels are radiatively metastable,
and thus amenable to precision measurements. Of course,
in the Ps case there is also an annihilation channel, which
significantly broadens the line, but this limit has not yet
been reached experimentally.

3.1 Single photon 1 3S1 → 2 3PJ transitions

In general, the difficulties associated with performing a
single photon 1 3S1 → 2 3PJ excitation of Ps atoms are
primarily associated with (1) not having enough atoms
and (2) the atoms you do have being too hot. The latter
of course results in Doppler broadening, and in prac-
tice limits the overall excitation efficiency one can obtain,
according to the intensity and bandwidth of the available
laser radiation. As mentioned above, the intensity limita-
tions can be solved by using a pulsed positron beam, so
that the Ps production can be temporally matched to the
light output of a pulsed laser. The bandwidth limitations
can be addressed in various ways, such as using dispersive
media in the laser resonator [227] to produce broad-band
laser light. This approach is trivially easy to implement
with a standard dye laser, but results in an incomplete
spectral profile, and thus requires even more power than
the spectral dilution would suggest. Another solution is
simply to use solid-state laser systems that can be made
to be intrinsically broad-band [127,135].

It is now relatively straightforward to produce n = 2
Ps atoms. As discussed in Section 2.2.2, these excited
states are susceptible to the types of electric and magnetic
fields likely to be present in a positron trap environment.
Thus, it is extremely important to properly understand
Stark and Zeeman effects in many experiments. Even in a
two-step excitation process where the atoms are driven to
high-lying states, the effects of external fields on the inter-
mediate states can be detected in the resulting lineshapes.
Moreover, singlet–triplet coupling via the Zeeman effect
can provide a pathway to short lived states, and thereby
provide a loss and/or detection mechanism. Experimen-
tally it is non-trivial to change the magnetic field strength
over a wide range because it is used to guide the positron
beams, and typical coils only produce fields up to a few
hundred G. However, electric fields can be controlled over
a wider range. This is accomplished using electrodes to
define the electric field in the region where Ps atoms are
optically excited, as shown in Figure 8. This arrangement
is well suited for studies of Stark effects in n = 2 Ps.

Fig. 8. (a) Schematic representation of the electrode structure
used to produce n = 2 Ps atoms and (b) calculated electric
potentials in the target region. A pulsed positron beam is
implanted into a silica target which emits Ps atoms between
two electrodes that define the electric field in the excitation
region. The legend in (b) indicates the magnitude and direc-
tion of the electric field in the area between the target and the
grid (indicated by the shaded region), and the flight time for
Ps with a velocity of vz = 105 ms−1 is shown on the top axis.
From reference [130].

3.1.1 Stark and Zeeman effects in n = 2 Ps

Because the radiative and annihilation decay rates of
different Ps levels cover an enormous range (see Sect.
2.1.2 and Tab. 2), the application of external fields can
have a dramatic effect on Ps decay rates [129,130]. Pro-
cesses in which Ps decay rates are increased via singlet–
triplet (Zeeman) mixing are known generally as magnetic
quenching (MQ). MQ can occur via direct mixing ofm = 0
ground states (see Section 2.2.2) as was observed in some
of the first experiments conducted with Ps [21,29,30,309],
or via mixing of excited states. In the latter case Ps may
annihilate directly from the excited state (if it has suffi-
cient 2 1S0 character), or atoms initially in triplet states
may be excited to a Zeeman-mixed state that has both
singlet and triplet components, and subsequently decay
radiatively to the singlet ground state, thereby increasing
the overall decay rate.
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Note that MQ is distinct from other quenching mech-
anisms induced by interactions with external (unpaired)
electrons, even though they too involve spin interactions
[369]. Annihilation can either occur with an external elec-
tron, or the interaction can convert the triplet atom into a
singlet state, which then self-annihilates. There are several
ways this can occur, namely: (1) triplet-singlet conversion
by electron (or positron [288]) exchange (spin exchange
quenching (SEQ) [17,19]), (2) spin conversion via spin-
orbit interactions (spin orbit quenching (SOQ) [370]), (3)
direct annihilation with an external electron of opposite
spin (pick off annihilation (POA) [371]) or, (4) tempo-
rary Ps attachment to a molecule, followed by annihilation
(chemical quenching (CQ) [372]). Here the term mag-
netic quenching will be used only for those cases in which
Zeeman mixing between singlet and triplet Ps states is
induced by an external magnetic field.

The experiments of Ziock and co-workers [104,105]
constitute the first experimental observation of MQ via
n = 2 Ps states. In this work both an applied electric
field and motional Stark effects were present. The data
obtained were not sufficiently accurate to study these
effects in detail, primarily because of the single-event
counting described above. Using single-shot lifetime meth-
ods, however, MQ can be used to detect excited states
without photoionization [109,127,135]. This can some-
times be convenient since it does not require the use of
two synchronized lasers, one of which must usually be very
intense [106]. Moreover, MQ allows state mixing processes
to be studied, since only selected excited states will be
detected, in contrast to photoionization which usually is
not state selective in Ps experiments.

The magnetic field strength needed to mix states
decreases as the levels get closer, and so has an n−3 depen-
dence (see Eq. (5)). Thus, while ≈0.1T fields are required
to significantly mix ground state atoms, fields of the order
of 0.01T will mix n = 2 levels; such fields are typical
of those used to guide positron beams. Electric fields do
not significantly affect ground state atoms (there are no ℓ
states to mix) but they do affect excited states, and both
Stark and Zeeman mixing must be accounted for when
excited states are studied (see Fig. 5).

Figure 9 shows the results of experiments in which a
UV laser (λ = 243.01 nm) was used to excite Ps atoms
in a 13mT magnetic field B with applied parallel elec-
tric fields F with strengths up to ±3 kV cm−1 [129,130]
(see Fig. 8). The signal parameter Sγ (see Eq. (45)) was
measured using SSPALS for different electric fields, and
with different laser polarizations. Sγ is proportional to
the fraction of atoms that are excited by the laser and
are quenched, and in this measurement the analysis used
was such that a positive (negative) Sγ value implies that
Ps lifetimes have been reduced (increased) relative to the
ground state lifetime [357].

The laser light polarization used affects MQ signals
because it determines which n = 2 excited states are
accessible under the selection rules for electric dipole
transitions from the MJ = 0,±1 sublevels of the 1 3S1
state. When the laser radiation is polarized parallel to
the z-axis (Fig. 9a), ∆MJ = 0 transitions to the outer
triplet Stark states dominate when F & 1 kV cm−1 (see
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Fig. 9. Dependence of the Ps annihilation signal Sγ on
the electric field for photoexcitation with the laser radiation
linearly polarized (a) parallel and (b) perpendicular to the
external 13mT magnetic field. Both measured data (symbols)
and the results of Monte Carlo calculations (solid lines) are
shown. From reference [130].

Fig. 5). Because of their combined 2 3S and 2 3P char-
acter, these states may live longer than the 1 3S1 state,
causing Sγ to become negative in the highest electric
fields. For lower fields (i.e., F . 1 kV cm−1) coupling to
singlet–triplet mixed 2P terms allows fluorescence to the
short-lived 1 1S0 state, and hence Sγ is positive. The peaks
at ∼585V cm−1, are due to the almost equal singlet and
triplet character of the mixed Stark states, as highlighted
in Figure 5b. MQ occurs as a combination between excita-
tion via the triplet character of a mixed state, and decay
via the singlet character of that same state. The avoided
crossing (due to the presence of the magnetic field) in an
electric field of ∼585V cm−1, optimizes both of these, giv-
ing approximately 50% triplet and 50% singlet, resulting
in optimal MQ.
When the laser light is polarized perpendicular to the

z-axis, (Fig. 9b), ∆MJ = ±1 transitions are driven. This
results in significant singlet–triplet mixing, an increased
annihilation rate, and thus positive Sγ values. The res-
onance associated with the transition to the optimally
mixed singlet–triplet state at ∼585V cm−1 is also acces-
sible in this case [130], and so the MQ peaks are also
present.
The expected MQ signal was calculated using a Monte-

Carlo model. This took into account all allowed decay
pathways, namely; fluorescence to 1 3S1 or to the 1 1S0
levels, and annihilation from n = 2 due to mixing with
2 3S1 or 2 1S0 levels. These pathways were sampled using
Monte Carlo methods, and all annihilation events used
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to produce simulated decay curves. A peak was added
at t = 0 so as to generate the experimentally measured
values of fd (see Eq. (44)). These spectra were convoluted
with the detector time response, and then used to generate
simulated Sγ values, which are shown in Figure 9. Note
that these data have not been scaled. The quantitative
agreement with the experimental data indicate that gen-
eral physical mechanisms behind the MQ curves have been
correctly identified. The qualitative difference probably
means that there are additional mechanisms that have not
been included, such as optical pumping effects that alter
the different state populations. Whatever their source, the
existence of these effects turns out to be serendipitous as
it significantly increases the MQ signal, particularly for
the ∆MJ = ±1 transitions.

By producing Stark mixed n = 2 states it is possible to
generate 2 3S1 levels using single photon excitation [139].
This is possible because excitation in a strong electric field
with the appropriate laser polarization can result in the
population of mixed states with significant 2 3S1 character
(see Fig. 5). If the electric field in which these states are
produced is turned off at a rate comparable to the decay
rate of the mixed states then it is possible for these states
to adiabatically evolve into pure 2 3S1 levels. The main
difficulty in performing such an experiment lies in con-
trolling the electric fields on the appropriate time scale.
This can be done using solid-state high-voltage switches,
but one must still pay attention to the time dependences
of applied voltages and the resulting electric fields, which
may not be changing in a fully controllable manner, and
therefore should be checked with additional diagnostics
[139].
Figure 10 shows TOF data recorded in different elec-

tric fields under conditions in which mixed states with a
significant 2 3S1 component would be present [139]. When
the indicated excitation electric fields were switched off
the presence of a longer-lived component indicated that
some atoms were left in pure 2 3S1 states, which have a
lifetime of 1.1µs, due to annihilation (see Tab. 2). These
TOF data were recorded by a gamma-ray detector located
≈30 cm away from the Ps production target, and which
is therefore unable to detect ground state atoms. The
increased yield when the field is turned off (i.e., for the case
E = E(t)) clearly demonstrates 2 3S1 production. How-
ever, the production efficiency of 0.3% observed in this
experiment was considerably lower than the expected 2%,
primarily because of the field switching times. Possible
improvements could be obtained by producing a spatially
varying field that atoms fly through so as to lower the field
they experience as quickly as possible while remaining in
the adiabatic regime.

Zeeman mixing in the n = 2 manifold can also facilitate
an optical measurement of the Ps hyperfine interval by
making it possible to excite atoms from the triplet ground
state to n = 2 mixed states via a single photon transition,
and then optically driving them to the singlet ground state
with the same laser [121]. This process is clearly forbid-
den by electric dipole selection rules, and can occur only
via Zeeman-mixed states. The measurement is in fact a
type of saturation spectroscopy (SS) [343,373], which is
a well-known technique used for performing sub-Doppler

Fig. 10. Background subtracted TOF spectra recorded with
lasers tuned to excite n = 2 states in combined electric and
magnetic fields. Data were recorded in different excitation
electric fields, which are indicated in each panel. When the
fields are switched off (square symbols) an excess of delayed
counts are observed, due to the production of long-lived 2 3S1

atoms. This signal is not observed if the excitation fields are
maintained (circles). From reference [139].

measurements of (single-photon) transitions. Ordinarily
SS employs an intense pump beam that saturates the tran-
sition being studied, and a weaker counter-propagating
probe beam (often derived from the pump beam) that
samples the gas without perturbing it, although there are
numerous variants of the technique [227]. For narrow laser
bandwidths, both the pump and probe beams address
zero velocity atoms on resonance, whereas off resonance
they address different atoms due to their opposite Doppler
shifts. Thus, on resonance the probe beam observes fewer
atoms (because they are already in excited states) and the
lineshape will exhibit a local minimum, known as a Lamb
dip [374,375].

In order to perform SS with positronium the low num-
ber of atoms means that it is not feasible to measure the
attenuation of a probe laser. However, one can use the Ps
annihilation gamma radiation as a probe if excited states
have an increased decay rate, which will be the case if
MQ occurs (or if an ionizing laser is present). Then both
counter-propagating laser beams are effectively intense
pump beams and, just as in standard SS measurements,
the signal on resonance will be depleted as both laser

https://epjd.epj.org/


Page 22 of 72 Eur. Phys. J. D (2018) 72: 53

242.95 243.00 243.05 243.10

3

4

5

6

243.00 243.01 243.02 243.03

4

5

(a)

B = 0.16T UV only

E = 40 µJ

(b)

S
γ
(%
)

λ (nm)

λ
C

λ
L

Fig. 11. Saturated spectroscopy measurement of the Ps hyper-
fine interval. The top panel (a) shows a section of the lineshape
with the Lamb dip and crossover peaks. The solid line is
a multi-Gaussian fit and the dotted line shows the compo-
nent of that fit representing only the 1 3S1 → 2 3PJ transition.
The lower panel (b) is an expanded version of (a) indicating
the calculated positions of the Lamb dip and hyperfine cross-
over peak, with (solid vertical) and without (dotted vertical)
including Ps recoil. From [121].

beams address the same atoms. The results of such a mea-
surement are shown in Figure 11. In this experiment a
0.16T magnetic field was present, ensuring a strong MQ
signal even with zero applied electric field (see Fig. 9).
Figure 11 shows the central region of a 1 3S1 → 2 3PJ

scan, and a Lamb dip is clearly visible at the resonance
frequency, λ0 = 243.021 nm. The width of this peak is
largely determined by the width of the excitation lasers,
although the present case also exhibits considerable power
broadening, despite the relatively low laser pulse energy
of 40µJ.

A Lamb dip measurement alone cannot yield the hyper-
fine interval, νHFS, as it depends only on the 1 3S1 → 2 3PJ

transition frequency. It is also necessary to measure a
cross-over peak [227]. These arise if transitions take place
to (or from) states with two common levels that are
within the Doppler profile of the laser. Then, if the laser
wavelength is tuned to be exactly half way between the
two neighboring peaks, some atoms may be red-shifted
into resonance with one laser beam (and excited), and
be blue-shifted into resonance with the laser traveling
in the opposite direction, allowing stimulated emission
to take place. In the present measurement the overlap-
ping levels are the triplet and singlet ground states, which
are coupled via Zeeman mixed excited states [121]. The
cross-over peak is visible in Figure 11, at wavelength
λc = 243.003 nm (i.e., approximately 100GHz away from
the Lamb dip). There is more than one accessible mixed
excited state, but in this measurement they cannot be
resolved. The power-broadening of the Lamb dip can be
clearly seen in this figure; it is roughly half as wide as
the shift of the cross-over peak; i.e., it is close to 50GHz
wide, despite the fact that the laser bandwidth used was

approximately 15GHz [121]. Energy and momentum con-
siderations indicate that the frequencies of the Lamb dip
νL and the crossover peak νC will be given by

νL = νX(1 +R/2) (46)

νC = (νX + νHFS/2)(1−R/2), (47)

where νX is the frequency of the transition from the triplet
ground state to the Zeeman mixed n = 2 level, and R =
hνX/2mec

2. This latter term is necessary because even
at low-levels of precision Ps recoil has to be taken into
account. Figure 11b shows the expected positions for the
Lamb dip and cross-over peaks, with and without recoil
effects. One can use measurements of νL and νC to obtain
νHFS since

νHFS = 2(νC − νL) + (νC + νL)R. (48)

The hyperfine interval measurement yields νHFS = 198.4±
4.2GHz [121]: this few percent precision is limited primar-
ily by low statistics, hot Ps, and the relatively broad laser
bandwidth. The possibility of improving this measurement
so that it becomes competitive with the precision (ppm)
microwave measurements [81,313,322,376,377] has been
discussed in reference [119]. In principle ppm level mea-
surements are thought to be possible with many months
of data collection, but only by implementing several very
significant improvements, including utilizing a much more
intense positron source. It is questionable, therefore, if
this exact methodology would be worth pursuing; alter-
native optical schemes (e.g., Raman spectroscopy [227])
may prove to be more efficacious.
Another alternative method used to measure the Ps

hyperfine interval is via quantum beats in the oscillation of
annihilation radiation due to interference between singlet
and triplet ground states. This effect has been observed by
Baryshevsky and co-workers [378,379], and various other
researchers [380–383]. However, this technique is unlikely
to be competitive with microwave spectroscopy because it
is necessary to know the magnetic field with extremely
high precision. However, since Ehfs can be accurately
calculated, the methodology can be used to produce a
magnetometer.
In very strong magnetic fields (i.e., in the Paschen-Back

regime [227]) MQ is suppressed, since in this case Zeeman
shifts can be sufficiently large to inhibit mixing between
singlet and triplet levels. Measurements of this effect [117]
are shown in Figure 12. These data show the quenching
of ground state Ps when no lasers are present (see Sect.
2.2.2) and quenching of excited states in lower fields. How-
ever, when the field is increased the n = 2 quenching curve
approaches that measured with no laser, because excita-
tion can no longer affect the Ps lifetime in an observable
way. For comparison data is also recorded with 532 nm
ionizing laser light present, verifying that excited states
are still being produced. These data show that it may be
possible to perform Ps laser cooling in a strong magnetic
field. As described in Section 5.4, Ps laser cooling experi-
ments [384] using the 1 3S1 → 2 3PJ transition have been
proposed. For cooling to occur there must be spontaneous
emission, which means that in principle atoms can be lost
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Fig. 12. Suppression of magnetic quenching in a strong mag-
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laser) is based on equation (31). Here a reduction in the delayed
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ionization of n = 2 excited states is essentially unaffected by
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approaches the ground state curve as MQ is suppressed in the
increasing field. From [117].

via MQ effects. However, this can be completely avoided
if no magnetic field is present, or if a very strong (≈3T)
magnetic field is applied. Conversely, in intermediate mag-
netic fields, if the laser polarization and electric field are
appropriately selected, mixing between singlet and triplet
levels may be inhibited, and laser cooling would then, in
principle, again be possible (see Sect. 5.4 for a discussion
regarding the likely efficacy Ps laser cooling).

3.1.2 Doppler and time-of-flight spectroscopy

As discussed previously, single-photon laser excitation of
Ps is made more difficult by the very large Doppler broad-
ening that attends the fast Ps produced by essentially
all useful Ps sources. This does mean, however, that it
is relatively easy to measure Ps energies via the Doppler-
broadened width of 1 3S1 → 2 3PJ transitions. This can
be done in different geometries to obtain the Ps energies
perpendicular or parallel to the surface of Ps converters
[109,113]. Such measurements can be used, with appropri-
ate additional parameters, such as laser delays, to obtain
Ps thermalization and emission rates [110]. An example
of Ps Doppler profiles measured using a mesoporous sil-
ica film converter is shown in Figure 13 [109]. These data
show Ps cooling as the positron beam energy is increased,
an effect also observed using TOF methods [247].
Measurements of Ps cooling rates in mesoporous thin

films, aerogels, and various powders has previously been
accomplished via measurements of annihilation radiation,
using either Doppler broadening or angular correlation
methods [65]. Angular Correlation of Annihilation Radi-
ation (ACAR) is a technique that uses the angle between
the photons emitted in a two-photon decay to determine
the momentum of the annihilating electron–positron pair
with very high resolution (e.g. [385]). This is achieved by
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Fig. 13. 1 3S1 → 2 3PJ resonances measured for Ps produced
from a mesoporous silica film with different incident positron
beam implantation energies, as indicated in the panels. The
data are shown in terms of the laser detuning from the mea-
sured resonance wavelength (≈243.02 nm). The positron beam
energy-dependent linewidths occur because the resultant Ps
energy depends on the positron beam implantation energy.
From reference [109].

using position-sensitive gamma-ray detectors (known as
Anger cameras, after their inventor, Hal Anger [386]) that
are located far away (many meters) from the annihilation
events to achieve a high angular resolution. This comes
at the cost of the solid angle, however, and the count
rates in such measurements are therefore invariably low
[387]. In order to obtain cooling rates using this technique,
the ACAR data must be time selected (TSACAR), which
further reduces the data acquisition rate [239,294,388].

Ps energies can also be measured using two-photon
annihilation radiation via Doppler Broadening Spec-
troscopy (DBS) of the 511 keV photopeak. This technique
is limited by the energy resolution of γ-ray detectors,
which for high purity Ge (HPGe) detectors, the current
state-of-the-art, is typically a few % at 511 keV. This cor-
responds directly to Ps energies of a few eV. However, the
intrinsic energy resolution of the technique is much bet-
ter than this; it is possible to deconvolve the annihilation
radiation spectra and infer Ps energies on the meV scale,
in much the same way as one might split an atomic reso-
nance lineshape (e.g. [389]). As with ACAR, cooling rates
may be obtained from DBS measurements if the data are
time-selected [390,391], a technique sometimes referred to
as Age-Momentum Correlation, or AMOC [80,392,393].
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Fig. 14. Laser enhanced Ps time of flight spectroscopy. The
parameter W is a measure of the total count rate, as mea-
sured via appropriate integration of SSPALS spectra. The TOF
profiles were recorded with the excitation laser centered at
different longitudinal distances from the Ps source, and at dif-
ferent positron beam implantation energies, as indicated in the
figure. From reference [126].

A recent advance in this area takes advantage of the fact
that, during o-Ps-Xe collisions, a spin conversion process
can occur via spin-orbit interactions, resulting in a two-
photon decay [370,394]. This interaction occurs via p-wave
scattering and is therefore highly energy dependent, which
means that measurements of the two-photon annihilation
rate can be used to measure the Ps energy as a function
of time with high sensitivity [395,396].

Both ACAR and DBS (and variants thereof) require
two-photon decays, since three-photon annihilation pho-
tons have a distribution of energies and emission angles
(see Sect. 2.1.2). These methods therefore only work in
situations where Ps atoms can decay via two photons. For
measurements made in strong magnetic fields o-Ps cooling
rates can be obtained from two-photon decays since the
m = 0 triplets will mix with m = 0 singlets and have some
probability of decaying into two photons (see Sect. 2.2.2).

TOF methods can be used to measure the longitudinal
energy of free Ps atoms in vacuum [52,163,237,238,257].
The standard way of performing such measurements is
to use highly collimated γ-ray detectors that can observe
spontaneous Ps decays with high spatial resolution at a
known longitudinal distance from the Ps source. By mea-
suring the Ps decay rate as a function of distance from
the source TOF spectra may be generated. Since Ps vac-
uum decay rates are well-known, such data can be used to

determine the Ps velocity, and hence energy, distribution
along the direction of travel. This is useful in studies of Ps
formation as well as materials science experiments, since
Ps emission profiles may contain information about the
electronic structure of the surface from which the atoms
are emitted [234] (see also Sect. 3.2).

One limitation of this technique is that only those Ps
atoms that happen to decay in the field of view of the
detector(s) can contribute to the signal. Thus, even if
multiple detectors are employed, count rates are low and
the Ps atoms are not used efficiently. This problem can
be avoided by using lasers to excite Ps atoms at any
desired location, and with arbitrarily high spatial reso-
lution. Excited atoms may then be photo-ionized, or may
decay via MQ, and the γ-ray detectors arranged to have
maximal solid angle coverage for all space, significantly
increasing the available signal [126]. Examples of TOF
spectra obtained in this way are shown in Figure 14.
These data were recorded using a Ps converter similar
to that used to obtain the Doppler profiles of Figure 13.
In both cases the same positron beam energy dependent
Ps energies are evident; the Doppler and TOF spectra
measure the (correlated) transverse and longitudinal Ps
energies, respectively [126]. For laser enhanced TOF mea-
surements one must take into account the fact that the
laser excitation imposes some velocity selection, and the
full Ps distribution is not sampled unless one also scans
the excitation laser wavelength. The≈100GHz bandwidth
typically employed to drive 1 3S1 → 2 3PJ transitions cor-
responds to a velocity spread of only 0.4meV (along the
direction of the laser beam).

3.1.3 Spectroscopy of confined Ps

As discussed in Section 2.2.1, mesoporous silica films can
be used to produce Ps atoms, and also to facilitate Ps–
Ps interactions. These useful properties are partly due to
the dynamics of Ps in such structures, which are therefore
interesting areas of study. The effects of confinement on
atoms have long been studied as they are relevant to many
physical systems, such as many-body physics of atoms
in clusters, the behavior of atoms in high pressure envi-
ronments, and physically confined atoms in buckyballs or
other hard-wall potentials [397–402]. Ps is a unique sys-
tem for such studies [403]: spectroscopy of “normal” atoms
can be used (e.g. [404,405]), but Ps has some advantages,
namely: (1) the atoms can be produced inside isolated
voids following positron bombardment, (2) Ps annihila-
tion radiation can be used as a signal and is easily detected
outside the material being studied, and (3) Ps atoms are
light, and so may have a de Broglie wavelength compara-
ble to the internal spaces being investigated. This leads
to stronger interactions with the walls, and may therefore
be more useful for studying the dynamics of interactions
with the confining surfaces.
When Ps de Broglie wavelengths become comparable to

the length scale of a confining structure, movement within
that structure will be determined by tunneling, and be
much slower [290]. The modified Ps dynamics resulting
from such quantum confinement [290] can be advan-
tageous in studies of Ps–Ps interactions [287,288,362]
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Fig. 15. Observed shift and narrowing of the 13S1–2
3PJ tran-

sition inside a mesoporous network. Ps excitation was driven
in vacuum (a) and inside the pore structure (b) by direct-
ing lasers into the target. The red and blue-shifted peaks are
attributed to Ps atoms in vacuum moving towards the laser,
and the effects of confinement, respectively. Time delayed line-
shapes of this type can be used to determine the time taken
for Ps to be emitted into vacuum. From reference [115].

because it restricts the available volume that can be sam-
pled, increasing the effective Ps density. Ps created in
mesoporous voids with a high enough density to allow Ps–
Ps interactions to occur [287] can reveal information about
the confining medium via changes in the Ps–Ps interaction
rate. The effects of confinement on single atoms, however,
can be studied via laser spectroscopy. In particular, 13S1–
23PJ transitions can be observed in Ps atoms that are
confined in mesoporous voids. The confinement leads to a
shift of the Ps resonance frequency that is related to the
pore size, as well as interactions with internal surfaces.
Confinement also means that the Ps atom velocities may
be zero (on average) on the time scale of a Rabi oscillation.
For example, thermal Ps in a 5 nm void will have a bounce
frequency of more than 1012 Hz. As a result we would
expect to see a significant narrowing of the linewidth [406].
A shift and narrowing of the 13S1–2

3PJ transition have
been observed in experiments using mesoporous samples
with pore diameters of≈5 nm [115], as shown in Figure 15.
These experiments were performed by directing a laser
either parallel to a mesoporous silica film surface, or into
the film when it was rotated by 45◦ relative to the positron
beam axis. In the former case the usual Ps vacuum reso-
nance line was observed. In the latter case two peaks were
observed; one red-shifted peak was attributed the excita-
tion of vacuum Ps moving on average towards the laser
beam. A second, blue-shifted, peak was also observed,
which was attributed to Ps excited while still in the porous
structure. This shift arises from the effect of confinement
on the excited state Ps energy levels: in effect squeezing
the atom increases the 13S1–2

3PJ energy interval [403].
The cavity Ps did exhibit some degree of line narrow-

ing, in that the inferred linewidth was narrower than the
vacuum Ps lineshape, and would represent sub-thermal

Ps if it were due to Doppler broadening. However, Dicke
line narrowing would be expected to produce significantly
narrower linewidths. The confined Ps also exhibited a
significant shift, generally consistent with expectations
[115,403]. However, because the pore structure comprises
many interconnected voids, there is likely no single-
valued shift. One interpretation of the observed data
is then that it actually consists of many line-narrowed
peaks, all shifted by different amounts, resulting in an
approximately Gaussian lineshape with a width that is
representative of the effective distribution of pore sizes
and the geometry of the interconnects.
The cavity shift is non-trivial to calculate [403,407],

even for an idealized material. Assuming hard-wall poten-
tials we can, however, make an order of magnitude
estimate simply by considering the size of the ground
and excited state atoms. The confinement energy E0 of
Ps in an infinite spherical potential is (see Eq. (23))
750meV/a2, where a is the cavity diameter in nm. Thus,
in 5 nm pores E0 ≈ 30meV. If we assume that the ground
and excited state Ps atoms have radii of 1 and 4 a0 respec-
tively and we take the effective reduction of the cavity
size to be the increased size of the excited state, we find
an energy shift of ≈4meV [115]. A detailed analysis of
confined Ps has been made by Brown and co-workers who
find an energy shift given by

∆E ≈ π2

2R3
(ρ2P − ρ1s) (49)

where ρ1S and ρ2P are the static radii of the 1S and
2P states respectively, and atomic units are used. These
authors find ρ1S = 1.65 a0 and ρ2P = 5.35 a0. Using R =
50 a0 they also obtain an energy shift of≈4meV; both esti-
mates disagree with the measured shift of 1.3meV [115].
This may be related to the specific properties of the target
used. The assumption of a 5 nm pore size cannot be accu-
rate since the pores are all interconnected, and there must
therefore exist a continuum of different mean free paths
experienced by the Ps. Brown and co-workers [403] spec-
ulate that this disagreement may imply that the radius
of confined n = 2 Ps is not much larger than that of
the ground state atoms, owing to the nature of Ps–wall
interactions.
Preliminary experiments designed to study confined Ps

have been carried out at UCL using porous films similar
to those described above, but made with lower porosity
and larger pores [408]. These films have been shown to
produce Ps with low efficiency [284], and with very little
escaping into vacuum below a porosity threshold of ≈60%.
Figure 16 shows data obtained using a sample with poros-
ity P = 40% and a pore size of 32 nm. For this porosity we
expect Ps to be localized inside the material [284], where
it may be probed with lasers for as long as it lives, as
shown in Figure 16b.

The lifetime of confined Ps can be obtained directly
from the SSPALS spectra, or from the time dependence
of the laser excitation signal. In the former case the life-
time spectra must be deconvoluted from the an instrument
response function, which can be measured under condi-
tions when no Ps is generated [287]. The dashed line in
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Fig. 16. Lifetime spectra measured with a large diameter (32 nm) isolated pore sample showing (a) a spectrum and fit (see
text) with no laser, (b) spectra with the UV laser fired at 10 ns intervals and (c) the background subtracted data from (b). The
time dependence of the excess annihilation peaks are shown in the inset to (c) along with a fit.

Figure 16a shows a fit obtained in this way. The laser
excitation signal is proportional to the number of atoms
remaining and can therefore be used to generate a lifetime
spectrum, as indicated in Figure 16c. Both methods yield
lifetimes of ≈ 90 ns.
Although it is interesting to observe confined Ps, for

such large pores we would expect a cavity shift roughly
(5/32)3 smaller than that of the 5 nm samples [403]. This
would correspond to a wavelength shift of 0.00025 nm,
which would not be observable in our experiments. This
laser induced signal in Figure 16b was obtained with-
out using an ionizing laser, and under conditions where
MQ (see Sect. 3.1.1) is negligible. However, excitation of
the 13S1–2

3PJ transition led to immediate annihilation,
as is evident from the data. This is in contrast to pre-
vious measurements of confined Ps [115]. Furthermore, a
very broad excitation lineshape was observed, as shown in
Figure 17. The underlying cause of this extreme broaden-
ing is not yet understood: one possibility is that isolated
pores may contain contaminants that are removed from
internal voids connected to the vacuum, and which may
lead to chemical quenching [369]. The ground state life-
times in the pores should be close to the vacuum lifetime

[248,409], which implies that there is a weaker quenching
effect affecting ground state atoms, and a much stronger
one affecting excited state atoms. If this sort of contami-
nation is common to isolated pore structures then it could
have implications for porosimitry and laser cooling experi-
ments. In the former case, ground state lifetimes cannot be
reliably predicted by Tao-Eldrup style models [410]. In the
latter case, even if slightly reduced ground state lifetimes
are acceptable, laser excitation will result in immediate Ps
annihilation, and thus laser cooling would not be possible.

3.2 Excitation of Rydberg states

The term “Rydberg atom” refers to an atom in an excited
state with a high principal quantum number n [175]. What
constitutes “high” is a matter of perspective. All atoms
and molecules exhibit some version of the basic Bohr
energy level structure (see Eq. (1)) and therefore possess
Rydberg states. Positronium is no exception to this, and
in fact might be considered to be the purest Rydberg sys-
tem there is, since it is hydrogenic and composed only of
leptons, which are thought to be point particles with no
internal structure.
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Fig. 17. 13S1–2
3PJ excitation lineshapes measured for vacuum and confined Ps. The very broad linewidth observed for confined

Ps is thought to be due to Ps interactions with (unidentified) chemical contaminants in the isolated pores.

Table 4. The n-dependence of some properties of Rydberg atoms, with examples shown for the 30d state of Ps, H
and He. The state separation is calculated for 30d → 31d. The orbital radius is defined here as the expectation value
〈r〉 = 1

2 (3n
2
eff − l(l + 1)), where neff includes the appropriate quantum defect and in the Ps case there is an extra

factor of 2. The electric dipole moment-to-mass ratios are calculated for the outermost state of the n = 30, m = 2
Stark manifold. The stated radiative lifetime n-dependence applies only to low ℓ states: for circular states the scaling
is closer to n5 (see Fig. 2). From reference [411].

n-scaling Ps H He

Binding energy (meV) n−2 −7.56 −15.11 −15.12
State separation (meV) n−3 0.48 0.96 0.96
Orbital radius (a0) n2 2694 1347 1347
Radiative lifetime (µs) n3 28.4 14.2 14.2
Dipole moment/mass (ea0/amu) n2 2.2 ×106 1206 304

Rydberg atoms and molecules in general have exagger-
ated properties compared to their ground state counter-
parts: they may have larger dipole moments, are more
polarizable, live longer, and so on. The reduced mass of
Ps is exactly me/2 (exact to the extent that electrons and
positrons have the same mass), whereas the reduced mass
of H is 0.9995me. As a result, many of the properties of
Rydberg Ps atoms are (almost) a factor of two different
from those of the corresponding states in hydrogen; for
example, florescence lifetimes in Ps are twice as long as
those of H [148]. Some of the properties of n = 30 Rydberg
states of Ps, H and He are compared in Table 4. Note
that while many Ps Rydberg properties do indeed scale
from those of H by a factor of ≈2, the dipole moment
to mass ratio depends also on the electron/proton mass
ratio, meaning that Ps should be very easy to control using
Stark deceleration methods (see also [412]).
As discussed in Section 3.1, the optical excitation of

Ps Rydberg atoms was first accomplished by Ziock and
co-workers in 1991 [105] using the two-color two-step
excitation process 1 3S → 2 3P → n 3S/n 3D. It is also pos-
sible to produce Rydberg Ps atoms by positron collisions
with certain untreated metallic surfaces [413–415]. How-
ever, there is no way to control this process, which is in

any case extremely inefficient. Another demonstrated way
to produce Rydberg Ps is through a charge exchange pro-
cess in which Rydberg Cs atoms interact with trapped
positrons to produce Rydberg Ps. This method was used
to make antihydrogen [416,417] via the subsequent inter-
action of Rydberg Ps with trapped antiprotons. This
process is expected to have a very large cross section [418]
that scales with n4, although this scaling may be sup-
pressed for n ≥ 4 [419]. The initial Cs atom state can
be precisely controlled with cw excitation lasers, allow-
ing full control over the subsequent Ps and antihydrogen
formation mechanisms. In addition to its utility in anti-
hydrogen production, this method may also be useful for
studies of Rydberg Ps itself. It has the advantage that
atoms can be produced in a cw mode, which could be
useful for spectroscopic measurements (see Sect. 5.2).
It is in principal possible to excite Ps directly from

the ground state to a Rydberg level using a Doppler-free
two-photon transition. Attempts to do so at UCL have
been unsuccessful, primarily because a narrow-band laser
is required so that the laser power is not wasted (much
as with the two-photon 1 3S1 → 2 3S1 case, see Sect. 3.3).
However, test experiments using Rydberg He atoms, for
which the transition strength is expected to be similar to
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that of Ps excitation, have indicated that this approach is
feasible [420].

Pulsed positron beams enable direct Ps excitation using
the 1 3S → 2 3P → n 3S/n 3D excitation scheme previously
demonstrated [105]. However, pure S or D states are not
generally produced in experiments; hydrogenic atoms in
states with the same n but different ℓ values are degen-
erate unless external fields are present, and electric and
magnetic fields are invariably present in Ps experiments
(especially if traps are used). Even very small fields can
lead to complete ℓ mixing within an n manifold [176]. For
example, the motional electric fields experienced by Ps
moving in the Earth’s magnetic field is sufficient to mix
all ℓ states (e.g. [132]). Thus, while light fields do couple
ground state atoms to S and D states according to elec-
tric dipole selection rules, the final states produced will
usually be ℓ-mixed Stark states.

Recent experiments carried out at UCL use a two-stage
surko trap to produce pulses containing ≈105 positrons,
compressed to a time with ∆t ≈ 4 ns [357]. These are
implanted into a mesoporous silica film [284] in order to
generate a dilute Ps gas in vacuum. The Ps atoms are
optically excited in the same way as in the production
of n = 2 states, but with the addition of a second laser.
As in previous work an ultra-violet (UV) laser (≈500µJ,
∆ν = 85GHz, λ = 243.0 nm) drives 1 3S → 2 3P tran-
sitions. For Rydberg production an infra-red (IR) laser
(≈8mJ, ∆ν = 5GHz, λ ≈ 750 nm) is used to drive 2 3P →
n 3S/n 3D transitions. This excitation process couples the
ground state atoms to the S or D character of excited
Stark states, whose azimuthal quantum number can be
controlled via the UV and IR laser light polarizations
[125,129].
The experimental requirements necessary to produce

Rydberg Ps atoms using optical methods are essentially
the same as those required to produce any excited states.
The efficiency with which Ps atoms can be transferred
from n = 2 to Rydberg levels has been observed ot be
very high (≥90%) [118]. This was attributed to mixing
of the Rydberg levels that inhibits stimulated emission
back to n = 2, thereby locking the atoms in the excited
states. The precise mechanism has not been unambigu-
ously identified, but subsequent measurements seem also
to occur with high efficiency [125]. Since the 2012 demon-
stration [118] several groups have now produced Rydberg
Ps (see Tab. 1) using essentially the same methods (in one
case [135] using n = 3 as the intermediate step, for some
reason).

The SSPALS technique described in Section 3.1 can
also be used to study Rydberg Ps atoms [118,125,135].
In this case, however, the detector timing requirements
are far less stringent; instead of events happening on the
142 ns time-scale of the 1 3S1 lifetime (or faster), long-lived
Rydbergs decay on much longer time scales. Rydberg Ps
atoms can be detected either following radiative decay and
subsequent annihilation, or after collisions with material
objects in the vacuum system. An example of single-shot
lifetime spectra recorded with n = 8 Ps atoms is shown in
Figure 18. In this case the Ps is detected following both
fluorescence decay and annihilation (the radiative life-
time is approximately 1µs), and chamber wall collisions

Fig. 18. Example of n = 8 Rydberg Ps lifetime spectra
recorded using a LYSO detector with and without IR laser
light present. The difference between the laser on and off curves
of (a) are shown in (b). The vertical lines at 100 and 500 ns
indicate the approximate times of Ps annihilations occurring
following collisions with the grid electrode and the chamber
walls, respectively. The data comprise 29 000 pairs of shots
and were acquired in 17 h. From reference [139].

≈500 ns after excitation. For long-lived atoms the PWO
detectors originally developed for studying high-intensity
Ps pulses with short time scales [359] are less efficacious
than slower, but brighter LYSO-based detectors [328].

An example of the excitation of Rydberg levels ranging
from n = 9 to the ionization limit is shown in Figure 19.
For these data the parameter Sγ was measured using life-
time spectra similar to those shown in Figure 18. The
falling background level at the longest wavelengths is due
to amplified spontaneous emission (ASE) [227] occurring
in the IR dye laser, as the wavelength is near the edge of
the gain curve for the dye used (Styryl-8). The reversal
of the amplitude of the signal is due to field ionization
of the higher n states as they pass through the electrode
structure used to define the electric field in the target
region. States above n = 28 are not resolved due to the
laser bandwidth and Doppler broadening.
The data shown in Figure 19 were recorded in an

experimental configuration very similar to that shown in
Figure 8, with a slightly different spacing between the
electrodes. Here Ps atoms take roughly 100 ns to reach
the grid electrode, as can be seen in Figure 18. After the
Rydberg atoms pass through the grid they will experience
an electric field (see Fig. 8b) and may therefore be field
ionized at a rate that depends on their state and the field
present (see Fig. 6). Lifetime spectra are analyzed using
appropriate time windows to generate the parameter Sγ
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Fig. 19. Measured Ps Rydberg-Stark state lifetimes recorded
with a PWO detector. The falling background signal at low
n is due to amplified spontaneous emission (ASE) in the IR
dye laser, and the reversal of the signal sign is due to the field
ionization of atoms with n ≥ 17 upon leaving the zero-field
interaction region. The vertical dashed line indicates the Ps
ionization threshold. From reference [125].

(see Eq. (45)). The time windows are optimized for a cer-
tain process, such as decays at later times. If Ps decay
occurs at early times the sign of Sγ may then change, as
is the case in Figure 19; in general when using SSPALS
to observe specific events one adjusts the time windows
accordingly (see Eq. (44)). For measurements that encom-
pass different time regions one must take care to analyze
the data in the correct way so as to optimize the desired
signal. In this particular case the shift from late to early
decays was sufficiently far from the edges of the time-
windows used to generate a near-optimal signal in both
cases (albeit reversed in sign) but this will not be true in
general.

It can be seen that the n = 17 line in Figure 19 is split,
with some parts giving a positive Sγ signal and others a
negative Sγ signal. This indicates that some of the Stark
states decay late, while others decay early. Thus we can
interpret the split line as a cutoff in transmission through
the grid electrode, with those atoms not transmitted anni-
hilating. Since the outermost Stark states (i.e., those with
negative Stark shifts) ionize in weaker electric fields than
states with positive Stark shifts (see Fig. 6), the cut-off
in transmission through the grid occurs first for the those
components. This mechanism was studied in more detail
for the n = 18 line (since it is then easier to vary the fields
and control the Stark state transmission). The results are
shown in Figure 20. These data were recorded with a con-
stant electric field of 63V cm−1 applied to the excitation
region, and fields ranging from 1397 to 1985V cm−1 in the
region after the grid. For weaker electric fields, the short
wavelength components of the n = 18 spectral feature
are transmitted through the grid (negative Sγ parame-
ter) while only the outermost components at the long
wavelength edge are not transmitted. This indicates that
Rydberg Stark states are polarized by the electric field
in the excitation region, resulting in a partial splitting of
states with positive and negative Stark shifts, and that
these states then evolve adiabatically while passing from
the excitation region through the grid. One can, there-
fore, filter Stark states with electric fields, even if it is not
possible to spectrally resolve them.

Fig. 20. Transitions to n = 18 in a 63V cm−1 electric field in
the excitation region and fields outside the grid as indicated.
The vertical line shows the position of the field free peak. Pos-
itive S values indicate atoms in Stark states that cannot pass
beyond the grid due to field ionization. From reference [125].

For each value of n, the ionization field for the out-
ermost Stark state with a negative Stark shift in Ps
is approximately equal to the classical ionization field
[175] Fion = 2RPshc/eaPs9n

4, where RPs = 0.5R∞ is
the Rydberg constant for Ps, and aPs = 2a0 = 1.058 ×
10−10 m is the Ps Bohr radius. This suggests an ionization
field of 1360V cm−1 for n = 18, close to that observed for
the transmission of the corresponding states in Figure 20.
On the other hand, the outermost Stark states with posi-
tive Stark shifts ionize at approximately 2Fion, indicating
that a field of 2721V cm−1 should be required to com-
pletely inhibit transmission through the grid for all states
with n = 18. In fact a lower field seems to accomplish this,
which may be because the actual ionization rates have to
be taken into account and included in the SSPALS time
window analysis in order to properly explain the data.
Another possibility is that the tunnel ionization rates in Ps
are actually different from the equivalent (scaled) hydro-
gen rates because the physical mechanism is not fully
analogous; work is ongoing to check this.
There are several experimental reasons why it might

be desirable to produce Rydberg Ps, which are mostly
connected to two of their properties, namely: (1) they
live much longer than ground state atoms, because exci-
tation effectively turns off the annihilation process and
(2) they may be controlled with external inhomogeneous
electric fields, because excitation can produce atoms with
large dipole moments. Thus, exciting Ps atoms to Rydberg
levels provides a way to turn a fast moving short-lived
divergent gas into slow, long-lived, focused Ps beam.
Rydberg Ps states can also be easily detected using
MCP detectors, either by field ionization near the detec-
tor [138], or by direct collisions, owing to the ≈6.8 eV
internal energy. This will be useful for spectroscopy exper-
iments in which atoms are promoted to long-lived states
and transported to a spatially separated detection region
where stray fields can be precisely controlled and atom
trajectories mapped out [122].
Rydberg Ps atoms might exhibit interesting inter-

actions that are qualitatively different from those of
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other Rydberg systems. This may occur because in most
Rydberg systems an electron is promoted to a highly
excited state, leaving the rest of the atom or molecule as a
slow moving spectator, whereas in the case of Ps the elec-
tron and positron can both interact with external systems
in similar ways. This may, for example, affect the way that
Rydberg Ps atoms interact with surfaces [421–424]; such
interactions can be exploited to study various processes,
for example charge transfer [425–427] or measurements of
electric fields [428,429], and may also be of relevance to
possible Ps interferometry experiments.

The production of antihydrogen by Ps collisions with
antiprotons has been discussed for some time [430,431],
and it has long been understood that the cross section for
anti hydrogen formation via this interaction will increase if
Ps atoms in excited states are used [418,419,432]. Rydberg
Ps is clearly well-suited for such schemes since, in addi-
tion to the increased cross section, the long lifetimes will
also allow for flexibility in an experiment [416]. Analo-
gous processes can be studied without antiprotons via the
charge conjugate reaction, i.e., hydrogen formation by Ps
collisions with protons [433]. Similarly, one could use He+

ions (which are even easier to produce than protons [434])
to measure charge-exchange neutralization following Ryd-
berg Ps collisions with the ions. A related scheme has
recently been proposed to produce cold atoms following
ion cooling in a neutral atom trap superimposed over an
electrostatic ion trap [435].

3.2.1 Fluorescence decay of Rydberg atoms

As described in Section 2.1.1, the decay rate of Rydberg
Ps atoms can be calculated in exactly the same way as
for hydrogen [148]. That is, the fluorescence decay rate,
1/τnℓ, of a pure-ℓ state may be found by summing the
Einstein A coefficients associated with all allowed decay
pathways to lower-lying states. This rate is usually dom-
inated by decay to the ground state, and thus we can
expect higher-lying states to live longer. For states with
low values of the angular momentum quantum number
(ℓ), the fluorescence lifetimes will scale with n3. However,
in typical experimental conditions we expect to produce
only ℓ-mixed Stark states of Ps, for which the Ps lifetime
will have a different n dependence (cf. Fig. 2). Thus, even
though the decay rates for any given state can be calcu-
lated with high accuracy (or at least, accurately enough
for any presently feasible experiment), the exact nature of
the mixed states produced in real experimental conditions
is not always precisely known, in which case it is useful to
measure the Ps lifetimes.

The configuration shown in Figure 21 was used to mea-
sure Ps lifetimes by detecting Rydberg Ps atoms 1.2m
away from the Ps source [134]. Ps atoms typically have
speeds on the order of 107 cm s−1 (see Sect. 2.2.1) and
will therefore travel on average ≈0.2–3.5m over typical
(mean) lifetimes for Rydberg states within the experi-
mentally accessible range (n = 10–30, cf. Fig. 19). For
this reason it is necessary to allow the Rydberg atoms to
fly along a different pathway from that of the incident
positron beam. This was accomplished by bending the
positron beam with the guiding magnetic field (which is

Fig. 21. Experimental arrangement used to measure Rydberg
fluorescence lifetimes via Ps time-of-flight. Positrons from the
Surko trap (red dots) are guided by a magnetic field through
an angle of 45◦ to a mesoporous silica target. Ps atoms emitted
from the target are excited to long-lived states and some frac-
tion of them travel 1.2m along the straight flight path (green
dashes) to annihilate near the NaI+PMT gamma-ray detector.
From reference [134].

not expected to have any significant impact on the Ps
atoms). It would also have been possible to implant the
positrons at a 45◦ angle [122], although this increases the
spatial extent of the Ps source by ≈40%.
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Ps atoms were emitted from a mesoporous silica film
with a relatively broad angular distribution [126]. Because
of this, the fraction of atoms that travel along the flight
path and are finally detected 1.2m away is low, and on
average less than one event was detected per positron
pulse. This means that single-shot methods were not
appropriate, and single event detection was used instead,
employing a relatively slow NaI scintillator based detec-
tor. The output of this detector was directly connected to
an oscilloscope, and an algorithm used (off-line) to register
annihilation events based on pulse height and width crite-
ria that are optimized to reduce background events [134].
This methodology is similar to standard positron annihi-
lation spectroscopy (e.g. [80]) and can thus be performed
using standard detectors. However, for measurements in
which multiple events are expected in short time windows
(see Sect. 3.2.2) it is beneficial to use faster detectors, such
as those based on LYSO scintillators [328]. The detected
events were compiled as a function of arrival time to
generate TOF profiles, as shown in Figure 22.

The radiative lifetimes of Rydberg atoms could in
principle be measured by trapping Ps atoms and observing
the particle loss as a function of trapping time, as has
been done with hydrogen [436]. This approach is not cur-
rently possible with Ps as trapping has yet to be achieved.
Instead, fluorescence decay rates may be determined from
TOF spectra, as shown in Figure 22. The number of events
detected in the TOF profile will be reduced due to losses
in flight following radiative decay, and subsequent annihi-
lation. The profiles can therefore be used to infer the Ps
fluorescence lifetimes for a range of n states.

TOF profiles were measured for a series of n values
over a 20µs time window. For lower n states a signifi-
cant amount of loss due to decay and annihilation in flight
is expected, and for longer-lived states the loss rate will
be commensurately lower. We assume that n = 20 atoms
have a negligible loss rate, and that the TOF profile for
these atoms can therefore be considered to be the initial
distribution. By fitting all of the TOF spectra simulta-
neously we then determine the fluorescence lifetimes for
all states, as indicated in Figure 23. The large error bars
present in this figure for the higher n states occur because
there is very little decay present in the corresponding
TOF data (Fig. 22). Thus, these data are also much more
sensitive to the assumed value of the reference n = 20
spectrum, as indicated by the gray regions showing the
variation for different choices of the n = 20 lifetime. Con-
versely, the lower n measurements are much less sensitive
to this choice. Also shown in Figure 23 are calculated
values for ℓ mixed states, averaged over all of the m sub-
states [134]. These data exhibit an n4 dependence (and
definitely not an n3 dependence), in accordance with the
expectation that the experimental conditions will result
in significant ℓ mixing.
It is well known that Rydberg atoms can be strongly

affected by blackbody radiation (BBR) [437–445]. Room-
temperature BBR has virtually no effect on low n atoms
and molecules and can usually be ignored, but in the
case of Rydberg atoms the radiation field, characterized
by photons with low frequencies ν ≤ kT can significantly
overlap with atomic transitions, and may also give rise

Fig. 22. TOF profiles used to determine flourescence lifetimes
(only alternate n values are shown). From reference [134].

to ac Stark shifts. Stimulated emission induced by BBR
can lead to a redistribution of states among nearby levels,
and thus may also cause a corresponding reduction in the
radiative lifetime. For the Ps fluorescence lifetime mea-
surements described above the greatest contribution to
the rates of blackbody depopulation of the initially pre-
pared states is expected to be via ∆n = 1 transitions.
At room-temperature the time scales for ∆n = 1 black-
body transitions between ℓ mixed Rydberg states of Ps
are approximately 20, 50, and 70µs for states with n = 10,
15, and 20, respectively [134]. Thus, the data shown in
Figure 23 are expected to be largely unaffected by BBR
effects. However, several future experiments are envisioned
in which higher n states and longer flight times will be
employed, in which case BBR effects will have to be taken
into account.

3.2.2 Manipulation of Rydberg atoms with electric fields

As discussed in Section 2.1.1, atoms and molecules in
highly-excited Rydberg states may have large electric
dipole moments (Eq. (39)), and therefore inhomogeneous
electric fields may be used to apply forces to them
(Eq. (40)). The potential energy of such atoms may
increase or decrease when they enter an electric field,
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Fig. 23. Measurements of the mean lifetime for Rydberg Ps
atoms with principal quantum number n ranging from 10 to
19. The dark shaded region indicates the range of lifetimes
obtained for different lifetime values assigned n = 20 data as
shown in the legend, with the corresponding error indicated by
the light shaded region. Also shown are the calculated lifetimes
averaged, over all m states. From reference [134].

depending on their k-state (see Fig. 6). States with pos-
itive k values gain energy in an electric field, and are
therefore known as low field seekers (lfs) (i.e., they move to
regions of lower field to minimize their potential energy).
Conversely, states with negative k values lower their
potential energy in high fields, and are known as high
field seekers (hfs). States with k = 0 are to first order
unaffected by external fields. For lfs, the gain in energy
comes with a concomitant loss in kinetic energy, and vice
versa for hfs. This process is the underlying mechanism by
which the translational motion of Rydberg systems can be
controlled via external fields.
The same principle applies to polar molecules; their per-

manent dipole moments can also be used to manipulate
their motion with electric fields. This concept has been
around for many years, for example, electric fields are used
for state separation in the ammonia maser [446]. More
recently, both static and time varying electric fields have
been successfully employed in various schemes to produce
cold molecules [447–451]. Molecular dipole moments are
typically on the order of a few D, and 10D is consid-
ered to be extremely large. NB: the SI unit of the electric
dipole moment is the Coulomb-meter (Cm); A more con-
venient unit, that will be used here, is the Debye (D),
which is equivalent to 3.3 × 10−30 Cm. Experimentally
relevant Rydberg states can easily have dipole moments
that are many orders of magnitude greater than those of
polar molecules. Thus, applying the necessary fields to
control the motion of atoms or molecules is consequently
much easier to accomplish when working with Rydberg
systems. Moreover, in principle any atom or molecule can

be excited to a Rydberg state, and thus be produced with
a large dipole moment.
Exploiting the very large dipole moments of Rydberg

atoms and molecules in order to control their translational
motion was first suggested by Wing [452] and Breeden
and Metcalf [453]. The first experimental realization was
accomplished by Softley and co-workers, who demon-
strated the transverse deflection of beams of Rydberg Kr
atoms [454] by a dipolar electric field. A few years later,
longitudinal acceleration and deceleration of H2 beams
using static electric fields was also achieved, by the same
group [455]. The use of time-dependent electric fields to
control Rydberg atoms and molecules was introduced by
Vliegen et al. [456] in 2005. This work allowed control
over the translational motion of hydrogenic [457] and
non-hydrogenic [458] atoms, as well as the realization of
a wide range of atom optics elements, including mirrors
[459], lenses [457], deflectors [460,461], decelerators and
traps [436,462–466]. These advances have been employed
for a various studies, including the effects of blackbody
induced transitions and photoionization of Rydberg
states [463,467], m-changing dipole-dipole interactions in
gases of polar Rydberg atoms and their effects on Ryd-
berg state lifetimes [468], the preparation of long-lived
high-|m| (i.e., |m| ≥ 3) Rydberg states of H2 [469,470],
and new methods to study ion-molecule reactions at low
temperatures [471,472].

Thus, the manipulation of atoms and molecules in Ryd-
berg states via inhomogeneous electric fields is now a
well-developed research field [338]. An array of techniques
have been developed to facilitate experimentation with
many different atomic and molecular systems, but it is
only recently that these ideas have been applied to Ps
[136]. This is because the production of Rydberg Ps atoms
has only recently become routine (see Tab. 1). It is there-
fore very likely that in the near future we will see many of
the techniques established to control atoms and molecules
via the Stark effect applied to Ps. This includes deceler-
ation and trapping using time varying fields, which are
discussed further in Section 5.1.

The practical problems associated with applying estab-
lished Stark deceleration and trapping methods to Ps
atoms are mostly related to their scarcity, speed, and
divergence. Direct application of standard chip-based elec-
trode designs [460,465], for example, would likely result
in devices with a low acceptance for Ps because of the
spatial properties of typical Ps atom ensembles. This is
not an unsurmountable problem however, and there is no
obvious impediment to redesigning electrode structures
to accommodate the properties of Ps atoms. Indeed, Ps
atoms generated using standard methods typically have
kinetic energies close to 50meV or less (see Sect. 2.2.1).
This is in fact less than has been extracted from hydrogen
[469] and helium [466] atoms, and strongly suggests that
once acceptance limitations are compensated for, control-
ling Ps atoms may actually be easier than it is for other
atoms, particularly since the low Ps mass implies that very
large accelerations should be achievable.
The first experimental realization of the use of inho-

mogeneous electric fields to manipulate the motion of
Rydberg Ps atoms took place in 2016 [136]. In this
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Fig. 24. (a) Schematic representation of the a quadrupole guiding experiment, indicating the Ps excitation region and the
positions of the gamma-ray detectors A, B and C. (b) Schematic view of the excitation region and quadrupole entrance, and
(c) a contour plot of the electric field inside the quadrupole electrodes. From reference [136].

experiment a positron beam was magnetically guided
through a grounded quadrupole electrode. The positrons
were then implanted into a silica film, and Ps atoms opti-
cally excited between electrodes that allow the electric
field to be controlled, as described above. The guide fields
were turned on before the Ps atoms could leave the excita-
tion region, which can easily be achieved using solid-state
high-voltage switches since the Ps atoms take ≈100 ns to
reach the grid (see Fig. 18). Ps atoms in Rydberg-Stark
states with principal quantum number n = 10 were pre-
pared, which then entered the quadrupole guide structure:
inside this device lfs states are deflected away from the
electrodes by the inhomogeneous electric fields, and are
thus guided longitudinally along the device. Conversely,
hfs states are deflected away from the axis of the guide
towards the electrodes and will be lost. A schematic of
the experimental arrangement and the radial electric fields
inside the quadrupole is shown in Figure 24. The electric
field profile shown is for 1 kV applied to one pair of rods,
with the other two grounded.
The detector labeled A in Figure 24 was used to monitor

the production of Rydberg states. In order to elucidate the
efficacy of guiding for different k states, an electric field of
670V cm−1 was applied in the excitation region. This was
necessary because the spectral resolution of the system
was ≈130GHz, mostly due to Doppler broadening and the
effective laser bandwidth. Without broadening the line-
shape all Stark states would be produced by the laser on

resonance, and it would not be possible to investigate the
guiding of different parts of the Stark manifold. The Stark
broadened n = 2 → 10 spectrum is shown in Figure 25a
along with calculated spectral intensities [336] for the indi-
vidual k states. The solid black line is a convolution of the
calculated intensity distribution with a 130GHz Gaussian
function, The laser polarization used in the experiment
was such that excited states were produced predominantly
with azimuthal quantum number mℓ = 1, and even values
of k, The calculated relative spectral intensities [336] of
the transitions to the nD components of the mℓ = 1 Stark
states are indicated by the vertical bars in Figure 25a.
The applied field is not sufficient to resolve individual
Stark states [125], but it does allow optical selection of
predominantly lfs or hfs states.

Figure 25b shows the (background subtracted) total
count rate measured by detectors B and C as a function
of the IR laser wavelength and for different guide volt-
ages. The data obtained with 0V applied to the guide
were recorded at the same time as the spectrum shown
in Figure 25a. In this case the detection of atoms will be
independent of the k state, and indeed the observed count
rate is consistent with the spectral line shape (that simply
represents the total number of Rydberg atoms produced)
and the solid angle for emission towards the guide within
a narrow cone with a half angle of approximately 1◦.
When the guide fields were applied, however, the observed
count rate exhibited a strong dependence on the k states
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Fig. 25. (a) Lineshape n = 2 → 10 transitions as measured
by single shot lifetime spectroscopy. The vertical bars indicate
calculated relative spectral intensities of the k states labeled
by the horizontal scale. The black solid line is a convolution
of these with the expected 130GHz spectral resolution. (b)
Background subtracted count rate obtained from single event
counting detectors for the indicated voltages applied to the
quadrupole guide electrodes. The dashed vertical line indicates
the field-free transition wavelength. From reference [136].

prepared. In particular, it was found that no hfs states
were guided, demonstrating that even those states with
the smallest electric dipole moments (i.e., k = −2 states
with µ = 150D) were deflected out of the device, even at
the lowest applied fields.

For lfs states enhanced Ps transport along the guide
was observed, as indicated by the increased count rate
in detectors B and C. At the lowest guide fields only
the k = +8 states (with µ = 610D) were observed above
the guide off background signal. In higher fields, atoms
in states with smaller dipole moments were transported,
as one would expect. The quadrupole structure shown
in Figure 24 is the most basic implementation of Stark
manipulation. This arrangement is quite effective because
it need only provide radial confinement to function, and
the acceptance of the device already selects for forward
directed atoms. A slightly more useful version of this is
a curved quadrupole device, as shown in Figure 26. This
arrangement works in much the same way as the straight
guide, but has the additional feature that the curvature of
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Fig. 26. (a) Schematic representation of the experimental
apparatus containing the curved quadrupole guide. The posi-
tions of five gamma ray detectors used in the experiment are
indicated. D1 and D2 are used to monitor Ps atoms in the
excitation region via single-shot lifetime spectroscopy, whereas
D3, D4, and D5 are used to generate single-event TOF spectra.
The total length along the axis of the curved guide is 0.6m.
From reference [140].

the device can transport Ps atoms off of the positron beam
axis, and in the process can act as a velocity selector [140].
Figure 27 shows the normalized velocity profiles

obtained using no guide (Fig. 21), a straight guide
(Fig. 24), and a curved guide (Fig. 26). Note that all of
these profiles, which are obtained from TOF data, have
been normalized and do not represent the relative effi-
ciency of Ps transfer. They do, however, show that the
guide acts as a velocity selector, although it does not indi-
cate the efficiency of any particular guiding arrangement.
The data obtained with no guide (used to measure the flu-
orescence lifetimes) self-select faster atoms as only those
atoms that happen to be traveling along a narrow emission
cone will be detected. The quadrupole guides also select
specific parts of the velocity distribution, based on the
applied fields and the intrinsic acceptance of the devices.
The initial velocity distribution entering the curved

guide can be approximated as falling somewhere between
the no guide and straight guide cases [140]. The data
in Figure 27 shows that the curved guide does indeed
apply some velocity selection. This mechanism is in fact
well-known from many experiments with polar molecules
[449,450,473,474], in which a cold beam can be extracted
from a room temperature gas by velocity selection via a
curved guide (often a hexapole rather than a quadrupole,
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Fig. 27. Longitudinal velocity distributions as derived from
TOF measurements obtained with no guide (triangles), a
straight guide (squares) and with the curved guide (circles).
The electric potential applied to the guide rods are indicated
in the legend. From reference [140].

as they have some favorable properties [475]). This is
possible only by extreme velocity selection, with losses
of more than ten orders of magnitude. For ordinary gases
this can still result in a useful particle flux, but in general
velocity selection is not the preferred option for Ps exper-
iments, since the number of atoms available is already
severely limited. There may, however, be some specialist
experiments for which it is advantageous to select a slower
part of the distribution. For example, this may be the case
in experiments designed to produce positron-atom bound
states via Rydberg Ps collisions with atoms [476].

Figure 28 shows Rydberg Ps production (a) and trans-
mission (b) in a curved guide, as a function of the IR
excitation laser wavelength. As in the straight guide mea-
surements, this makes it possible to observe the effect of
selecting particular k states (with some limited resolu-
tion). When no electric field is applied the laser bandwidth
is such that all k states are produced, in proportion to
the relevant transition strengths, which are generally sym-
metrical with regard to positive and negative k values
[125,336]. Excitation in zero field is less efficient since it
produces atoms in states that cannot be guided, which are
therefore lost. These data show explicitly that it is benefi-
cial to split the Stark manifold (by an amount determined
by the available spectral resolution) and then tune the
laser to the lfs side of the spectrum in order to optimize
the production of lfs states. Note that the asymmetric
lineshape observed with the electric field applied arises
because of the deflection of atoms towards or away from
D2 by the electric fields between the grid electrode and
the quadrupole electrodes.
Another example of Ps atom control was recently imple-

mented by researchers at the University of California,
Riverside (UCR) [141]. In this work an electrostatic mirror
was produced using 360 wires with alternating potentials
applied, as shown in Figure 29. A sinusoidal potential on
a planar or cylindrical surface leads to an electric field,
F , the magnitude of which decays exponentially with

Fig. 28. (a) Spectrum of the 2 3PJ → 14 3S/14 3D transi-
tions in the curved guide configuration shown in Figure 26.
the data were recorded using detector D2 with and with-
out a 333V cm−1 electric field applied. (b) Total count rates
for guided atoms as a function of the IR laser wavelength,
measured by detectors D4 and D5. The dashed vertical line
represents the expected zero-field resonant wavelength. From
reference [140].

distance from the plane of the surface, thus leading to
an effective potential for Rydberg atoms that is propor-
tional to |F | and so only depends on the distance above
the plane. This property leads to specular reflection, and
hence this arrangement forms a mirror surface.
Ps was produced by implanting positrons into a single-

crystal Cu(1 1 0) target heated to a temperature of 950K
[52]. Ps atoms were excited using the same two-color
two-step excitation process described previously [132]. Ps
emitted from the Cu(1 1 0) target was excited to Rydberg
states with principal quantum number n = 32, which will
have a fluorescence lifetime of more than 200µs [134].
Using a metal target rather than a mesoporous silica tar-
get has the advantage that the emitted Ps has a lower
transverse energy spread (see Sect. 2.2.1). By aligning
the excitation lasers perpendicular to the Ps emission
direction the first-order Doppler spread is minimized,
making it possible to resolve higher n states.
The electrode structure shown in Figure 29 was placed

near the center of a 6m long vacuum chamber: Ps atoms
were emitted from a 1.8mm (FWHM) spot at one end of
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Fig. 29. Schematic representation of the UCR Rydberg atom-mirror construction and housing. (a) and (b) show how the 360
individual wires are attached, and in (c) the complete mounting structure is shown. The support rings hold the wires in elliptical
arcs, with mean radii of 95.78mm at R1, 96.56mm at R2, and 96.98mm at R3. The Ps formation and excitation chamber is
shown in (d). Reprinted with permission from [141]. Copyright (2017) by the American Physical Society.

the flight tube, and were detected by a position-sensitive
microchannel plate (MCP) Rydberg detector [138] 6m
away. This detector provides both spatial and temporal
information, making it possible to observe beam focusing,
and to simultaneously measure TOF spectra. The mirror
comprises a wire structure 0.9m long with a 96mm mean
inner radius, in the shape of a truncated oblate ellipsoid
of revolution.

TOF spectra from the mirror experiment are shown in
Figure 30, measured for applied potentials of ±95 and
±10V, and with the electrodes grounded. These data show
enhanced transport when the mirror is on. There is an
extra enhancement of fast atoms for the higher fields,
evidenced by the peak at ≈14µs. This is caused by the
arrival of direct Ps, which is much faster than thermal Ps
(having kinetic energies of around 2 eV), with some contri-
bution from UV induced secondary electrons and/or ions
[138]. The ≈30µs flight time over 6m implies a Ps kinetic
energy of 225meV, approximately a factor of 3 times more
energetic than one would expect from Ps thermally emit-
ted from a Cu(1 1 0) target heated to 950K. This is due to
velocity selection that favors faster atoms moving in the
direction of the mirror. Note that these flight times are
considerably longer than those observed in Figure 22, or
any of the quadrupole guide experiments. This is because
the UCR experiments employ higher n states, a much

longer flight path and slightly slower Ps atoms. For such
long flight times and high n states it is possible that BBR
effects will be present (cf. Sect. 3.2.3).

A significant difference between the UCR mirror and
the UCL quadrupole guide is the former acts more like a
lens, insofar as it focuses the Ps beam to a small spot. This
property opens up many additional experimental avenues,
the most significant of which may be the possibility of per-
forming a gravitational free-fall measurement [477] (see
Sect. 5.5). In order to use such a device to measure grav-
ity effects one would have to ensure that the mirror did
not introduce any spurious deflections. Furthermore, since
this device relies on atoms having large dipole moments,
other stray fields (or, more properly, field gradients) would
have to be reduced or eliminated. This is of course true
for any gravity experiments that require manipulation of
Rydberg atoms via external fields. The focusing effect
of the UCR mirror is shown in Figure 31. These data
show two-dimensional distributions as measured by the
position sensitive MCP detector, averaged over different
flight times between 20 and 100µs with the mirror poten-
tials on and off. Gaussian fits to the Ps image data indicate
that the beam spot has a width of 32.2±0.9mm (FWHM).
Also shown is an optical focus (Fig. 31c), which has a
Gaussian spot size of 21± 3mm (FWHM). The difference
is attributed to the fact that the mirror is not precisely in
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Fig. 30. TOF spectra for n = 32 atoms measured with the
Rydberg focusing mirror off, and with applied potentials of
±10V and ±95V. The early peak at ≈14µs for the high volt-
age case is due to faster (direct) Ps emitted from the Cu(1 0 0)
Ps source. The slower atoms arriving at ≈30µs are caused by
the slower thermally desorbed Ps atoms. Reprinted with per-
mission from [141]. Copyright (2017) by the American Physical
Society.

the center of the flight path. The size of the beam is not
strongly dependent on the flight time, indicating that the
focus is largely achromatic.

The alternating wire electrode structure used in the
mirror might also be applied in some different configu-
rations. For example, flat mirrors that confine slow Ps
atoms in a box-like structure. The authors state that a
mirror for back reflection should be able to back-reflect
Rydberg Ps with energies less than 100K [141]. Thus, one
could envision constructing a Rydberg atom storage cell.

3.2.3 High resolution Rydberg time-of-flight spectroscopy

Measurements of the kinetic energy of positronium atoms
via TOF methods (see Sect. 3.1.2) have been used even
before slow positron beams were available [237]. The
energy resolution of standard TOF methods is intrinsi-
cally limited by the Ps lifetime. There are other limitations
that occur in the way these methods are usually imple-
mented: for example, spontaneous decay events are usually
observed through narrow apertures (e.g. [238]), with a
concomitantly low detection efficiency. These limitations
can be mitigated, e.g., by using multiple detectors [478], or
by using lasers to detect Ps positions [126] (see Fig. 14).
However, the 142 ns lifetime of ground state atoms will
typically limit the energy resolution to the % level. For
example, if one allows Ps atoms to fly for three life-
times (426 ns) and annihilation events can be measured
to within a few ns, the effective energy resolution will be
on the order of a few %.
Ps momenta can also be measured using ACAR: these

systems, however, are not very common and have an
energy (or momentum) resolution determined by the
angular resolution of the position sensitive gamma ray
detectors [479], which is increased by locating them very
far from the annihilation radiation source, resulting in a
low count rate and long data acquisition times (typically
days). The angular resolution of ACAR systems is limited

Fig. 31. 2D histograms of the position data of n = 32 Ryd-
berg Ps incident upon the detector with (a) the mirror off and
(b) the mirror on with ±10V applied. In (c) the focus achieved
using light is shown for comparison. In (d, f) the data of (b)
are subdivided into 3 velocity groups with the indicated flight
times, illustrating that the mirror focus is largely free of chro-
matic aberrations. The dashed circle in (a) indicates the extent
of the active area of the MCP. The color scales represent the
total number of counts detected per unit area, where white
means zero counts, and black indicates the maximum signal.
Reprinted with permission from [141]. Copyright (2017) by the
American Physical Society.

by practical reasons to approximately 0.1mR, which also
yields an energy resolution of the order of a few %.
The energy resolution from Ps TOF measurements

can be dramatically improved if the atoms are excited
to Rydberg levels. These atoms can live for orders of
magnitude longer (see Sect. 3.2.1), and thus the energy
resolution can be correspondingly higher, if it is not lim-
ited by other factors. Performing high resolution TOF
measurements has been achieved by the UCR group [124].
In this work Ps atoms were excited to states with n = 30,
and were detected by a micro channel plate detector [138]
at the end of a 1.78±0.01m flight path. Flight times rang-
ing from 3 to 10µs could then be determined to within
≈10 ns. The increased flight times give an improvement in
energy resolution of a factor of 10 or so.
This improved energy resolution has enabled the obser-

vation of Ps emission from Bloch states in metal organic
framework (MOF) crystals [480], including the identifica-
tion of the emission energies related to specific features
of Ps–crystal interactions [124]. MOF materials are com-
pounds similar to zeolites, consisting of metal or clusters
bound to organic molecules to form highly porous and very
stable structures, which may be crystalline [481]. They are
of general interest for use as hydrogen storage media, cat-
alysts, drug delivery vehicles, and so on. Their structures
are of interest to positronium physics because Ps atoms
inside them exist in a delocalized state [301] known as a
Bloch wave [482,483]. This can effectively distribute the
Ps mass over a large area in the crystal structure, which
can affect the Ps energy distribution. The high energy
resolution in the UCR experiment made it possible to
observe a narrow energy distribution of 250± 10meV for
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Fig. 32. Spontaneous Ps emission energy spectra for a positron
implantation energy of 5 keV (a) and 3 keV (b–d), and Cu(1 1 1)
target temperatures as indicated in the panels. The solid lines
are fits to the data and the dashed vertical lines indicate the
50% cut off point of the edge as determined from the fits.
Reprinted with permission from [137]. Copyright (2016) by the
American Physical Society.

Ps emitted from a material known as ZIF-8 cooled to 80K
[124]. This may be of use in Ps-laser experiments since it is
the large energy spread, and associated Doppler broaden-
ing, that necessitates the use of broad-band lasers. Since
there are many different types of MOF crystal it may be
possible to find Ps sources with narrower energy spreads.
It is worth pointing out that previous measurements using
conventional Ps TOF methods were not able to resolve
such energy features [302].

Processes that remove a single electron from metal sur-
faces can in some cases act as probes of the electronic
structure of that surface. The most well-known example
of this is angle-resolved photoemission (ARPES) [484],
but a similar role may be played by Ps [234,485] if the
momentum of the emitted Ps atom is measured, either by
TOF or ACAR methods. As discussed in Section 2.2.1,
in some metals it is energetically possible for a thermal-
ized positron to form a bound state with an electron just
inside the surface, and be emitted as a Ps atom. This
direct Ps formation can occur if the sum of the electron
and positron workfunctions is less than the Ps binding
energy. That is, the emitted Ps energy will be −φPs (Eq.
(19)), i.e., φPs = φ+ + φ− − EB ,

This process is expected to predominantly leave a single
hole behind in the metal, just as it does for ordinary elec-
tron photoemission [234]. It may even be that there are
fewer perturbing effects in the Ps emission process, since
it involves an electrically neutral particle. In any case,
Ps emission can be viewed as being directly analogous to

angle resolved photoemission spectroscopy. However, pre-
vious experiments in this area [234,255,485] have not been
competitive with standard techniques such as ARPES in
terms of the available energy resolution. An experiment
using a high-resolution TOF arrangement was performed
to measure the kinetic energy of Ps directly emitted
from a Cu(1 1 0) surface [137]. Figure 32 shows energy
spectra measured for different temperatures. The solid
lines are fits using a thermally broadened step with half
point located at the maximum Ps emission energy given
by a density functional theory calculation that includes
positron states in the solid [486]. These data give the Ps
energy −φPs = 2.476 ± 0.001stat ± 0.0013sys measured at
128K, in very good agreement with the theory.

3.3 Doppler-free two-photon transitions

The hydrogen atom has long been the testing ground for
quantum physics owing to its simplicity; as a one-electron
atom H is extremely well described by the Dirac equation,
and its properties have been calculated with sufficient
accuracy that even the structure of the proton has to
be considered [487]. NB: these types of corrections have
received greater scrutiny in recent years because of the
muonic hydrogen results [488] discussed in Section 5.2. As
it is so well understood theoretically the hydrogen atom is
an excellent basis for metrology [489], especially in com-
bination with frequency combs [490]: the hydrogen 1S–2S
interval has been measured to 4.2 parts in 1015 [491]. Ps is
also a simple atomic system that can be well described the-
oretically, which means that it too is an interesting system
upon which to perform precision measurements. Doing so,
however, requires overcoming some extreme challenges.
Many of them are a direct result of having to deal with low
numbers of very fast atoms that are able to self-annihilate.
All precision spectroscopic measurements require elim-

inating or significantly reducing Doppler effects [492],
but the situation is obviously more extreme in the case
of Ps, where even second order Doppler effects, which
are proportional to (v/c)2, may have to be taken into
account. The underlying physical reason for second order
Doppler shifts is relativistic time dilation, and as such
there is no way to eliminate them other than by using
slower atoms. For 13S1 → 23PJ transitions, second order
Doppler effects would result in line-broadening compara-
ble to the 50MHz natural linewidth [108]. The 1 3S1 →
2 3S1 experiments of Chu, Mills and co-workers used
two counter-propagating beams of 486 nm light to drive
two-photon transitions, which eliminates the first order
Doppler broadening [493–495]. The unavoidable second
order Doppler shifts were taken in to account by per-
forming measurements with atoms at different speeds,
and extrapolating to zero. Ordinarily only the most pre-
cise measurements require accounting for second order
Doppler shifts [491], and the need to do so with Ps
represents a serious limitation on possible precision Ps
spectroscopy. If in future measurements extrapolating to
zero velocity is no longer sufficient, more accurate mea-
surements of the velocity profiles may be obtained to allow
for more sophisticated Doppler corrections [122]. Clearly,
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developing colder Ps sources is also highly desirable for
such experiments.

Nevertheless, even if one had access to an intense source
of ultra-cold Ps atoms, it would still not be possible to
approach the extreme precision that has been achieved
in hydrogen measurements because the natural linewidth
of the 13S1 → 23S1 transition in Ps is determined by its
annihilation lifetimes. Since these scale with n3, and the
ground state lifetime is ∼142 ns, the natural width is given
by

Γ1s−2s = 9/(16π × 142 ns) = 1.26MHz. (50)

The equivalent width in atomic Hydrogen is a million
times smaller (∼1.3Hz), determined by the 0.12 s lifetime
of the metastable 2S state [188]. The radiative lifetime of
the 23S1 state of Ps is twice as long as this, but this is
quite irrelevant as the annihilation lifetime is 1.136µs.
The experiments by Chu et al. [103] were performed

using a pulsed beam derived from a magnetic bottle
bunching system [102]. This arrangement was able to cap-
ture around 100µs of the output of a CW beam with
4 × 105 positrons per second. After time-bunching [345]
a 10 ns with pulse of roughly 20 positrons was implanted
into an Al(1 1 1) Ps production target [52]. The result-
ing Ps atoms were then irradiated with pulsed laser light,
leading to the absorption of two 486 nm photons, and
excitation of the metastable 2S state and subsequent
photoionisation, owing to the high laser intensity used.
The extent to which the excitation laser will also ionize
depends on the power, and the relative excitation and
ionization cross sections at the wavelength in question.
As the laser intensity increases, excitation and ionization
rates compete, eventually reaching a steady state which
for 486 nm light results in a theoretical maximum in the
production of excited states of 17.6% [496].
However, in some experiments [103] ionization is desir-

able, since the correlation of the laser wavelength with the
detection of ionized positrons can be used as the exper-
imental signal. An example of such data are shown in
Figure 33. Despite the low number of positrons available
this experiment was able to measure the 1 3S1 → 2 3S1
interval to 1 233 607 185±15MHz, which is an uncertainty
of only 12 parts per billion (ppb). The line center fre-
quency was calibrated using a molecular Tellurium line,
which was subsequently found to be slightly mis-calibrated
[497]. When this and other appropriate corrections were
applied [498] the measured interval was found to be
1 233 607 218.9± 10.7MHz (an uncertainty of 8.7 ppb).
A second generation of 1 3S1 → 2 3S1 experiments were

completed, almost ten years after the first measurements
[107,108] which included significant improvements, includ-
ing (1) a high-intensity accelerator based positron beam
[346], (2) colder positronium atoms, (3) an improved
detection scheme [106], and (4) a CW laser and a high-
finesse (105) Fabry-Pérot build up cavity [108].
The magnetic mirror trap initially used by Mills [102]

had a storage time of around 100µs. Although it may be
possible to extend the storage time of such a device [499],
the most direct way to improve the number of positrons
per pulse is to use a more intense source. The development

Fig. 33. Resonant three-photon REMPI of positronium, com-
prising a two-photon Doppler free excitation, and subsequent
photoionization from the same 486 nm light. The line center
was 25.9± 2.7MHz above the Te2 reference line. The lopsided
nature of the figure is as it was originally published. Reprinted
with permission from [103]. Copyright (1984) by the American
Physical Society.

of a free electron laser using a microtron accelerator at
Bell labs [500] made it possible for Mills and co-workers to
construct a parasitic positron beam, and thereby to gen-
erate pulses approximately 16µs long containing 7 × 104

positrons [346]. Although such parasitic operation comes
at a price [501], this approach was nevertheless able to
deliver 10 ns wide positron pulses to the target at 30Hz,
each containing 2× 104 positrons.

The possibility of using colder Ps made the idea of using
a CW laser to perform the experiments much more attrac-
tive [108]. Although preliminary tests suggested that the
thermal Ps emitted from oxygen covered Al cooled to
235K [235] would be compatible with a CW experiment, it
turned out that the surfaces were quite sensitive to laser
light and could not be used for long-term experimenta-
tion; ultimately a hot (576K) Al target was used in the
measurements [107].
The detection methodology was modified to reduce

background counts from positrons that are re-emitted
directly from the sample. This was particularly impor-
tant in the CW experiment owing to the lower excitation
efficiency. The background was reduced by separating the
excitation and photoionization regions [106]. This meant
that re-emitted positrons (the major source of background
events) could not cross the magnetic field lines and were
restricted to one side of the target, while long-lived 2S
atoms were able to drift across the field lines below the
target level, where they could be photoionized. These
liberated positrons were then able to travel to a MCP
detector behind the target. Scattered positrons from the
incoming beam were suppressed with skimmers and grids,
all of which resulted in an improved signal to noise ratio
of factor of 100.
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Pulsed lasers are not the ideal choice for precision spec-
troscopy because the high instantaneous power leads to
non-linear effects that can be difficult to properly model,
leading to uncertainties in the expected lineshape (e.g.
[344,502]). In order to implement a CW excitation laser
Fee and co-workers used a Fabry-Pérot cavity to circu-
late several kW of laser power, providing ∼1.7MW/cm2

of 486 nm light at the beam focus [108]. In this way an
improved measurement of 1 233 607 216.4 ± 3.2MHz was
obtained, giving an uncertainty of 2.6 ppb [107].

Note that even with major improvements made to the
experimental set-up, the final uncertainty only decreased
by a factor of 3.3. This highlights the inherent difficulties
associated with precision experiments involving Ps. The
primary sources of uncertainty in the measurements were
(1) the Tellurium reference line (±0.6MHz), and (2) mod-
eling the lineshape (±1.5MHz). The former problem can
now be easily dealt with since optical reference sources
have improved significantly and with modern frequency
comb technology uncertainties in the laser frequencies
will not limit the precision of any realistic Ps measure-
ment [490,503]. The latter is largely due to the Ps itself
(extrinsic properties) and not any fundamental difficul-
ties involved in modeling. Statistical limitations (0.9MHz)
are inevitable in Ps experiments, and taking the second
order Doppler shifts into account correctly required accu-
rate knowledge of the Ps motion and the properties of the
excitation and ionization lasers. Once again the need for
a source of cold Ps atoms is evident.

The ultimate limitation in this measurement will arise
from the 1.3MHz natural width. If the lineshape were very
well known, it might be possible to determine the line
center (or to “split the line”) to a part in ∼103 of the
natural width. This would allow the 13S1–2

3S1 interval to
be measured with a precision of the order of 1 kHz. Such
splitting is possible: the Ps hyperfine measurements have
uncertainties of a few MHz, while the natural width is on
the GHz scale [156].

There are currently some new experiments in
progress that aim to improve the 13S1–2

3S1 uncertainty
[76,123,504]. At the time of the previous experiments the
theoretical uncertainly (2.6MHz [505]) was comparable
to the experimental value (3.2MHz, 2.6 ppb [107]). More
recent calculations have reduced the theoretical uncer-
tainty to 1MHz (0.8 ppb) and it would therefore now be
beneficial to reduce the experimental uncertainty at least
to the 100 kHz regime (i.e., 0.1 ppb). Advances in positron
trapping technology [69], Ps production [111,124,282] and
laser metrology [490] offer some hope that higher precision
will be achieved.

4 Optical excitation of positronium ions and

molecules

In 1946, John A. Wheeler suggested that a series of
entities composed only of positrons and electrons might
exist, entities that he called “polyelectrons” [16]. This
name may be somewhat misleading since both Ps and
Ps+ are polyelectrons, and yet contain only one elec-
tron. This apparent misnomer occurs simply because the

Table 5. Binding or dissociation energies (EB), anni-
hilation lifetimes (τa), and principal decay modes (nγ)
for all of the polyelectrons thought to possess bound
states, as well as the year they were discovered. Ps∗2 refers
to the L = 1 excited state predicted by Varga and co-
workers [510]. The properties given are calculated values,
as explained and referenced in the text.

EB (eV) τa (ns) nγ Year observed

p-Ps 6.803 0.125 2 1951 [17]
o-Ps 6.802 142 3 1951 [17]
Ps− 0.327 0.479 2 1981 [509]
Ps+ 0.327 0.479 2 Not observed
Ps2 0.435 0.225 2 2007 [360]
Ps∗2 <0.435 0.442 2 2012 [119]

positron was often referred to as a positive electron for
some years after its discovery. One might imagine using
the term “polyleptons” rather than polyelectrons, but this
is also unrepresentative of what is meant as this group
should then include, for example, muonium, the bound
state between an electron and an antimuon, which are
also leptons. The nomenclature is not of any great impor-
tance, and in deference to Wheeler we continue to use
polyelectrons.
The first member of the polyelectron series is positro-

nium itself, made from an electron and a positron. This
is followed by the positronium ion, made from either two
electrons and one positron (Ps−) or two positrons and one
electron (Ps+). The next member is the four particle sys-
tem Ps2, comprising two electrons and two positrons. At
the time Wheeler was not able to show that the Ps2 sys-
tem was stable against breaking up into two Ps atoms,
so the discussion stopped there, although the implication
was that, at least in principle [506], one could simply keep
adding electrons and positrons and construct ever more
complex polyelectrons. Shortly after Wheeler’s paper was
published, Hylleraas and Ore used a variational method
to show that Ps2 was in fact stable [507]. In this calcula-
tion the binding energy against breaking up into two Ps
atoms was found to be 0.11 eV, somewhat lower than the
current value of 0.434 eV [508], as one might expect from
a variational calculation with a limited basis.
Today there are many more theoretical methods avail-

able to determine the properties of polyelectrons, includ-
ing not only their stability but also their binding energies
and decay rates. Stability in this sense does not imply
that the annihilation process will not quickly destroy the
system. In terms of the (classical) orbital motion of the
electrons and positrons, these systems may undergo many
oscillations before they annihilate, and so may be regarded
as having stable bound states, and a concomitant atomic
structure. In other words, a distinction is drawn between
the stability against break-up of a bound state, and stabil-
ity against annihilation (a condition that is not fulfilled by
any polyelectron). We now know that Ps, Ps± and Ps2 are
all stable. Not only have there been numerous modern cal-
culations that show this but, with the exception of Ps+, all
of these polyelectrons have been observed experimentally,
as indicated in Table 5.
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Variational calculations [511] suggest that Ps3 is not
stable against dissociation. Similar calculations also imply
that the Ps2e

− ion is also not stable [512] (in disagree-
ment with Ref. [513]). Thus, it seems likely that Wheeler’s
stable polyelectron series does not extend beyond the two-
electron, two-positron Ps2 molecule, leaving the Ps+ ion
as the only unobserved member. As discussed in Section 1,
Ps was first observed by Deutsch in 1951 [17], using
positrons emitted from a radioactive source in a gas-filled
vacuum chamber. The observation of Ps− had to wait until
the development of mono-energetic positron beams, and
these ions were not observed until the experiments of Mills
in 1981 [509]. Similarly, the production of Ps2 also had to
await new technological developments, namely the Surko
trap [66,69]. Intense positron pulses [356] derived from a
Surko trap made it possible to generate interacting Ps
atoms [287], leading to the observation of Ps2 formation
in 2007 [360]. It is likely that Ps+ ions were created in
subsequent Ps2 photoionization experiments [119], but no
unambiguous Ps+ signal could be obtained in that work.

4.1 Ps− spectroscopy

As a relatively simple three-body system, Ps± ions repre-
sent an interesting challenge to theorists. In terms of their
fundamental properties (e.g., lifetime, or the existence, or
lack thereof, of bound excited states) there is no difference
between positive and negative Ps ions since particle and
antiparticle pairs are found experimentally to be exactly
the same. In general, therefore, there is no need to discuss
Ps+ and Ps− ions separately. Experimentally, however,
limited access to positrons means that Ps− ions are much
easier to produce, and will be the focus of the following
discussion.
Structurally, Ps− ions can be thought of as a Ps

atom with an attached electron [514]. Since the three
bodies all have the same mass, the Born-Oppenheimer
approximation [515] is not applicable, requiring the devel-
opment of more advanced methods (e.g. [516,517]). Ps
ions have been the subject of much theoretical work since
Wheeler’s paper [16], including studies of their decay rates
[514,518–520] and binding energies [521–526].
The most accurate calculated Ps− decay rate is Γ =

2.087963(12) ns−1 [520]. The spatial Ps− wave function
is symmetric with respect to the two electrons, and so
for the total wave function to be antisymmetric the elec-
trons must be in a singlet state. Therefore, when the
positron interacts with an electron the probability of form-
ing a singlet state is 25%, just as it is when a positron is
implanted into a solid material. Then we would expect the
Ps ion decay rate to be approximately the same as the spin
averaged Ps decay rate, or ≈2 ns−1. Obviously, the same
argument applies to Ps+. One could also imagine a sys-
tem where all three leptons had the same spin orientation,
leading to a long lived triplet-like state. However such an
arrangement is not bound because the electrons with the
same spin must avoid each other due to the Pauli exclu-
sion principle, leading to an increase in the electron kinetic
energy, and a decrease in the net Coulomb attraction. The
mean inter-particle distances in Ps− are 5.49 and 8.54
a0 for the electron–positron and electron–electron pairs,

respectively [527], supporting the idea that a Ps− ion is
similar to a Ps atom with a loosely bound electron.
Very precise calculations of Ps− energies have been per-

formed, yielding E=−0.2620050702329801077703745 a.u.
[525]. This amounts to ≈7.1295 eV, and means that the
dissociation energy required to produce a triplet (singlet)
Ps atom and a free electron is 0.327 (0.326) eV. NB: in
Table 5 the triplet number is given as this is three times
more likely to be produced [528].
Ps ions do not have any excited states, but they do pos-

sess a rich structure of resonances which have been the
subject of many theoretical investigations, using a variety
of techniques (e.g. [529–537]). Excitation of these reso-
nances can result in electron detachment, which means
that one may, in principle, study them via photo-induced
changes in Ps ion decay rates in much the same way as in
atomic Ps spectroscopy. However, as Ps ions are difficult
to produce experimentally, such measurements represent
a formidable challenge.
Ps− ions, were first produced in the laboratory by

Mills in 1981 [509], who also measured their decay
rate [538,539], obtaining Γ = 2.09(9) ns−1. These experi-
ments used the beam foil production method [242], which
involves passing a positron beam through a thin (≈2 nm)
carbon foil. This method is not very efficient, convert-
ing only 0.028% of the incident positrons into Ps− ions
[509]. The same methodology as developed by Mills was
used in further decay rate measurements carried out
by researchers at Heidelberg University [540–542], who
obtained Γ = 2.0875(50) ns−1, in very good agreement
with the calculated value of Γ = 2.087963(12) ns−1 [520].

In all of these experiments a d.c. positron beam was
used to produce Ps− ions that are immediately acceler-
ated by a large electric field. The presence of ions is then
detected by a Doppler shift in the subsequent annihilation
radiation that depends on the applied acceleration field.
The Ps− ion lifetime was measured by placing a second
thin foil at a fixed distance after the initial foil. Energetic
ions passing through the second foil are stripped, and may
produce a free positron, detection of which indicates the
number of ions that survive traversing the gap. For a given
Ps− ion energy, the flight time can be modified by chang-
ing the gap between the two foils, allowing the decay rate
to be measured. Because of the low number of positrons
that actually form Ps ions, time-tagging methods such as
those used in beam based PALS measurements [80] would
not work well for lifetime measurements.
In the last decade an improved method to produce Ps−

ions was developed by Nagashima and co-workers in Tokyo
[543–545]. This method is better suited to spectroscopic
investigations since it is much more efficient, and the Ps
ion producing surfaces are less delicate: it is unlikely that a
few nm thick carbon foil would be able to survive repeated
irradiation from intense laser pulses. The new approach
uses alkali metal layers on tungsten surfaces to generate
Ps ions with an efficiencies of more than 1%. This work
has recently been reviewed in detail [77] so we need not
consider the production mechanisms here. In short, low-
ering the surface dipole barrier with monolayers of alkali
metal coverage [546–548] makes it easier for a free surface
positron to form a bound state with two electrons, and
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Fig. 34. Schematic of the Ps− photodetachment experiment
showing (a) the positron beam, lasers and radiation detector
layout and (b) the electrodes used to accelerate the ions before
irradiation. The Ps ions are accelerated to 1 kV before enter-
ing the field-free region where the photodetachment occurs,
Doppler shifting 511 keV photons to 529 keV. Lead shielding
ensures that the radiation detectors observe only annihilation
photons from the decay of Ps atoms resulting from Ps ion pho-
todetachment, with a count rate on the order of 1 per 10 pulses.
Reprinted with permission from [116]. Copyright (2011) by the
American Physical Society.

thus increases the Ps− production efficiency: that is, the
Ps− “work function” (see Sect. 2.2.1) is reduced. Effi-
ciencies up to 1.5% have been observed from Na and K
coated W(1 0 0) surfaces, which can be used for many
days [545]. This breakthrough has enabled many new Ps−

experiments to be performed [77].
The 0.326 eV Ps ion dissociation energy means that

the energy threshold for photodetachment is in the far
infra-red (λ = 3.8µm). The photodetachment cross sec-
tion is of course zero at threshold [549] (in contrast to
photoionization cross sections which are maximal) and has
a maximum at nearly twice the threshold energy (0.64 eV,
or λ = 1.8µm). The total photodetachment cross section
has been calculated by Igarashi [550], who found that
the maximum value is ≈6.5 × 10−17 cm2, falling off to
≈4.4 × 10−17 cm2 for 1064 nm light, which is the funda-
mental output of a Nd:YAG laser and thus easily produced
in the laboratory. This calculation agrees with that of
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Fig. 35. Annihilation gamma radiation energy spectra with
and without 1064 nm laser light present in a Ps− photodetach-
ment experiment. The inset shows the Doppler shifted Ps ion
peak on a linear scale. The solid lines are fits and the spectra
are normalized to number of contributing incident positrons.
Reprinted with permission from [116]. Copyright (2011) by the
American Physical Society.

Ward et al., [551] but is almost 25% lower, than that of
Bhatia and Drachman [552]. In any case, this cross sec-
tion is comparable to the photoionization cross section for
n = 2 Ps with 532 nm light [106] which has been exper-
imentally demonstrated and is achievable using standard
laser systems.

Ps− photodetachment has been demonstrated, also by
the group of Nagashima in Tokyo [116]. This experi-
ment was conducted at the KEK linac facility [349,553],
which provides a 50Hz pulsed positron beam with approx-
imately 104 positrons per 12 ns pulse. The experimental
arrangement used in this experiment is shown in Figure 34
[116]. The signature of Ps− production in this experiment
was again the Doppler-shifted annihilation radiation peak;
reduction of this peak following laser irradiation indicates
Ps photodetachment. The peak will not be affected if the
detachment results in a singlet Ps atom as the speed will
be largely unaffected, and the decay into two photons will
therefore continue to exhibit the same Doppler shift. How-
ever, because the Ps− system contains two electrons of
opposite spin the final state probability has the same dis-
tribution as the formation of Ps atoms with unpolarized
electrons and positrons: that is, the possible spin config-
urations suggest that the triplet to singlet ratio will be
3:1, as implied by the fact that the Ps ion decay rate is
(almost) the Ps spin-averaged lifetime [528]. Thus 75% of
the Ps atoms produced will be in the triplet state, which
decay into three photons, and therefore do not signifi-
cantly contribute to the Doppler shifted 511 keV peak.
Figure 35 shows the diminished ion peak observed in the
experiment when the photodetachment laser was present
[116].

Analysis of the data shown in Figure 35 can be used
to obtain a lower limit on the photodetachment cross
section [116]. A limit rather than an absolute value was
obtained because of the presence of various mechanisms
(e.g., Ps− self-annihilation before it reaches the laser, the
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Fig. 36. (a) Schematic layout of the apparatus used to observe shape resonances in Ps− ions. Slow positron pulses are mag-
netically guided towards a Na coated W target, from which Ps− ions are emitted. The ions are accelerated by an electric field
and then enter a field free region where they are irradiated by an ultraviolet laser light pulse. Neutral Ps atoms produced by
resonant photodetachment are subsequently detected by a MCP detector 0.88m away. (b) The partial level diagram indicating
the optical transition from Ps− (1Se) to both ground and excited Ps+ e− continuum states via the 1Po shape resonance. From
reference [133].

exact ion-laser overlap, the laser shot-to-shot power dis-
tribution, and so on). The value obtained for the total
photodetachment cross section was σ ≥ 2.1 × 10−17 cm2,
which is consistent with all calculations [550–552].

In some respects Ps− ions are similar to hydrogen neg-
ative ions. The equal mass of the positrons and electrons,
however, has significant consequences for the Ps− atomic
(or perhaps molecular [530]) structure. For example, while
H− has a doubly excited 3Pe state [549], no such state
exists in the Ps− case [554], and indeed Ps ions are not
thought to possess any stable excited states. However,
there are expected to be a series of resonance states associ-
ated with the Ps Rydberg levels [529–537] whose presence
affects the shape of photodetachment cross sections near
threshold via interference effects [555]. This means that
one can study these resonances by precise measurements
of Ps excitation (and subsequent dissociation) at wave-
lengths close to the Ps excited states. Such an experiment
has been performed by the Tokyo group.
The experimental methodology, indicated in Figure 36,

was similar to that of the original photodetachment exper-
iments. In this case, however, UV radiation was used to
excite a 1Po resonance that exists close to the Ps n = 2
threshold: as the authors of reference [133] explain, a
strong shape resonance is thought to exist just above,
and a series of Feshbach resonances just below, the n =
2 threshold [529]. The experiment employed a different
detection scheme from the previous measurements: rather
than observing annihilation radiation (which intrinsically
limits the count rate to less than 1 per pulse), the Ps atoms
produced following Ps−-laser interactions were detected
directly on an MCP detector (see Fig. 36). This was possi-
ble because the Ps ions were accelerated to kinetic energies
of several keV, so that the resulting Ps atoms striking
the detector had more than enough energy to generate
secondary electrons.

Figure 37 shows the results of Ps− UV irradiation exper-
iments for two different Ps ion acceleration voltages. Here
the parameter RPs is a background subtracted TOF count
rate measured by the MCP detectors. The observed res-
onances have been fitted with a Fano profile [555] that
has been successfully used to describe similar resonance
profiles in H− experiments [556]. The fit also takes into
account broadening and a shift of the lineshape due to
the Doppler effect, which is significant in this measure-
ment because of the high Ps ion energy. Overall the data
yield a resonance energy of 5.4737(1) eV (λ = 228.07 nm)
for the zero velocity transition, which is consistent with
theory [529,550,557].

The cluster of data points in Figure 37 at energies
just below the resonance suggests that an (unsuccess-
ful) attempt was made to observe the below-threshold
Feschbach resonances. Mills has suggested that these nar-
row resonances were not seen in the experiment because
of Doppler broadening, even though the analogous res-
onance can be easily observed in H− measurements (cf.
Fig. 5 in Ref. [556]). Improvements to the experimental
procedure may resolve this issue, for example, by study-
ing resonances using a Doppler-free two-photon scheme
[558].
An obvious consequence of Ps ion acceleration and pho-

todetachment is the production of an energy tunable Ps
beam. This was first suggested by Mills [509], but has
only recently been demonstrated following the experi-
mental advances made by the Tokyo group (see Fig. 36)
[120,559]. Energy tunable Ps beams can be made by pass-
ing a positron beam through a gas cell [85,231,560,561], or
by glancing angle positron scattering [562]. These methods
can generate beams in the energy ranges of approximately
5–500 eV and 10–100 eV, respectively. It is also possi-
ble to optically excite Ps atoms into Rydberg states and
form a Ps beam using electric fields [136], as described in
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Fig. 37. Ps ion photodetachment signal (RPs) as a function
of the photon energy for Ps ion acceleration voltages of 3.4 kV
(a) and 1.5 kV (b). The solid line is a fit using a Fano pro-
file: [555] convoluted with a Gaussian profile which represents
the angular distribution of the Ps ions. The error bars show
the standard deviation of the mean signal values including the
error of normalization factors. From reference [133].

Section 3.2. This works in the low energy regime (≤1 eV),
and is most useful for highly excited states. Ps ions can be
accelerated to very high energies (10’s of keV would not
present any real difficulties), but the short lifetime against
self-annihilation sets a practical lower limit to obtainable
beam energies of a few hundred eV. Ps beams with ener-
gies in the keV range can be used as surface probes, for
example in grazing angle diffraction studies [349,563]. This
methodology may also be used to generate relativistic Ps
atoms [564], which would allow for studies of Ps in hitherto
unexplored regimes.

4.2 Ps2 spectroscopy

Just as with Ps± ions, the Born-Oppenheimer approxi-
mation [515] is completely inapplicable to the Ps2 system
[565], perhaps maximally so. A wide variety of theoretical
techniques have been used to deal with this system (e.g.
[566–573]). Shortly after Wheeler’s paper was published
[16] the stability of Ps2 was demonstrated by Hylleraas
and Ore, who obtained a binding energy of 0.11 eV using
variational methods [507]. Since then there have been
many calculations of the Ps2 binding energy [565,574–
577]. Recent calculations, which include relativistic cor-
rections, yield 0.4341373 eV [508]. The ground state Ps2
lifetime has also been calculated many times [510,576,
578,579], with a recent value of 0.22455(6) ns [580]. Ps2

molecules consist of a pair of oppositely polarized Ps spin
configurations. That is, each positron sees one electron in
a singlet configuration, and one in a triplet configuration,
just as in the Ps ion. Thus, it is not surprising that the Ps2
lifetime is roughly half that of Ps−, because there are two
positrons, and therefore twice as many chances to decay
at the spin averaged rate.
Despite some superficial similarities to molecular hydro-

gen [581], Ps2 has completely different properties; the
equal mass of all four of its constituents means that the
charge distribution of the Ps2 molecule is highly symmet-
ric, and in contrast to the electronic cloud surrounding
the slow moving protons of H2, there is no distinction
between the motion of electrons and positrons in a Ps2
molecule. One may consider the calculated average inter-
particle distances to obtain some sense of the geometrical
structure of ground state Ps2 [508,510,511]. The positron–
positron (electron–electron) distance is on average ≈6 a0,
whereas the positron–electron distance is ≈4.5 a0, imply-
ing a weakly bound structure comprising two distinct
atoms [508], a view supported by the relatively small Ps
binding energy (i.e., 0.434 eV, as compared to 6.8 eV for
Ps atoms). This situation is significantly different from
the H2 molecule, which has a proton–proton separation of
≈1.5 a0, and a (covalent) binding energy of 4.52 eV [171].
A closer analogue of Ps2 would in fact be the bi-exciton, a
bound system with two holes and two electrons in a solid
state material [582–584].

Unlike Ps± ions, molecular Ps2 does possess at least
one stable excited state, with total angular momentum
L = 1 and negative C parity [510]. An excited state with
L = 0 and even C parity has also been predicted [567,585],
which suggests the possibility of a Doppler-free two pho-
ton excitation of Ps2. This could in principle provide a
1 ppm measurement, limited by the lifetimes of the ground
and excited states. We note, however, that the properties
of this state are in question because the group represen-
tation used in the calculation may not properly take into
account the symmetry of the Ps2 system [569]. Conversely,
there can be little doubt as to the existence of the L = 1
excited state of Ps2 [510,580,586]. In fact there is no doubt
because this state has been observed [119].

The energy of the excited Ps2 state is 4.94123(2) eV
above that of the ground state, corresponding to a tran-
sition wavelength of 250.9179(11) nm [580]. The excited
state can still decay by annihilation, with a lifetime calcu-
lated to be 0.44277(11) ns [580]. Note that this is almost
twice as long as the ground state Ps2 molecule, and is sim-
ilar to the Ps ion lifetime. This is what one might expect,
since in the excited molecule one of the positron–electron
pairs is essentially in an excited L = 1 state and thus has a
negligible decay rate [184,185]. This state can decay radia-
tively to the ground state via an electric dipole transition,
and has a radiative lifetime of 1.873 ns, which is almost
half the 3.2 ns lifetime of 2 3PJ states of Ps atoms. Thus,
radiative decay is in competition with direct annihilation,
and the branching ratio BR2P is

BR2p =
(1.873)−1

(0.44277)−1 + (1.873)−1
= 19%. (51)
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The fact that the Ps2 excitation frequency to the L =
1 level is fairly close to the 1 3S1 → 2 3PJ excitation
frequency of atomic Ps (the difference is less than 4%) also
supports the picture of a Ps2 structure formed from two
weakly bound Ps atoms. In this case one of the Ps atoms
may be excited, with the transition frequency only slightly
perturbed by the presence of the other atom, which acts
as a dielectric medium [580]. Completely opposed to this
view of things are the implications of the permutation
symmetries of Ps2 discussed by Schrader [569].

It has been suggested that, since almost 20% of excited
state Ps2 molecules decay by emitting a 251 nm photon,
this may be a useful way to detect their presence [586].
However, this is not likely to be the case in experiments
where the same frequency light is used to drive the tran-
sition in the first instance, simply because it is likely that
pulsed lasers would be required, and the short time-scale
and low number of Ps2 molecules would make it extremely
difficult to distinguish between the excitation laser light
and any light emitted from Ps2 decay. As discussed below,
however, excitation and subsequent photoionization of Ps2
along with single-shot lifetime methods have been used to
unambiguously detect the formation of Ps2 molecules, and
the existence of its L = 1 excited state [119].
The first experiment in which Ps–Ps interactions were

observed [287] was performed by implanting high density
positron pulses [356] into porous silica films, such that
many Ps atoms were present simultaneously and could
interact with each other. We now know that such work was
serendipitously assisted by a density enhancement effect
caused by Ps atoms preferentially selecting a subset of the
available pore volume [290]. These and subsequent exper-
iments [288,360,587] resulted in Ps–Ps scattering events,
but could not distinguish between a process known as
spin exchange quenching (SEQ) and the formation of Ps2
molecules [287]. SEQ occurs when two oppositely polar-
ized m = ±1 triplet atoms collide and exchange spins to
form two m = 0 Ps atoms, which can be either singlets or
triplets, with both processes having similar cross sections
[588,589]. In a strong magnetic field the m = 0 triplet
states will have a short lifetime and the singlet states will
also decay rapidly, meaning that SEQ converts long-lived
atoms into short lived atoms. Ps2 formation effectively
converts two oppositely polarized long-lived Ps atoms into
two short-lived atoms, also increasing the overall decay
rate.

The signal in the Ps–Ps scattering experiments was a
density-dependent change in the Ps decay rate, measured
via single-shot lifetime methods [288]. This approach pro-
vides a very clear signal (see Fig. 38), and can even be used
to determine the spin polarization of the incident positron
beam [362]. This is possible because CP violation in beta
decay means that positrons produced from 22Na sources
are intrinsically spin polarized [590,591]. This polariza-
tion is not lost in moderation [592] or trapping processes
[362], and carries over to the Ps, meaning that there
will be an asymmetry in the fraction of m = ±1 states
produced. Increasing the Ps density to the point where
Ps–Ps scattering can occur will lead to losses via SEQ or
Ps2 molecule formation, but eventually the minority spin
component will be exhausted, after which there will be
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Fig. 38. (a) Delayed fraction (fd) and positron beam areal
density measured as a function of the rotating wall (RW) com-
pression frequency in a 2.3T magnetic field. These data show
the linear positron beam density dependence as a function
of the RW frequency, indicative of strong-drive compression
[354,593] and the non-linear reduction in the delayed fraction,
resulting from the initial positron beam spin polarization. Also
indicated are the zero-frequency mode (ZFM) resonances that
cause the beam to abruptly heat up and expand, lowering the
density [355]. (b) Normalized delayed fraction (Q) as a func-
tion of the beam energy. Q may be used to calculate the m = 1
Ps spin polarization, indicated by the dashed line. The solid
line is a fit to a model that includes a density-dependent Ps–
Ps induced decay rate. The constant value of Q approached
at high densities arises when the minority spin component has
been depleted, and the Ps gas is almost entirely spin polarized.
From reference [362].

no further density dependent changes in the decay rate.
This is evident from the data shown in Figure 38, which
show how the delayed fraction (see Sect. 3.1) changes with
increasing Ps density via this process. At the highest den-
sity, where only one Ps spin-state remains [362], increasing
the density further has no effect. Since this happens only
when one spin state has been fully depleted, these data
can be used to estimate the incident positron beam spin
polarization, yielding ≈30%.
While the quenching data provide incontrovertible evi-

dence for Ps–Ps interactions, the time resolution of the
SSPALS technique cannot distinguish between SEQ and
Ps2 formation. Since Ps2 formation requires a third body
to conserve energy and momentum, some arguments can
be made relating the presence of Ps surface states, to
the production of Ps2 [288,360]. However, such arguments
require a detailed understanding of Ps dynamics. For
example, in mesoporous films, in which the first Ps2 signal
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Fig. 39. Ps2 excitation signal measured using high density
Ps produced in a mesoporous silica film. The raw data from
four runs (a) have been re-binned (b) to show the resonance
more clearly. The vertical scale is the change in the delayed
fraction in percent. The measurement for the single square
point in (b) was obtained in a single long run, as described
in the text. The solid lines are Gaussian fits to the data from
which we determine a line center of λ = 250.979 ± 0.006 nm
and a width of 0.069±0.026 nm (FWHM). The dashed vertical
line indicates the calculated vacuum resonant wavelength for
the Ps2 excitation. From reference [119].

was thought to have been obtained [360], Ps atoms may
have significant interactions with the walls, owing to their
long de Broglie wavelength, even in the absence of any Ps
surface states. These kinds of experiments therefore neces-
sarily constitute indirect observations. The optical excita-
tion of Ps2, on the other hand, is completely unambiguous
and constitutes a direct observation of the Ps2 system, and
confirms the existence of its first excited state [119].

Two measurements have been performed which show
optical excitation of Ps2 [119]. In one experiment a porous
silica target was utilized, as shown in Figure 39, and
in the other Ps2 was generated on an Al(1 1 1) surface,
as indicated in Figure 40. In both cases a high-density
positron pulse was obtained using a pulsed 2.3T mag-
netic field [356] and plasma manipulation techniques [593].
The positron beam densities required to obtain Ps densi-
ties sufficient to observe Ps–Ps interactions (and thus also
Ps2 formation) can be estimated from calculated Ps–Ps
scattering cross sections σPs = 1× 10−15 cm−2 [589]. The
scattering rate for a Ps density ρ will then be Γ = ρσPsv,
where we assume thermal Ps speeds (v = 107 cm s−1). For
Ps atoms produced in porous silica targets the emission
rate into vacuum (where the density will be significantly
reduced) is expected to be on the order of 100MHz [126],
and thus we might expect that the Ps–Ps scattering rate
must be similar to this in order for such interactions to
take place; this implies Ps densities of 1016 cm−3.
For positrons implanted into porous silica targets the

resulting Ps density can be estimated using Mahkovian
stopping profiles [306,307], and by considering Ps emission
rates [126]. Typical parameters in the high-density experi-
ments [288,290,362] were a stopping distance of ≈100 nm,
and a beam areal density up to 10× 1010 cm s−1, leading
to instantaneous Ps densities approaching the required
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Fig. 40. Ps2 excitation conducted in vacuum with an Al(1 1 1)
crystal target: (a) lineshape measured with both the UV and
green lasers on. The dashed curve is a single Gaussian fit to the
data and the solid line is a Double Gaussian fit constrained to
have only one width. The dashed vertical line indicates the the-
oretical resonant wavelength for the Ps2 excitation in vacuum.
(b) Measurement with only the UV laser, showing the best fit-
ting horizontal line, ∆fd = 0.016 ± 0.087, consistent with no
effect. From reference [119].

1016 cm−3. Moreover, we expect that the quantum
confinement effects may further increase the Ps density
in such materials, facilitating Ps–Ps interactions [290]. Ps
and Ps2 dynamics are much more complicated on a metal
surface [594], and such simple rate estimates are likely
meaningless, especially since the surface conditions may
well be very unstable on the time scale of Ps2 experiments
[587]. We can, however, expect the density requirements
in this case to be much more stringent, owing to the rel-
atively short lifetime of positrons on metal surfaces [270].

After Ps2 formation pulsed lasers were used to excite
the optical transition; the detection scheme involved exci-
tation and subsequent photoionization of Ps2 in the same
way as has been used for Ps excitation experiments. In
this case the signal would be an increase in the mean
Ps lifetime, since in some cases ground-state triplet Ps
atoms would be produced. However, this is not the only
possibility, as Ps2 photoionization can also result in the
production of a Ps ion (positive or negative) which would
not provide a detectable signal. That is, the follow-
ing processes may occur when excited states of Ps2 are
photoionized:

Ps∗2 + hν → Ps± + e∓ (52)

Ps∗2 + hν → Ps + e+ + e−. (53)

These processes have energy thresholds of 1.96 and 2.1 eV
respectively. In the experiments however green light of
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wavelength 532 nm was used which corresponds to an
energy of 2.3 eV and can thus drive both processes. While
it would have been interesting to try to resolve the mech-
anisms the delayed fraction signal was not sufficient to
perform such measurements [119]. Half of all Ps2 photoex-
citation events would result in the production of Ps ions
or ground state singlet atoms. The free positrons would
likely annihilate rapidly as well, meaning that for equal
production of all outcomes shown above only 50% would
actually produce a signal (assuming that no Ps ions were
subsequently photoionized). Thus, the low number of Ps2
molecules produced is exacerbated by limitations in pos-
sible detection. The practical difficulties associated with
the optical excitation of Ps2 are, unfortunately, all too
evident from the data of Figures 39 and 40.
Ps2 formed in the voids of porous silica would be

unlikely to escape before annihilation, meaning that opti-
cal excitation must also occur inside the material. These
experiments are therefore similar to those conducted with
(lower-density) Ps atoms confined in a silica film [115] (see
Sect. 3.1.3). In that work a cavity induced shift in the
line center was observed, shifting to shorter wavelengths.
Although the exact shift of the energy levels of confined
Ps atoms is difficult to calculate [403,407], they would be
expected to increase, and the observed shift is therefore
qualitatively unsurprising. For the Ps2 case a cavity shift
in the resonant wavelength was also observed [115], as
shown in Figure 39. However, in this case the observed
shift appeared to be to longer wavelengths. This observa-
tion is not currently understood: the existing data is not
sufficient to formulate any detailed hypothesis and more
measurements are required.

The lineshape observed from excitation of Ps2 for-
mation on an Al(1 1 1) surface (Fig. 40) appears to be
consistent with the theoretical value. However, these data
were recorded with an unstable target (see [119] for
details) and so the statistics required for an accurate line-
shape could not be obtained. Moreover, the possibility
that laser light reflected from the crystal surface would
give rise to two peaks, one blue and one red shifted, means
that the line center determination is considerably less pre-
cise. This problem is unavoidable given that Ps2 is unlikely
to travel more than a few microns from the surface upon
which it is produced, although a thin metal transmission
target might allow one to measure the red and blue shifted
components independently in order to evaluate the true
line center.

Both of the previous experiments can be interpreted
as highly significant with regard to the existence of Ps2
and its excited state, and additional work is certainly war-
ranted in this area. Experimental improvements would be
required to measure the decay rate of Ps2, but improve-
ments in the optical spectroscopy do seem to be obtainable
using similar techniques. A remoderated positron beam
with a higher density, the identification of more stable Ps2
formation targets, and direct detection of photoionization
products would all provide improvements, and may facil-
itate ppm spectroscopy of the L = 1 Ps2 excited state. If
it exists, the L = 0 excited state [585] could also be used
to improve the signal since Doppler free methods might
then be employed [494,495].

5 Future directions of Ps-laser physics

Positronium laser spectroscopy has advanced rapidly in
recent years, largely because of the advent of Surko
traps [69] (see Tab. 1), and we can expect many more
new experiments to be conducted in the near future. In
this concluding section I consider briefly a few exam-
ples of next-generation Ps experiments that I believe
have now become more feasible; some of these are prob-
ably happening already. For example, significant progress
has been made in Stark manipulation techniques, (e.g.
[136,141]), suggesting that Stark deceleration and trap-
ping of Rydberg Ps is on the horizon. This is highly likely
to result in the production of focused and slow Ps beams,
which have direct applications to new Ps spectroscopy and
studies of Ps interactions with other atoms and molecules.
They are also expected to be a key aspect of possible
gravity measurements [477]. New ways of generating cold
Ps (including engineered mesoporous materials) should
improve high-density Ps work, allowing for improvements
to Ps− and Ps2 and molecule spectroscopy experiments,
and to progress towards the creation of a Ps BEC [595].

5.1 Stark deceleration and trapping

The experiments conducted so far in which Ps atoms have
been guided by electrostatic fields (see Sect. 3.2.2) are
only the first step in the manipulation of Rydberg states
using inhomogeneous electric fields. Longer term plans are
being implemented which seek to replicate some of the
experiments that have already been conducted in this area
(e.g. [338,436,454–456,459,462–464,469]).
As discussed in Section 3.2.2, if a Rydberg atom with

a positive Stark-shift (see Fig. 6) enters an electric field
it will slow down, since kinetic energy will be transferred
into the Stark energy. If the electric field is then switched
off (adiabatically) before the atom leaves it will experience
a net reduction in its kinetic energy. That is to say, the
atom will have been decelerated. If this is done many times
the atom may even be trapped. This technique has been
demonstrated with polar molecules [447,448,596], and is
even more effective with atoms or molecules excited to
appropriate Rydberg states, as their dipole moments may
be extremely large [338].

The ability to decelerate Ps atoms will be useful because
all of the physical processes through which Ps atoms are
usually produced (see Sect. 2.2.1 result in the produc-
tion of thermal (or hotter) Ps atoms. This means that
they have speeds of ∼7× 104 ms−1, much faster than one
can obtain from a supersonic gas expansion (e.g. [597]) or
a buffer gas source (e.g. [598]). In addition to their fast
mean speeds, the broad speed distributions of Ps atoms
can also present some practical difficulties when it comes
to designing suitable electrode structures that are capa-
ble of capturing a large fraction of the available atoms.
Time-varying methods may be required to deal with the
distributions in situations where static fields would other-
wise be suitable [599]. Techniques that ordinarily employ
time-varying fields (such as deceleration [456]) may be
impossible, or may only be applied to a small part of
the available Ps ensemble. As discussed in Section 3.1,
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Fig. 41. Simulated trajectories of 10 Ps atoms (n = 13, k = +11) with longitudinal kinetic energies of ∼33meV. The black bars
represent cross sections of various electrodes: a is also the Ps production target, B and D are electrodes with a high transmission
circular mesh and C is a 3mm thick square electrode with a 13mm hole in the center which forms the center of the trap. The
panels indicate the fields applied at different times after laser excitation, as indicated. The white lines denote the trajectories
of each atom since excitation, and the color scale represents the electric field strength, with the scale truncated at 8.3 kV cm−1,
where the ionization rate exceeds 108 s−1.

Doppler broadening is also a limiting factor in many Ps
spectroscopic experiments.

However, the underlying principle behind all Stark-
based manipulation techniques is that it is the energy
shifts of atoms in electric fields that matters. Although
they are fast moving, Ps atoms do not possess large
amounts of energy: 25–100meV is quite typical. The
atomic structure of Ps is similar enough to that of other
atoms that achieving the necessary Stark shifts to allow
application of standard deceleration techniques does not
require particularly large electric fields. The main dif-
ficulty is simply in applying the appropriate fields in
a manner that is consistent with the Ps speed and
angular distributions. If this can be achieved, the already-
demonstrated methodology should be readily applicable.
Furthermore, once Ps atoms are accepted into any suit-
able device their low mass should allow large accelerations
to be applied, and it may be the case that controlling Ps
atoms in this way is extremely effective.

In order to determine the feasibility of decelerating and
trapping Rydberg positronium we performed a series of
trajectory simulations. These simulations are based upon
those used to model Ps guiding (see Sect. 3.2.2) and so we
can expect that they will provide a reasonably accurate
representation of our real experimental conditions. This
will then make it possible to refine a design for the elec-
trode structure in a Rydberg Ps trap. Figure 41 shows the
results of the simulation at four different times following
Rydberg Ps production. A series of plate electrodes with
central holes (shown in black in the figure) are used to
define electric field gradients close to a Ps formation tar-
get. The trap is configured such that a central 13mm hole
in electrode C is the trap center, where atoms will oscillate
around an equilibrium position. The voltage applied to all
four electrodes must be controlled independently during

each time-step in the simulation to generate the indicated
electric fields.

The simulation includes trajectories of 5000 Ps atoms,
generated using Monte-Carlo methods, that determine the
initial velocity spread using a Maxwell Boltzmann distri-
bution. The actual velocity distribution is unknown, and
in previous simulations MB distributions were used as an
approximation, with the temperature arbitrarily adjusted
to improve agreement with measurements [130]. The dis-
tribution in this case was truncated to account for the
lower-limit of Ps emitted from mesoporous films owing to
the confinement energy [109].

The results of the simulation indicate that both decel-
eration and trapping will occur for some of the slowest
atoms. In the between the first and second panels of
Figure 41 the voltage applied to electrodes A and B is
decreased from 5.5 kV to 0V, and then the voltage applied
to C is increased from 0V to 5.5 kV, forming the electric
field minimum seen in the last two panels, the voltage
applied to D is always 0V. The time scales for the simu-
lated HV switching are experimentally achievable [139].
The simulations indicate that we should be able to

extract ∼12meV of energy from most of the atoms, lead-
ing to a trapping efficiency of ∼3.0 ± 0.2%. We found
that for our experimental limitations (including volt-
age switching times, maximum switching voltage, and
Ps distribution), n = 13 was the optimal state to trap;
higher-lying states have lower ionization energies, and thus
will always have less energy extracted before loss, and
lower-lying states require stronger electric fields, and have
significantly lower fluorescence lifetimes [134].
A proof-of-principle Ps trapping experiment is likely

to occur relatively soon, and should clarify the nature
of any problems overlooked by the simulations. This in
turn will allow improved simulations and inform new
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Table 6. State of the art precision optical and microwave measurements of Ps 1 3S1 → 2 3S1 interval, ground state
hyperfine interval, and n = 2 fine structure. Both the theoretical and experimental uncertainty (U) is shown for
each transition. Only directly measured intervals are included (i.e., those that can be inferred from other pairs of
measurements are not listed). The theoretical uncertainties are all from reference [150], except the ground state
hyperfine interval, which is from reference [604]. Two experimental measurements of Ehfs are given because the recent
work by Ishida et al. [81] uses an energy selection method that is expected to remove possible errors related to non-
thermalized Ps [81], although currently the uncertainty is too large to determine if this is in fact the source of the
discrepancy between previous experiments and theory.

Transition Experimental result (MHz) U (exp) Year U (theory) Ref.

1 3S1 → 2 3S1 1 233 607 216.4± 3.2 2.6 ppb 1993 0.8 ppb [107]
1 3S1 → 1 1S0 203 389.10± 0.74 3.6 ppm 1984 2.5 ppm [377]
1 3S1 → 1 1S0 203 394.2± 1.6stat ± 1.3sys 10.1 ppm 2014 2.5 ppm [81]
2 3S1 → 2 3P0 18 499.65± 1.2stat ± 4.0sys 226 ppm 1993 7.0 ppm [266]
2 3S1 → 2 3P1 13 012.42± 0.67stat ± 1.54sys 129 ppm 1993 10.0 ppm [266]
2 3S1 → 2 3P2 8624.38± 0.54stat ± 1.40sys 174 ppm 1993 15.1 ppm [266]

designs for decelerators and traps suitable for Ps. How-
ever, trapping a barely detectable number of Ps atoms is
not in itself particularly useful. It will be essential to find
ways to perform Ps deceleration with high efficiency so
that further experiments can be realized using these tech-
niques. Some specialty experiments, in which low numbers
of atoms are acceptable, or even necessary, may bene-
fit from experiments similar to the simulation described
above. The physics of trapping Ps atoms is practically
identical to that of other Rydberg systems, and there-
fore there is little reason to study the trapping in this
way (assuming that there are no interesting effects related
to the low Ps mass). In all likelihood, the ultimate util-
ity of Ps deceleration experiments will be coupled also to
developments in producing colder Ps atoms.

5.2 Precision spectroscopy

One of the motivations driving Ps experimentation, par-
ticularly spectroscopic [103,107,228,264,322,377] and life-
time [82,83,163,195] measurements, is that, as a system
composed of two low-mass leptons, Ps is an ideal test-
ing ground for QED theory [144]. Precision measurements
performed using a wide variety of both hydrogenic and
non-hydrogenic atoms, ions, and molecules are, of course,
also used for QED tests (e.g. [600–603]), but Ps has some
unique properties in this regard, since it has no con-
stituents with internal structure, and the equal mass of
the electron and positron mean that it is very sensitive
to recoil effects [146]. All QED corrections to Ps energy
levels are now known up to order mα6 [150–152], and
some of the higher order terms have also been calcu-
lated (e.g. [153,154]). Recent theoretical developments are
summarized in reference [155].
All calculated Ps energy levels and intervals are more

accurately known than measured values, as indicated in
Table 6. This table includes microwave and (one) precision
optical measurement [107]. In general one can expect opti-
cal measurements to be considerably more precise than
those obtained from microwave spectroscopy, but it is nev-
ertheless instructive to consider how well the energy levels
of Ps are known experimentally (see also [172]).

As described in Section 3.3, the 1 3S1 → 2 3S1 transi-
tion has been measured with an experimental uncertainty
of ±3.2MHz; this measurement is now 25 years old. There
are two new experiments in progress seeking to improve
the precision of this energy interval [76,504]. It is thought
that improvements on the previous work may be possi-
ble since optical metrology is now much more advanced,
and frequency calibration at a level orders of magnitude
better than necessary can be obtained with commercially
available frequency combs. Moreover, excitation of 2 3S1
Ps atoms to Rydberg levels and subsequent detection will
allow trajectory and speed mapping to be incorporated in
the 1 3S1 → 2 3S1 lineshape model. No new results have
yet been reported.
The ground state hyperfine interval has been measured

with an uncertainty comparable to the theoretical uncer-
tainty, although there is a persistent discrepancy amount-
ing to ≈3σ [228,264,322,377]. This is widely believed to be
related to the need to extrapolate data at high gas pres-
sures to zero pressure ot account for a pressure shift. The
linear extrapolation used is evidently not sufficient and
so Ps thermalization effects need to be explicitly mea-
sured or accounted for in a different way. This is similar
to situation in several measurements of the o-Ps decay
rate, which have now been resolved [82,83]. New hyper-
fine interval measurements using the same technique, but
with time-selection to remove signal from non-thermal Ps,
are underway [81]. The data so far are consistent with
theory, but time-selection severely reduces the amount
of data that can be obtained. A measurement with suf-
ficient uncertainty to potentially resolve the problem is
expected to be completed by 2020. Some different exper-
imental methods, that do not suffer from pressure shifts,
have been demonstrated [121,381] but they are unlikely to
be able to reach the required precision in the foreseeable
future. It may also be possible to directly measure the
singlet–triplet splitting in the n = 2 manifold to address
this discrepancy.
Measuring the Lamb shift [605] in Ps is, in some sense,

less interesting than it is in hydrogen because the S and
P degeneracy is already lifted by annihilation and spin–
spin interactions. However, there are other QED effects
that can be studied via n = 2 spectroscopy. An ultra fine

https://epjd.epj.org/


Page 50 of 72 Eur. Phys. J. D (2018) 72: 53

Fig. 42. Schematic layout of a microwave spectroscopy experiment. A positron pulse is implanted into a Ps formation target
located inside a waveguide. Atoms are excited from 2 3PJ levels to metastable 2 3S1 levels via microwave transitions. The longer-
lived 2 3S1 atoms are able to leave the waveguide, where they are excited optically to Rydberg levels and subsequently detected
with either a position sensitive MCP or by pulsed field ionization, so as to increase the detection efficiency and to provide
trajectory information to correct for Doppler effects. Electric and magnetic fields in the excitation region will be mapped out
by performing high-resolution spectroscopy on He atoms produced from a supersonic expansion. A similar arrangement can be
used to excite Rydberg Ps levels in a waveguide and perform microwave spectroscopy between nearby Rydberg states.

(≈75 kHz for n = 2) splitting in positronium between the
L = 1 singlet state and the spin average of the triplet
states has recently been shown to arise at order α6 [606].
Measurements of this splitting at sufficiently high preci-
sion can constrain some proposed ultralight interactions,
at a level that depends somewhat on the model being
tested, but that would likely only become of interest at
the sub 100 kHz level. It may even be possible to perform
an experimental test of the noncommutativity of space in
this way [607].

The present ≈MHz uncertainties in the n = 2 fine
structure measurements [264–266] can almost certainly be
reduced. One of the limiting factors in previous experi-
ments was that n = 2 atoms had to be produced through
positron collisions with certain surfaces [262,263,608],
which is very inefficient (on the order of 0.1%), and thus
imposed statistical limitations. Much more efficient pro-
duction of n = 2 atoms can be accomplished by laser
excitation [139]. Other improvements that can be made to
Ps fine structure microwave spectroscopy involve exciting
atoms to Rydberg levels for trajectory and time mapping,
to reduce or eliminate Doppler effects [122], or one could
set up the microwave radiation in a standing wave to drive
two-photon transitions, tuning through the resonance via
the Stark effect.

A schematic layout of a new experiment1 currently
underway at UCL for Ps microwave spectroscopy is shown
in Figure 42. This arrangement will involve Ps produc-
tion in a suitable waveguide where laser excitation can
take place. It will also incorporate a metastable He beam
that will be used to measure electric and magnetic fields

1 This experiment is based on a scheme first outlined by Allen

Mills.

by optical He spectroscopy [420]. There are several differ-
ent possible techniques that can be used with this general
arrangement. For example, in some versions short lived
23PJ states will be excited to longer lived 23S1 states
by microwaves, and will then be able to travel out of
the waveguide structure and be excited to Rydberg lev-
els. This will provide an improved signal to noise ratio,
and allow for trajectory mapping. However, it will also
be possible to produce 23S1 atoms directly by laser exci-
tation [139], and then to drive microwave transitions to
the shorter lived 23PJ levels. This method has the advan-
tage that lower microwave power would be required, since
the 23S1 lifetimes allow longer irradiation times. How-
ever, it has the disadvantage that the 23S1 production rate
would be relatively low. Various different approaches will
be evaluated to determine which systematics are dominant
in measurements at the 100 kHz level, and thus how the
experiment can be improved beyond this. Ultimately the
≈50MHz natural linewidth of such measurements (owing
to the 3.2 ns 23PJ radiative lifetimes) will be the limit-
ing factor, meaning that it would be necessary to split
the line by a factor of 1000 to obtain a precision of
50 kHz, regardless of any other statistical or systematic
limitations.

The second phase of the UCL spectroscopy program
seeks to perform measurements of transitions between
Rydberg states, with the ultimate aim of measuring
the Rydberg constant. The initial experiments will com-
prise transitions between n states (around n ≈ 25, with
∆n = 2). These transitions occur at microwave frequen-
cies on the order of 100GHz, and initial measurements
with uncertainties on the order of 100 kHz (i.e., 1 ppm)
are anticipated. Based on preliminary measurements using
Rydberg He, however, we expect eventually to be able to
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improve this to the 1 kHz level (i.e., 10 ppb). Helium test
experiments have shown that, in order to reach this level of
precision (or better), it will be necessary to develop exter-
nal electric field cancellation techniques at the mVcm−1

level. This will be done using He atoms excited to Rydberg
levels to measure the fields [160] as indicated in Figure 42.

A similar microwave measurement of the Rydberg con-
stant in hydrogen has been performed [609], but the
results were not published, apparently because of unre-
solved uncertainties regarding the effects of external fields.
This is a difficult problem to solve when dealing with
atoms in Rydberg states, but Ps offers one advantage in
this regard: circular states can be generated that would
be less sensitive to external electric and magnetic fields,
because Ps has no net magnetic moment in the triplet
state. This is because the electron and positron magnetic
moments are equal and opposite. Thus, circular states of
Rydberg Ps should be an ideal system to for precision
spectroscopic measurements even if external fields cannot
be completely eliminated.

These measurements will make it possible to evalu-
ate in detail the experimental systematics (including field
cancellation) that limit the obtainable precision, in prepa-
ration for the third phase of the program, whose aim
is to perform optical transitions between Rydberg and
n = 2 levels. These are chosen because the linewidth of
such transitions will be narrower than the correspond-
ing transitions to the ground state, owing to the longer
lifetime of the radiatively metastable n = 2 level (i.e., 8
times longer): this would result in a ≈100 kHz linewidth.
Although many parameters need to be measured before
realistic estimates can be made, it seems reasonable to
expect that this line could be split by at least a fac-
tor of 100, giving a ppt measurement. If it does become
possible to measure the Rydberg constant with Ps to a
part in 1012, doing so will certainly be very challenging.
One may well ask why it is worthwhile to attempt such a
measurement when there already exist much more precise
measurements, obtained from various other systems, espe-
cially hydrogen [610]. This is a very reasonable question,
and the answer is related to what has become known as
the “proton radius puzzle” [157,159].

Experiments with atomic hydrogen have driven devel-
opments in precision spectroscopy essentially since lasers
were invented (e.g. [611]), and such measurements have
now reached astounding levels of precision, with the
benchmark 1 3S → 2 3S transition measured with a frac-
tional uncertainty of 4.2× 10−15 [491]. At this level of pre-
cision measurements become sensitive to very small effects
that might otherwise have no relevance. Moreover, inter-
preting such data requires a complementary theoretical
effort at an even higher precision. In the case of hydrogen
such descriptions are hindered by incomplete knowledge
of the proton charge radius. Hydrogen energy levels are
affected by the finite size of the proton charge distribution,
but since this is determined by Strong Force interactions
between quarks, the levels cannot be calculated with high
precision. Because of this, precision spectroscopy of hydro-
gen requires two measurements, essentially to measure the
proton charge radius (or, equivalently, the Lamb shift),
and the Rydberg constant separately. Despite the very

precise 1 3S → 2 3S measurements, the additional, less pre-
cise measurements that must also be performed limit the
extent to which a complete description of the hydrogen
atom can be obtained.
In order to improve this situation an experiment was

conducted in 2010 in which spectroscopy of muonic hydro-
gen (that is, the bound state between a proton and a
negative muon [612]) was used to make a high-precision
determination of the proton charge radius [157]. Because
muons are almost 200 times heavier than electrons, they
will have a stronger interaction with the proton in a hydro-
genic system, and this leads to a much larger sensitivity to
the proton charge radius. The relative wave function over-
lap will be approximately the muon/electron mass ratio
cubed (i.e., ≈2003 = 8× 106; see also [613] for a summary
of the theory of the Lamb shift in muonic hydrogen). Note
that, since they have a non-zero wavefunction overlap at
the origin, only S states are sensitive to the proton charge
radius, in much the same way that only S states of Ps
annihilate (excluding higher order contributions).
Since muonic hydrogen is nearly 10 million times more

sensitive to the proton charge radius than electronic
hydrogen, it is possible to obtain a very precise measure-
ment the former, even with relatively crude spectroscopic
methods. The goal of muonic hydrogen experiments was
to obtain a highly accurate proton charge radius num-
ber, which would then allow the Rydberg constant to
be extracted from precision spectroscopic measurements
of atomic hydrogen more accurately. However, the mea-
surement [157] revealed a significant discrepancy with the
expected proton radius, which was known not only from
hydrogen spectroscopy but also from electron–proton scat-
tering measurements (see Fig. 43), and between which
there was no disagreement [159]. Subsequent experiments
have only made the problem worse [158,616], and this
discrepancy remains unexplained, despite an enormous
amount of theoretical effort [617,618].
The measurements that, taken in conjunction with the

precision 1S–2S data [491], give the proton radius are
shown in Figure 43 [614]. These include microwave Lamb
shift [605] measurements [619,620] performed using the
separated oscillatory field method of Ramsay [621], as well
as optical 2S–nS/D transitions in hydrogen [161,162,610,
622–624]) (for some reason, always with even values of
n). It is clear from this figure that the spread of all the
individual measurements that go into the final value is
considerably larger than the apparent eventual discrep-
ancy, which implies that even if a small systematic error in
these measurements exists, it could be sufficient to resolve
the puzzle.
Recently a measurement of the 2S–4P transition in

hydrogen [614] has revealed the existence of a possible
systematic shift that may mean that the Rydberg con-
stant derived from hydrogen spectroscopy is the source
of the discrepancy, as indicated in Figure 43. However,
more measurements are required to verify if this is really
the case. Despite this intriguing result, the situation is
far from resolved, and there are currently several experi-
mental programs underway that will address the problem
using a variety of systems [159]. Ps spectroscopy is just one
of these, and while it is unlikely to be able to compete
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Fig. 43. Values of the r.m.s. proton charge radius rp derived from the recent measurement of Beyer et al. [614] (green diamond),
muonic hydrogen measurements µp (pink bar and violet square) and the value derived from world hydrogen data (blue triangle).
Also shown are the individual optical and microwave measurements that together constitute the hydrogen world data value.
These consist of 15 individual measurements (black circles, optical measurements; black squares, microwave measurements).
The CODATA adjustment [615] includes hydrogen data as well as deuterium data (nine measurements) and electron scattering
data. The plot is unchanged if given in terms of the Rydberg constant R∞ owing to its correlation with rp, as indicated by the
dual scale. From reference [614] reprinted with permission from AAAS.

in terms of producing the most precise measurements,
data from different types of systems can provide valuable
insight, even at lower levels of precision. In order to fully
exploit future Ps measurements they should be conducted
with an associated evaluation of the relevant theoretical
corrections, although it is clear that significant experimen-
tal progress is required before additional calculations will
be required.

5.3 Scattering

A slow beam of Ps∗ atoms obtained via Stark-deceleration
(see Sect. 5.1) can be spatially focused (e.g. [475]) using
methods similar to the electrostatic guiding discussed in
Section 3.2.2. This means that one could produce a slow
focused Ps∗ beam that would be ideal for studying various
interactions of Ps atoms with other atoms and molecules,

opening up a new realm of cold antimatter chemistry. One
example of such an experiment is the formation of bound
states of positrons with neutral atoms. The first sugges-
tion that positron-atom bound states might exist came
from many-body-theory calculations in 1995 [625]. Subse-
quent variational calculations carried out by Ryzhikh and
Mitroy [626] and by Strasburger and Chojnacki [627] con-
firmed that positron-lithium binding can occur, and soon
after, many more calculations concerning other atoms
appeared [628].
There now exist many predictions of positron-atom

binding for a wide variety of atoms [629–631], but there
is still no experimental evidence for these states whatso-
ever. This is largely because one needs a mechanism to
attach the positron to an atom, and also because those
species that are expected to bind positrons are experimen-
tally difficult to work with (for example, a hot cell may be
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Fig. 44. (a) Calculated cross section σ for positron-atom
bound state formation following collisions of n = 14 Ps atoms
with Zn atoms and (b) the results of a simulation including
a measured TOF Ps distribution interacting with a gas of
Zn atoms at the pressures indicated. The scattering rate and
other simulation parameters are indicated in the panel. From
reference [476].

required). Some schemes for producing these systems have
been suggested [632,633], including interactions with Ryd-
berg Ps atoms [476]). This approach has the advantage
that one can select the n state to match the e+A bind-
ing energy, and by performing measurements as a function
of n obtain additional information regarding the Ps-atom
interaction.
Figure 44 shows a simulation of the attenuation of Ps

atoms as they pass through a gas cell of Zn at various
pressures. The Ps TOF distribution is based on one that
is measured in a quadrupole guide (see Sect. 5.1), and
the cross sections for Ps-Zn scattering have been calcu-
lated [476]. These data imply that a discernible loss signal
might be observed at Zn pressures close to 1× 10−4 mbar,
although this could be lowered if slower Ps atoms were
used. Such pressures can be achieved by heating Zn to
temperatures &500K [634]. An alternative scheme would
be to use a guided beam of atoms (e.g. [635]) and produce
a merged beam experiment, as has been done with, for
example, neutral beams of polar molecules [636,637]. In
this way it would be possible to better match the projec-
tile and target speeds, which would significantly enhance
the cross sections, compensating for the reduced densities.

In addition to producing positron-atom bound systems,
the electrostatic guiding methods could also be used to
observe excited state Ps scattering from other atoms
and molecules. Collisions between various Rydberg and

neutral species have been studied for decades (e.g. [638])
and can provide information relevant to low-energy elec-
tron scattering [639]. This is because in a Rydberg atom
the electron is very weakly bound, and thus in a collision
it is quite possible for it to have a stronger interaction
with the target species than with its own ion core. This
means that these electrons can behave as if they were free
electrons (with an energy given by their orbital motion).
A similar effect has already been observed in total scat-

tering measurements between ground state Ps atoms with
various atomic and molecular targets [640,641]. In some
of these experiments Ps beam energies comparable to
or higher than the Ps binding energy (6.8 eV) are used,
allowing the interactions to be reasonably well character-
ized by the impulse approximation [642,643]. For lower
Ps beam energies [232] this approximation will not be
valid and other effects must be taken into account [644].
It may be informative to perform similar measurements
using Rydberg Ps atoms to verify the theory, and also to
use atoms in different Stark-states at lower energies. This
would provide a way to control the orientation of the elec-
tron and positron wavefunctions relative to the projectile
axis and thus study polarization effects.
A guided beam of Rydberg Ps atoms could be used to

perform charge exchange reactions with trapped charged
targets. Electrostatic guides can be interfaced with stan-
dard ion traps [645] and Stark decelerators [646]. This
method has been suggested as a way to produce antihy-
drogen formation following interactions between Ps atoms
and antiprotons held in a Penning trap via the charge
exchange reaction

Ps∗ + p̄ → H̄ + e−. (54)

The cross section for this reaction will be increased if
excited Ps states are used [418,419]. Because this reaction
can in principle be performed with low collision energies,
and without having to merge two oppositely charged plas-
mas, it may be much more efficient for the creation of cold
antihydrogen [647]. Experiments that have produced and
trapped antihydrogen atoms have used a magnetic gra-
dient trap that is superimposed upon a Penning trap, so
that when the neutral atoms are formed (via three-body
recombination), those that are cold enough will remain
trapped [648,649]. The depth of the neutral traps used is
equivalent to a temperature of less than 1K, which means
that most of the antihydrogen produced is not trapped.
Ps interactions with antiprotons could, therefore, make it
possible to improve overall antihydrogen trapping rates
[648].

Verifying the n and velocity dependence of the anti-
hydrogen formation cross section, as well as studying
other experimental parameters that might affect antihy-
drogen formation rates, would be useful also to several
collaborations at CERN that plan to produce antihydro-
gen in this way. Rather than generating trapped neutral
antihydrogen these experiments are designed to produce
either a beam of antihydrogen atoms in Rydberg states
[650] or, following two charge exchange interactions, an
antihydrogen positive ion [651].
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One can consider other possibilities too, for example,
fine control over Ps atom trajectories could also make it
possible to produce a Ps-microprobe, in which atom-optics
are used to direct Rydberg Ps atoms onto a target surface
to be probed with high spatial resolution. The subsequent
annihilation of the positron with the target material can
be used to measure the local electron density as in other
positron microprobes [652]. Similar methods have been
used in neutral atom lithography with metastable atoms
[653,654], with some improvements suggested if Rydberg
atoms are used [655]. As an extension, the Rydberg atoms
themselves could be used as surface probes via resonant
charge transfer processes [426,427]. Neutralization of laser
cooled ions in Penning or Paul traps has also been sug-
gested as a method to produce cold atoms or molecules
that are not amenable to laser cooling [435].

5.4 Bose-Einstein condensation

Positronium is a Bosonic system and as such can be
expected to form a Bose-Einstein Condensate (BEC)
under the right conditions. The Ps–Ps scattering length
has been calculated [588,589], to be 2.95a0 which means
that BEC formation is possible: a negative scattering
length implies an attractive force between atoms which
tends to make BEC’s unstable, although they can be
produced with lower numbers of atoms [656].
The fundamental requirement for BEC formation is to

achieve sufficient phase space density, which amounts to
achieving a high enough particle number density and/or
low enough temperature that the mean atomic separation
is approximately the same as the de Broglie wavelength
(see Eq. (24)). This simplistic description of a BEC over-
looks numerous thermodynamic subtleties but is adequate
for the present purposes: see, e.g. [657–659] for a more
complete description of BEC phenomena and properties.

For a gas of Bosonic atoms with mass m, and density ρ
the BEC transition temperature TC is given by [658]

TC =
3.31~2

2mekB
× ρ2/3 ≈ 3K × (ρ(cm−3)/1017)2/3. (55)

One can immediately see that the low mass of Ps allows
for much higher critical temperatures than any other atom
(although some condensed matter systems such as exci-
tons [660] or exciton-polaritons [661] may have critical
temperatures similar to or higher than Ps at equivalent
densities). A Ps density of 1017 cm−3 would start to Bose-
Condense at a temperature of ≈3K. Note, however, that
TC is the temperature at which condensation starts to
happen: the condensate occupancy is given by

N0

N
= 1−

(

T

TC

)3/2

, (56)

where N0 is the number of atoms in the condensed phase,
and N is the total number of atoms in the ensemble.
For T = TC the fraction of condensed atoms is zero, and
generally the system should be considerably colder than
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Fig. 45. Ps BEC critical temperature as a function of density
as given by equation (55). Also indicated is the density at which
Ps–Ps interactions have been observed, and the approximate
Ps laser cooling recoil limit. The lowest density at which one
might expect stimulated emission to be possible is also shown,
although the actual value for this depends on the exact Ps
BEC geometry and is likely to be much higher than indicated.
After reference [361].

TC. Note also that the 3/2 power applies to a three-
dimensional container, but will be different depending on
how the atoms are confined. If they are in a harmonic
potential well, for example, this factor will be 3 and not
3/2 [171]; it is possible that it will have some other value
for Ps confined in an engineered porous material if it has a
strong wall interaction. The critical temperature as a func-
tion of Ps density as defined by equation (55) is shown in
Figure 45.
The first BEC’s to be produced in the laboratory were

made from Alkali atoms [662,663], using laser cooling
techniques [664–666], and the phenomena has since been
observed in other systems, including hydrogen [667] and
helium [668,669]. Platzman and Mills suggested a possi-
ble way to create a Ps BEC in 1994 [595], but this scheme
has not yet been realized, although some progress has been
made in this area [72,73].
It is clear that in order to create a Ps BEC one needs to

increase the Ps density and reduce the Ps temperature as
much as possible. In most porous structures commonly
used for Ps production (see Sect. 2.2.1) Ps atoms can
approach room temperature, which means that for a Ps
density of the order of 1020 cm−3 condensation would be
possible. This density is, however, four orders of magni-
tude higher than has been achieved so far, meaning that
reducing the Ps temperature further is essential unless
very significant increases in Ps density are achieved.
Ps laser cooling has been discussed for many years

[73,361,384,670–672] but has not been experimentally
demonstrated, even in a proof-of-principle measurement.
The atomic structure of Ps does not present any fun-
damental limitations to Ps cooling, but annihilation of
ground states is a significant limitation insofar as it limits
the total amount of cooling that can be obtained using
the 13S1–2

3PJ transition, which is the most efficient in
terms of the energy removed from the system per cool-
ing cycle. To perform laser cooling in free space via this
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transition, the Ps atom would be in the ground state 50%
of the time, and the mean annihilation lifetime would
then be only twice as long as that of the ground state
(i.e., 284 ns). The 23PJ lifetime is 3.2 ns and since cool-
ing necessarily requires spontaneous decay, one should
wait approximately two radiative lifetimes between cool-
ing cycles [227]. Thus, on average less than 50 cooling
cycles would be possible, which would reduce the Ps tem-
perature by ≈100K [73,361]. Cooling on other transitions
that do not include the ground state have been consid-
ered [384] do not seem viable since (1) one would have
to re-pump out of the ground state following spontaneous
decays (with associated losses), (2) the energy removed
per cycle would be much lower, and (3) the Ps ensemble
would spread out, requiring very powerful lasers covering
a large volume of space.

The laser sources that have been suggested for Ps
cooling (e.g. [670]) are well within current technological
capabilities, and laser cooling may become useful if colder
ensembles of atoms can be generated, or if other cooling
processes can be simultaneously employed. However, even
if Ps laser cooling could be performed with optimal effi-
ciency, the low mass of Ps limits the temperatures that
can be achieved to ≈1K because of the Ps recoil. Since Ps
is very light this recoil is substantial, and in order to con-
serve energy and momentum there must be an associated
frequency shift of the absorbed or emitted photon, which
is given by ∆νrec, where

∆νrec =
h

4meλ2
0

≈ 3GHz. (57)

The recoil frequency shift is almost three orders of mag-
nitude larger for Ps than for H (i.e., GHz vs. MHz), and
is even smaller for other atoms and molecules. The recoil
limit for Ps is larger than the Doppler limit, which is not
true for other atomic systems, where it is difficult even to
observe such recoil effects [673–675].

In the context of making a Ps BEC it is necessary
to draw a distinction between Ps laser cooling in free
space, and in a confined volume of some sort, which is
generally considered to be necessary to maintain Ps den-
sities. As discussed in Section 2.2.1, when Ps is created
in porous silica films (or other similar materials) they
are initially ejected from the bulk material with eV ener-
gies, which is then reduced to near thermal energies on
ns time scales via collisions [126]. This is equivalent to
cooling from 11 000K to 600K in less than 10 ns, which
is considerably more than can be achieved via laser cool-
ing. This mechanism does not generally allow one to cool
samples and produce cold Ps which is then emitted into
vacuum because the confinement energy will be converted
to kinetic energy upon emission [109]. However, while they
remain in the pores, Ps atoms can cool to the ground state
of the confining structure.

The situation is more complicated if one considers the
structures needed for BEC production, namely a large cen-
tral cavity (probably of micron dimensions) into which
all Ps atoms can be collected [595]. This is a fundamen-
tally different situation from that encountered in most

existing experiments, where Ps atoms are isolated from
each other and individually occupy small pores. In both
cases, however, laser cooling is unlikely to be possible
because Ps scattering (either from other Ps atoms or from
wall interactions) will lead to Dicke line narrowing [406].
This means that atoms cannot be selected according to
their velocity, and laser cooling will be ineffective. Thus,
while laser cooling for a confined Ps gas can be envisioned
[676], the effects of confinement would have to be explic-
itly addressed, either by using sufficiently large cavities
or other confining structures [123], or possibly by using
alternative cooling schemes employing short-pulsed lasers
(e.g. [677,678]).

The highest Ps densities obtained to date are on the
order of 1016 cm−3, achieved in a series of in Ps–Ps inter-
action experiments [119,290,362]. For a completely unpo-
larized positron source producing Ps at these densities
or above leads to very significant losses since interactions
between oppositely polarized Ps atoms can convert long-
lived atoms to short-lived states [288] with high efficiency
[589] (see Sect. 3.1.3). Thus, if the primary positron beam
used is partially spin polarized (as it is when derived from
a radioactive source [80]), it is possible to retain a frac-
tion of the majority Ps spin component following complete
SEQ scattering [362]. However, for typical beam polariza-
tions (≈30%) this will mean losing a factor of three in the
Ps density, and so employing a fully spin polarized beam
might be preferential, even if the overall throughput of the
system is reduced [679]. Recent developments with polar-
ized bremsstrahlung sources may be useful in this regard
as they could make it possible to generate intense pulsed
and polarized positron sources with a linac [680].

Creating a dense Ps gas necessarily requires a high-
density positron pulse. In previous experiments [356] this
was done by stacking positrons in an accumulator and
using plasma compression methods (i.e., strong drive
rotating wall techniques [353–355,593]) to increase the
beam density. This beam was then further compressed
with a pulsed magnetic field. However, such pulsed fields
introduce numerous experimental complications, and the
fields that can be generated are not easily scalable. A more
fruitful approach may be to extract the positron plasma
into a field-free region [92,329,681] and increase the areal
density by remoderation [682]. In this way one could
expect to improve the beam brightness, losing approx-
imately a factor of 10 in the number of positrons, but
gaining a factor of 100 in the density [683].

It is possible to store ≈109 positrons or so in a standard
accumulator [684,685], and one can also consider building
multiple positron traps, either in line, or using an off-axis
multi-cell design [686,687]. In any case, high capacity traps
will clearly take longer to fill unless they can be associated
with an intense positron source. One possibility might be
to couple the low-brightness, high-intensity NEPOMUC
beam [688] to a Surko trap specifically designed to have a
large diameter entry electrode. This would require much
more differential pumping than is usually the case, but
could result in very efficient positron capture and bright-
ness enhancement. However, beams produced via pair
production, as in reactors or linacs, are not usually spin
polarized, so this approach would require additional steps
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to polarize the positrons, either via modifications to the
production mechanism [680], or by manipulating unpo-
larized positron plasmas [689]. Multiple or high capacity
traps could provide a significant Ps density enhancement,
perhaps offering a factor of ten over current arrangements.
Together with remoderation it may then be possible to
bring Ps densities into the 1018–1019 cm−3 range.

The technology required to generate intense positron
beams with much higher densities than have been pre-
viously achieved already exists, and it is only a matter
of combining some different techniques in the right way.
This situation is similar to the production of high-intensity
pulsed beams for laser spectroscopy in that the underlying
concepts have all been around for many years [66,345], and
just needed to be combined to facilitate a new methodol-
ogy enabling laser spectroscopy [357]. It is not, therefore,
unreasonable to believe that the formation of a Ps BEC
may be on the horizon. However, I believe that this will
only be true if serious work is put into the design and
fabrication of micro-structures that are able to produce,
cool, and collect Ps atoms in an appropriate central cavity.
Not only can this potentially provide significant density
enhancements and higher cooling rates, but it is also
important to produce the cold Ps ensemble in a way
that does not inhibit condensation. In prior work where a
spin-polarized Ps gas was generated [362], Ps atoms were
individually localized in a distributed network of pores.
This configuration is unlikely to be conducive to BEC
formation, not least because of the strong atom–wall inter-
actions. The type and shape of the confining material (the
“container”) used to produce a Ps BEC may well affect its
properties [690,691]. Several theoretical studies have been
carried out regarding Ps condensation dynamics under
various conditions (e.g. [692–697]), but many questions
concerning high densities of interacting Ps atoms remain
unanswered and experimental data is scarce.

In additional to subtle geometrical effects that may
impact the thermodynamic properties of a condensate,
more familiar problems must also be considered, such as
how the BEC formation target material will react to the
implantation of an intense positron beam and laser radia-
tion. It will be necessary to avoid producing targets made
from materials in which paramagnetic centers can be gen-
erated. It is well known that paramagnetic centers can be
generated by radiation (e.g. [698]), including laser light
[289], and even positron irradiation when intense beams
are used [699]. These centers can inhibit Ps formation
[700] or can convert triplets to singlets via spin exchange
[701], and are therefore not compatible with Ps BEC
experiments. Moreover, there are many types of para-
magnetic center, and often they become more stable at
lower temperatures [131,702,703], and thus could present
a particularly serious problem for experiments that require
cryogenic Ps.

The Ps formation target also needs to withstand the
local temperature increase following deposition of an
intense positron pulse: if one implants 1010 positrons with
5 keV into a target, the total energy deposited will be
8µJ. This energy will be deposited is a small volume
that will ultimately depend on various other experimental
parameters, in particular how the Ps is to be produced

and collected into a single cavity-like structure. I would
estimate the likely deposition volume to be in the range
10−8 to 10−10 cm−3. For a tungsten target this would
result in a corresponding temperature increase of 200–
20 000K: that is to say, most targets would probably
immediately melt (locally) following implantation of such
a pulse.
It has been suggested [73,704] that the deposited energy

may be dispersed over a larger volume via ballistic phonon
transport, but the required efficiency of this process seems
to be unrealistic [705,706]. The actual energy transport
would of course depend strongly on the exact nature of
the structure used and the material from which it is
made, imposing yet more constraints on possible struc-
tures. Alternatively, Mills has suggested using a sacrificial
layer of frozen gas (e.g., Argon) on the target surface to
remove the deposited energy by vaporization [73]. This
may be possible but has yet to be evaluated experi-
mentally. The problem of target heating may necessarily
require a scheme wherein the positrons are implanted into
a large volume structure that is engineered to collect Ps
atoms in a much smaller volume. Any serious attempt to
observe a Ps BEC will have to address this problem since
even if targets are not vaporized, heating up the Ps is
counter productive.
If a Ps BEC were to be produced, it may not be entirely

obvious that this has happened. The method originally
proposed by Platzman and Mills [595] was to magneti-
cally quench the BEC with a transverse magnetic field
to induce two-photon decays, and then use an ACAR
detection scheme to observe the very narrow momentum
component characteristic of a BEC. This seemingly simple
scheme hides numerous difficulties: ACAR detectors gen-
erally have very low detection efficiencies (they need to be
far away from the radiation source to achieve good angu-
lar resolution) and also can only detect single events per
detector pair, and they require two-photon decays. Thus,
a large detector array is required to optimize detection.
Moreover, to convert triplet atoms to singlets to facilitate
two-photon decay, either a several kG spin flipping mag-
netic field must and applied in a time comparable to the
142 ns Ps lifetime, or a high-power microwave field must
be applied [323,594]; neither of these are trivial endeavors
[73]. Optical methods may be able to reveal the presence
of a BEC and avoid these problems [73,594], although it
is by no means obvious that one can unambiguously dis-
tinguish between a cold dense Ps ensemble and a Ps BEC
when both are present in a material structure.
The fact that the low mass of Ps may allow near

room temperature BEC formation, is not itself sufficient
justification for performing such complex experiments
(especially if similar properties can be studied more easily
in condensed matter systems [661]). The reasons why it
is worthwhile producing a Ps BEC are related to the fact
that it is composed partly of antimatter, and that hav-
ing access to Ps in the Bose condensed state makes some
experimentation relevent to antimatter physics possible.
Specifically, it may, at least in principle, enable the genera-
tion of a coherent Ps atom laser, and the observation of the
phenomenon of stimulated annihilation. A Ps “atom laser”
is a coherent beam of Ps atoms generated from a Ps BEC.
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If such a condensate were created in a cavity that was
accessible to the vacuum, then atoms could spontaneously
tunnel out, and in the process stimulate further (coher-
ent) tunneling of other atoms into the beam (according to
BE statistics) [73]. This would constitute an ideal source
for precision optical spectroscopy, with negligible Doppler
effects (see Sect. 5.2), and may also be amenable to inter-
ferometric experiments (see Sect. 5.5). It is not difficult
to think of many other experiments that would be made
possible or be greatly improved by the availability of a Ps
BEC.

Stimulated annihilation is a process analogous to the
more familiar stimulated emission mechanism that under-
lies the operation of the laser, but at a very different
energy scale. For this reason the concept of stimulated
annihilation is often referred to as the gamma-ray laser.
Although one relies on the other, there must be some
gain in order for stimulated annihilation to result in las-
ing. Stimulated annihilation of singlet Ps would occur
if 511 keV annihilation radiation interacted with slow
atoms in such a way as to drive them to annihilate,
emitting two photons, where at least one of them is
coherent with the incident photon [707]. If the initial pho-
ton comes from Ps decay, then the atom must be cold
enough that the annihilation radiation is not Doppler
shifted out of resonance. The linewidth of this process
would be on the order of 1GHz, owing to the singlet Ps
lifetime. For an atomic transition this might be consid-
ered rather broad, as it would represent on the order of
one ppm of the total transition interval. For electron–
positron annihilation, however, it is closer to 0.1 ppt
(the frequency scale of electron–positron annihilation is
2mec

2/h ≈ 1021 Hz [708]). This means that Ps atoms
would have to be extremely cold to absorb or emit radi-
ation without being Doppler shifted out of resonance. As
a result, stimulated annihilation is only feasible (to the
extent that it is feasible at all) if the Ps atoms are Bose-
condensed [384,707,709–712], since they will then possess
a zero-momentum component [658].
The methodology for Ps BEC production proposed by

Liang and Dermer [384] and also by Platzman and Mills
[595] included spin flipping some fraction of the BEC
into singlet states to produce two-photon decays to facili-
tate detection. In order to achieve stimulated annihilation
it would be necessary to efficiently convert a large frac-
tion of the condensate into singlets to generate resonant
annihilation radiation. Since this annihilation radiation
would be emitted isotropically the density and geometry
would have to be arranged so that the probability of emis-
sion along the direction of the BEC was significant [594].
These requirements would, in practice, likely increase the
required density from ≈1021 cm−3 or so suggested by the
Dirac cross section by many orders of magnitude. This
probably means that stimulated annihilation is not likely
to be observed using existing technology. Producing a
gamma ray laser (with gain ≥1) in this way would require
even higher densities. Mills has estimated various num-
bers in “realistic” experimental conditions [594]. I note
that other schemes designed to generate tunable gamma
radiation sources (both coherent and non-coherent) have

been discussed (e.g. [713–718]) but none of them have yet
been experimentally demonstrated.

5.5 Antimatter gravity experiments

The idea of “antigravity” is considered by some to be
a crazy (or just wrong) idea, that is in fact already
either ruled out or strictly limited by experimental data
[719,720], while others believe it emerges naturally from
some established theories [721–723], and may be the solu-
tion to many of the biggest problems in physics [724]. For
convenience I will here refer to any asymmetry between
the gravitational interactions of matter and antimatter
as antigravity. This could be a fully repulsive matter–
antimatter interaction, or just a small difference in how
antimatter interacts with gravity fields generated by mat-
ter (or vice versa). Even the most optimistic antimatter
gravity proponents do not appear to think that antimat-
ter test masses in fields generated by antimatter would
behave differently to matter on Earth.
If one postulates that there is a complete gravitational

repulsion of matter and antimatter one can develop mod-
els [725] that lead to an oscillating Universe in which a
“big crunch” generates a super-massive black hole that
drives antimatter creation in a way that looks rather like
a big bang. This mechanism would lead to alternating Uni-
verses, successively dominated by matter and antimatter
after each expansion and contraction cycle [726], and do
not require any other asymmetries or CP violating effects
(i.e., no Sakharov criteria are required [167]) to explain
the observed matter–antimatter asymmetry. Furthermore,
this model can eliminate the need for an inflationary
period. The existence of such a repulsive force can, if inter-
preted in a particular way, explain CP violation, galactic
rotation curves, the acceleration of the expanding Uni-
verse and other observations, rendering dark matter and
energy redundant [727–732]. Any consistent theory that
could explain CP violation, dark matter, dark energy,
inflation, and the matter–antimatter asymmetry all at
once would of course be very appealing.
On the other hand, one also has to simultaneously

explain many other things, such as: (1) Photons, which
are their own antiparticles, obey the known laws of gravi-
tation to a high degree, as demonstrated by light deflection
and gravitational lensing [733,734]. (2) Since most (98%)
of the mass of nucleons comes from their binding energy
(i.e., particle–antiparticle pairs), weak equivalence prin-
ciple (WEP) measurements (e.g. [735]) should already
exclude antigravity, at least to the extent that they con-
firm the WEP [736]. (3) If antimatter and matter have
opposing gravitational interactions, a particle–antiparticle
pair could move in a gravitational potential without
doing any work, but this pair can be converted to pho-
tons, which we know are affected by gravitational fields
[737]. This contradiction could in principle allow one to
construct a perpetual motion machine, since it implies
non-conservation of energy. (4) Simultaneous measure-
ments of proton (actually, an H− ion) and antiproton
cyclotron frequencies show no difference at the 0.1 ppb
level [738]. If CPT is assumed to be an exact symmetry
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then these measurements can be interpreted as WEP tests
(at the 10−6 level), since the gravitational component of
the mass-energy (and hence cyclotron frequency) of these
particles would be different if antigravity exists [739]. (5)
What about those neutral Kaons [740]?

As a simple experimentalist with only a limited under-
standing of complicated theoretical matters I am inclined
to remain agnostic concerning the possibility of any
matter–antimatter gravitational asymmetries. In my view
there is no reason not to test such possibilities experimen-
tally; if measurements can unambiguously confirm that
antimatter is gravitationally identical to matter then this
is still a significant result. Such a measurement would indi-
cate that we shall have to look elsewhere for solutions
to various unsolved mysteries, and would therefore pre-
vent fruitless searching. However, the same logic can also
be applied to testing magic healing crystals, or checking
rainbows for leprechaun gold. With limited resources one
has to be somewhat selective in what sorts of scientific
projects are attempted, and in the absence of an imper-
ative, directly searching for antigravity effects may seem
rather profligate.

But we do have an imperative, and an urgent one at
that: The Standard Model is extremely successful, and
definitely incomplete. The greatest triumphs of modern
physics (quantum theory and general relativity) are fun-
damentally incompatible; a quantum theory of gravity
is desperately needed, and would presumably naturally
answer all antigravity questions, but it has been impos-
sible to create one. Whether such a theory would be
generated from some sort of extension to the Standard
Model [741–744] or from something else entirely (string
theory?) is not known, which is why there is so much room
for speculation. Thus, arguments [722,745] and counter
arguments [746,747] in both directions can be generated
indefinitely. Indeed, one could write an entire paper just
about these rationalizations (cf. [170]), but ultimately
data will have the last word.

The most direct experiment one can envision to check
for antigravity would be to simply drop some antimatter
and see if it falls at the same rate as matter. Unfortunately
this is not as easy as it sounds. The stable antimatter
particles we can most easily obtain are positrons and
antiprotons, and in principle we could devise an exper-
iment to drop these (that is to say, perform a free-fall
measurement [748]). The problem is that measuring grav-
itational forces on charged particles is extremely difficult
[749], not only because gravitational effects can be over-
whelmed by very small (≈10−12 Vm−1) electric fields,
but also because the electric fields present in conduc-
tors are themselves affected by gravity, but in a way that
is not necessarily understood [750–752]. For this reason
only experiments with neutral systems that are completely
or partially composed of antimatter particles are cur-
rently being pursued, namely, antihydrogen, muonium and
positronium. These systems all have their own specific
advantages and challenges.

Low-energy antiprotons are only presently available at
CERN, which means that antihydrogen experimentation
in this area is limited to a few mid-sized (by CERN stan-
dards) collaborations. Since antihydrogen is intrinsically

stable (i.e., it does not self-annihilate) it is the best sys-
tem available for antigravity studies. Antihydrogen [753]
was produced at CERN two decades ago in energetic
beams [754,755]. However, producing cold antihydrogen
atoms is necessary for any useful measurements, which
is significantly more difficult. Nevertheless, it has been
accomplished using trapped positrons and antiprotons
by the ALPHA, ATRAP and ASACUSA collaborations
[87,756,757]. Capturing these antihydrogen atoms in mag-
netic gradient (Ioffe) neutral atom traps is also very
challenging, but this too has been done [89,649].
The antihydrogen experiments conducted so far are pri-

marily aimed at performing CPT tests via spectroscopic
measurements [758], although one preliminary gravity
test (setting extremely broad limits on possible antihy-
drogen antigravity) has been conducted [759]. Several
newer collaborations have been established specifically to
measure gravitational interactions involving antihydrogen
[651,760]. These groups intend to generate antihydrogn via
interactions of trapped antiprotons with excited state Ps
atoms, which increases the antihydrogen formation cross
section substantially [418,419,432,647]. This method has
been demonstrated experimentally by the ATRAP col-
laboration using Ps atoms generated via charge exchange
with Rydberg Cs atoms [416,761]. The new antihydrogen
gravity experiments intend to use direct laser excitation to
generate excited state Ps atoms [135,762], and thus may
benefit from techniques similar to those described in this
article.
Positronium has also been suggested as a possible sub-

ject of gravitational studies [477,763]. Being unstable it
is less attractive than antihydrogen in this regard, but
this is offset by the fact that it is very much easier to pro-
duce. No Ps gravity experiments have been completed yet,
but various aspects of doing so have been discussed in the
literature [411,477,599,764,765]. Many of the recent devel-
opments in Ps excitation and manipulation discussed in
this review (e.g. [136,141]) are of direct relevance to possi-
ble Ps gravity experiments. A simple free-fall experiment,
for example, can only succeed if Ps atoms are excited to
long-lived Rydberg states. Moreover, one would also need
to generate a Ps beam that was narrow, slow, and focused
well enough to allow deflections on the order of 10’s of
microns or more. This requires lifetimes on the ms scale,
which is challenging (see Sect. 3.2). At typical Ps speeds
a 1ms flight time implies a 100m long vacuum chamber,
which is clearly impractical. For such long lifetimes black
body radiation may well have to be reduced using a cooled
drift tube, which adds to the impracticality of a long flight
path. Clearly, colder atoms or the application of Stark
deceleration methods [338] will be required to perform Ps
free-fall experiments.
Although the large dipole moments of some Ryd-

berg states allows beams to be controlled using external
inhomogeneous electric fields, this benefit becomes a dis-
advantage for gravity experiments, since weak stray field
gradients that are typical of real experimental condi-
tions can affect atom trajectories as much as gravitational
deflections: this rather defeats the point of using elec-
trically neutral systems for gravity measurements. It is
possible to excite Ps to Rydberg-stark states that do
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not have any dipole moments, at least to first order
(i.e., to k = 0 states). In fact, the long lifetimes required
can more easily be achieved using circular states (states
with maximal angular momentum [175]), which do not
have dipole moments. This means that any experiment
that relies on electric fields to guide, focus, or decel-
erate Ps atoms to generate a beam may have to also
include another step in which the prepared atoms are
transferred to the required circular states via microwave
transitions (the crossed-field method for producing circu-
lar states [766] cannot be used with Ps). New experiments
are ongoing to discover efficient methods to do this.

Muonium, the hydrogenic bound state of an electron
and an antimuon, was first produced by Hughes and
co-workers in the 1960s [767], and has been studied
via laser spectroscopy in several experiments [768,769].
The antimuon is intrinsically unstable and decays into
a positron, an electron neutrino, and a muon antineu-
trino, with a lifetime of 2.2µs [770]. They are created
using high energy proton beams and so muonium produc-
tion is tied to a handful of accelerator facilities, with the
Paul Scherrer Institute (PSI) in Zürich currently the most
active in muonium research (e.g. [771,772]). Gravity mea-
surements using muonium have been proposed [773], but
since the muonium lifetime is essentially the same as that
of the muon, this is very challenging. Being both unstable
(like positronium) and hard to produce (like antihydro-
gen), muonium is perhaps the least attractive system for
such tests.

Free-fall measurements are intrinsically limited by the
fact that it takes a long time to fall a small distance:
exciting Ps atoms to states that live for ms yields only
micron deflections, and scaling up any such experiment to
make more precise measurements of g is not feasible. One
could instead consider performing interferometry experi-
ments which are much more sensitive and in general more
amenable to improvements. The sensitivity might even
allow for measurements to be performed using charged
particle interferometers [774] of various types (e.g. a
Ramsey Bordé interferometer [775] or schemes based upon
spin-polarization [776,777]). However, these may only be
viable for gravity tests if one could devise a method in
which phase shifts developed from gravitational effects
could somehow be differentiated from other sources, e.g.
by rotating the system with respect to the gravitational
field. Alternatively, atom interferometry [778,779] is a
well-developed field that is routinely used to perform
high precision measurements of the gravitational field of
the Earth (e.g. [780–786]). Interferometry of antihydrogen
using a Ramsey-Bordé approach [787] has been proposed
[788].

Various interferometry schemes are possible [779], each
with pros and cons when applied to Ps. A distinct advan-
tage in some cases (e.g. [789]) is that the low Ps mass leads
to a correspondingly long de Broglie wavelength λdB; for
room temperature Ps atoms λdB is close to 4 nn (see Eq.
(24)), whereas room temperature. He has a de Broglie
wavelength of just under 0.1 nm. One problem is that,
in the ground state, Ps lifetimes are too short for some
configurations, either because the corresponding physical
size of the interferometer is not realizable, or that there

is not enough time to accrue a sufficiently large phase
shift. Ground state Ps atoms with speeds ≫1 eV [790]
can be detected directly with an MCP, and hence could
be observed with a spatial resolution on the 10micron
scale, but these are probably too fast to be useful. Flu-
orescence based methods are not possible due to very
low numbers of atoms. These problems can be avoided
by exciting Ps atoms to long-lived Rydberg levels, which
can be detected on an MCP at low energies owing to
their ≥5 eV internal energy [138]. However, using Ryd-
berg atoms may introduce new obstacles that must be
overcome.
There is no experimental demonstration of diffraction

or interference using Rydberg atoms, although they have
been observed with metastable rare gas atoms [791–793].
This may simply be because nobody has seen any reason
to perform such an experiment. However, since Rydberg
atoms are in general very sensitive to external fields
and can easily be ionized [160,423,424], they may not
be compatible with transmission through physical grat-
ings. Possibly experiments have been tried that just did
not work. It is known that the transmission of Rydberg
atoms through metal slits with micron scale separations
can be affected by atom-surface interactions [794,795].
Gratings constructed from insulating materials can be
used for neutral atoms, but even small amounts of charg-
ing in the grating structure could result in large electric
fields, which are not compatible with Rydberg atoms.
Conversely, using light to generate gratings [796,797] may
be compatible with Rydberg atoms, and would have the
advantage that different grating parameters could be more
easily obtained.
Ps atom interferometry has not been achieved experi-

mentally, although some discussion exists in the literature
[764,765,798]. The way in which Ps atoms are pro-
duced means that it is not possible to generate coherent
atom sources. However, experiments have been performed
in which diffraction and interference effects have been
observed using non-coherent sources of large molecules
[799]. The molecular beams required for these experiments
are not very different in intensity or brightness from Ps
beams, and some of the techniques developed for this
work may be applicable to Ps experiments. Oberthaler
has discussed using near-resonant standing light waves to
perform Bragg diffraction measurements with positron-
ium atoms [765]. A scheme is described which employs
a coherent splitting mechanism with light waves acting
as gratings in a Mach-Zehnder configuration. This would
allow, in principle, a Positronium interferometer capable
of measuring gravitational acceleration to be produced.
Recoil effects and large Ps velocity distributions, as well as
low numbers of atoms and limited detection methods are
problems that may be addressed using a variety of recently
developed interferometry techniques (e.g. [800,801]).

6 Concluding remarks

As is evident from Table 1, experiments involving laser
excitation of Ps are becoming more widespread, and are
starting to expand into new areas. Of course, many of
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these areas are only new for Ps, and have been stud-
ied at length using other atomic and molecular systems,
but this just means that there are many well estab-
lished techniques that can be applied to Ps experiments.
The problems related to weak positron sources, fast and
divergent Ps atoms, and short Ps lifetimes are still limiting
factors in many experiments, but they can be mitigated
by using Surko traps, and by exciting atoms to long-
lived Rydberg states. There can be no question that these
and other advances will lead to significant new positron-
ium experiments being performed in the coming years. I
have mentioned a few of them in Section 5, but these are
just the obvious ones. Ps deceleration and trapping are
imminent, and will surely inform other areas. In partic-
ular, one promising new area that will benefit from this
work are studies of low-energy Ps∗ interactions with other
atoms and molecules; these experiments could open up
new analytic techniques for molecular spectroscopy, much
as positron-molecule experiments have [86].
In my opinion the single most useful advance in Ps

physics today would be the development of an efficient
source of cold Ps atoms. In this context the definition of
“cold” really depends on specific experiments, but a source
of atoms with mean energies of ≤10meV, with a spread
of ≤1meV would be significantly different from anything
currently available. In this range Stark manipulation tech-
niques would be much more effective, and could likely be
performed with maximal efficiency. This would be benefi-
cial to just about any experiment one wishes to conduct
with Ps in excited states, whether it is due to more efficient
excitation with narrower lasers, better spectral resolution,
or a larger acceptance for Stark-manipulation devices such
as lenses, guides, decelerators, or traps.

It seems unlikely to me (but not to everyone [73]) that
laser cooling of Ps will ever be a worthwhile means of pro-
ducing atoms for use in other experiments. Even if it were
performed in the most optimal way possible, the overall
efficiency is intrinsically limited by the ground state life-
time, and without trapping them Ps atoms will be moving
away from their source by many cm in this time. It may
be that producing a cold distribution (e.g., by oxygen
assisted thermal desorption from a metal surface [235])
and then velocity-selecting the coldest part will always
be competitive will laser cooling; certainly this is consid-
erably easier to implement. Possibly transitions that do
not involve the ground state can be used, but only if the
atoms are not spreading out to much, which would essen-
tially mean they were already cold. Alternatively, it may
be possible to contain Ps atoms in some sort of physical
structure that does not inhibit laser interactions [123] and
achieve some cooling. Although I am skeptical of the util-
ity of such a scheme, if it does turn out to be possible it
could allow fine control of the Ps temperature in a BEC
experiment and provide a way to scan through TC. This
approach may also be useful for laser cooling Muonium
[772].

The collisional cooling of Ps that occurs in meso-
porous silica films is already extremely effective: Ps
atoms are emitted into the voids with energies of around
1 eV [239], which corresponds to a temperature of more

than 10 000K, and they essentially thermalize to room
temperature in a few 10’s of ns [802]. To accomplish
such a cooling rate with a laser would be an astounding
achievement, and it seems reasonable to conclude that the
most significant progress in obtaining cold Ps sources will
be made by advances in engineered structures in meso-
porous materials. However, it is true that the cooling rate
decreases as cooling proceeds, so that at some point an
additional cooling mechanism may be required. This could
be laser cooling, or it could be modified collisional cooling,
which can be achieved by introducing low mass molecules
that increase the energy loss per collision [280]. Other
avenues may also be possible: for example, the availability
of narrow velocity distributions hinted at by MOF mea-
surements [124] is a promising area for future research,
especially considering the huge number of possible MOF
materials. The production of macroscopic single crystals
may be an impediment to this work, but further studies
are certainly warranted.
In any case, the increased availability of cold Ps and

new designs for Ps formation materials will surely enable
much new physics. It does not seem overly optimistic to
expect advanced Stark-based Ps trapping and manipula-
tion techniques to be developed in the next few years,
and for this to enable new precision spectroscopy mea-
surements. Ps scattering experiments using slow Rydberg
atoms are already taking place, as are the early steps
leading towards a free-fall measurement. The possibility
of performing both diffraction and interferometry with
Rydberg Ps is being investigated, and may well inform
a new approach to Ps gravity measurements. Ps BEC
formation is the most challenging of the next genera-
tion experiments, but in terms of the progress already
made, the few orders of magnitude increase in phase space
density required does not seem entirely intractable.
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373. T.W. Hänsch, I.S. Shahin, A.L. Schawlow, Phys. Rev.

Lett. 27, 707 (1971)
374. R.A. McFarlane, W.R. Bennett Jr., W.E. Lamb Jr., Appl.

Phys. Lett. 2, 189 (1963)
375. W.E. Lamb, Phys. Rev. 134, A1429 (1964)
376. A.P. Mills Jr. G.H. Bearman, Phys. Rev. Lett. 34, 246

(1975)
377. M.W. Ritter, P.O. Egan, V.W. Hughes, K.A. Woodle,

Phys. Rev. A 30, 1331 (1984)
378. V.G. Baryshevsky, O.N. Metelitsa, V.V. Tikhomirov, J.

Phys. B: At. Mol. Opt. Phys. 22, 2835 (1989)
379. V. Baryshevsky, O. Metelitsa, V. Tikhomirov, S.

Andrukhovich, A. Berestov, B. Martsinkevich, E. Rudak,
Phys. Lett. A 136, 428 (1989)

380. I. Bondarev, S. Kuten, Phys. Lett. A 154, 154 (1991)
381. S. Fan, C. Beling, S. Fung, Phys. Lett. A 216, 129 (1996)
382. E. Ivanov, I. Vata, S. Teodorian, I. Rusen, N. Stefan,

in Proceedings of the Fourth International Conference on

Elementary Processes in Atomic Systems, Nucl. Instrum.
Methods Phys. Res. Sect. B: Beam Interact. Mater. At.
267, 347 (2009)

383. Y. Sasaki, A. Miyazaki, A. Ishida, T. Namba, S. Asai,
T. Kobayashi, H. Saito, K. Tanaka, A. Yamamoto, Phys.
Lett. B 697, 121 (2011)

384. E.P. Liang, C.D. Dermer, Opt. Commun. 65, 419 (1988)
385. A.P. Mills Jr., Positron Solid state physics, in Proceed-

ings of the International School of Physics ‘Enrico Fermi’

Course LXXXIII “Positron Solid-state Physics”, edited
by W. Brandt, A. Dupasquier (IOS Press, Amsterdam,
1983), pp. 77–187

386. H.O. Anger, Rev. Sci. Instrum. 29, 27 (1958)
387. R.N. West, J. Mayers, P.A. Walters, J. Phys. E 14, 478

(1981)
388. Y. Nagashima, T. Hyodo, K. Fujiwara, A. Ichimura, J.

Phys. B 31, 329 (1998)
389. T. Chang, M. Xu, X. Zeng, Phys. Lett. A 126, 189 (1987)
390. M. Skalsey, J.J. Engbrecht, R.K. Bithell, R.S. Vallery,

D.W. Gidley, Phys. Rev. Lett. 80, 3727 (1998)
391. M. Skalsey, J.J. Engbrecht, R.K. Bithell, R.S. Vallery,

D.W. Gidley, Phys. Rev. Lett. 80, 3727 (1998)
392. H. Stoll, M. Koch, K. Maier, J. Major, Nucl. Instrum.

Methods Phys. Res. Sect. B: Beam Interact. Mater. At.
56, 582 (1991)

393. H. Stoll, M. Koch, U. Lauff, K. Maier, J. Major, H.
Schneider, A. Seeger, A. Siegle, Appl. Surf. Sci. 85, 17
(1995)

394. J. Mitroy, S.A. Novikov, Phys. Rev. Lett. 90, 183202
(2003)

395. K. Shibuya, Y. Kawamura, H. Saito, Phys. Rev. A 88,
042517 (2013)

396. K. Shibuya, T. Nakayama, H. Saito, T. Hyodo, Phys. Rev.
A 88, 012511 (2013)

397. A. Sommerfeld, H. Welker, Ann. Phys. 424, 56 (1938)
398. P.W. Fowler, Mol. Phys. 53, 865 (1984)
399. J.P. Connerade, Phys. Scr. 68, C25 (2003)
400. V. Dolmatov, A. Baltenkov, J.P. Connerade, S. Manson,

Radiat. Phys. Chem. 70, 417 (2004)
401. K.G. Dvoyan, Physica B 407, 131 (2012)

https://epjd.epj.org/


Eur. Phys. J. D (2018) 72: 53 Page 67 of 72

402. J.A. Ludlow, T.G. Lee, Phys. Rev. A 91, 032507 (2015)
403. R. Brown, Q. Prigent, A.R. Swann, G.F. Gribakin, Phys.

Rev. A 95, 032705 (2017)
404. S. Villalba, H. Failache, A. Laliotis, L. Lenci, S. Barreiro,

A. Lezama, Opt. Lett. 38, 193 (2013)
405. T. Svensson, E. Adolfsson, M. Lewander, C.T. Xu, S.

Svanberg, Phys. Rev. Lett. 107, 143901 (2011)
406. R.H. Dicke, Phys. Rev. 89, 472 (1953)
407. D.G. Green, G.F. Gribakin, Phys. Rev. Lett. 106, 209301

(2011)
408. F. Guillemot, A. Brunet-Bruneau, E. Bourgeat-Lami, T.

Gacoin, E. Barthel, J.P. Boilot, Chem. Mater. 22, 2822
(2010)

409. K. Wada, T. Hyodo, J. Phys.: Conf. Ser. 443, 012003
(2013)

410. K. Ito, H. Nakanishi, Y. Ujihira, J. Phys. Chem. B 103,
4555 (1999)

411. G. Dufour, D. Cassidy, P. Crivelli, P. Debu, A.
Lambrecht, V. Nesvizhevsky, S. Reynaud, A. Voronin,
T. Wall, Adv. High Energy Phys. 2015, 379642 (2015)

412. P.F. Barker, M. Charlton, New J. Phys. 14, 045005
(2012)

413. J. Estrada, T. Roach, J.N. Tan, P. Yesley, G. Gabrielse,
Phys. Rev. Lett. 84, 859 (2000)

414. C.J. Baker, D.P. van der Werf, D.C.S. Beddows, P.R.
Watkeys, C.A. Isaac, S.J. Kerrigan, M. Charlton, H.H.
Telle, J. Phys. B: At. Mol. Opt. Phys. 41, 245003 (2008)

415. D.P. van der Werf, C.J. Baker, D.C.S. Beddows, P.R.
Watkeys, C.A. Isaac, S.J. Kerrigan, M. Charlton, H.H.
Telle, J. Phys.: Conf. Ser. 199, 012005 (2010)

416. C.H. Storry et al. (ATRAP Collaboration), Phys. Rev.
Lett. 93, 263401 (2004)

417. A. Speck, C. Storry, E. Hessels, G. Gabrielse, Phys. Lett.
B 597, 257 (2004)

418. M. Charlton, Phys. Lett. A 143, 143 (1990)
419. A.S. Kadyrov, I. Bray, M. Charlton, I.I. Fabrikant, Nat.

Commun. 8, 1544 (2017)
420. T.E. Wall, D.B. Cassidy, S.D. Hogan, Phys. Rev. A 90,

053430 (2014)
421. J. Sjakste, A.G. Borisov, J.P. Gauyacq, Phys. Rev. A 73,

042903 (2006)
422. S. Wethekam, H.R. Dunham, J.C. Lancaster, F.B.

Dunning, Phys. Rev. A 73, 032903 (2006)
423. Y. Pu, D.D. Neufeld, F.B. Dunning, Phys. Rev. A 81,

042904 (2010)
424. Y. Pu, F.B. Dunning, Phys. Rev. A 88, 012901 (2013)
425. S.B. Hill, C.B. Haich, Z. Zhou, P. Nordlander, F.B.

Dunning, Phys. Rev. Lett. 85, 5444 (2000)
426. E. So, M. Dethlefsen, M. Ford, T.P. Softley, Phys. Rev.

Lett. 107, 093201 (2011)
427. J.A. Gibbard, M. Dethlefsen, M. Kohlhoff, C.J. Rennick,

E. So, M. Ford, T.P. Softley, Phys. Rev. Lett. 115, 093201
(2015)

428. T. Thiele, J. Deiglmayr, M. Stammeier, J.A. Agner, H.
Schmutz, F. Merkt, A. Wallraff, Phys. Rev. A 92, 063425
(2015)

429. K.S. Chan, M. Siercke, C. Hufnagel, R. Dumke, Phys.
Rev. Lett. 112, 026101 (2014)

430. J.W. Humberston, M. Charlton, F.M. Jacobson, B.I.
Deutch, J. Phys. B: At. Mol. Phys. 20, L25 (1987)

431. D.B. Cassidy, J.P. Merrison, M. Charlton, J. Mitroy, G.
Ryzhikh, J. Phys. B: At. Mol. Opt. Phys. 32, 1923 (1999)

432. B.I. Deutch, M. Charlton, M.H. Holzscheiter, P.
Hvelplund, L.V. Jørgensen, H. Knudsen, G. Laricchia,

J.P. Merrison, M.R. Poulsen, Hyperfine Interact. 76, 151
(1993)

433. J.P. Merrison, H. Bluhme, J. Chevallier, B.I. Deutch, P.
Hvelplund, L.V. Jørgensen, H. Knudsen, M.R. Poulsen,
M. Charlton, Phys. Rev. Lett. 78, 2728 (1997)

434. T. Halfmann, J. Koensgen, K. Bergmann, Meas. Sci.
Technol. 11, 1510 (2000)

435. W.A. Bertsche, M. Charlton, S. Eriksson, New J. Phys.
19, 053020 (2017)

436. S.D. Hogan, F. Merkt, Phys. Rev. Lett. 100, 043001
(2008)

437. T.F. Gallagher, W.E. Cooke, Phys. Rev. Lett. 42, 835
(1979)

438. W.E. Cooke, T.F. Gallagher, Phys. Rev. A 21, 588 (1980)
439. W.P. Spencer, A.G. Vaidyanathan, D. Kleppner, T.W.

Ducas, Phys. Rev. A 26, 1490 (1982)
440. E.J. Galvez, J.R. Lewis, B. Chaudhuri, J.J. Rasweiler, H.

Latvakoski, F. De Zela, E. Massoni, H. Castillo, Phys.
Rev. A 51, 4010 (1995)

441. E.J. Galvez, C.W. MacGregor, B. Chaudhuri, S. Gupta,
E. Massoni, F. De Zela, Phys. Rev. A 55, 3002 (1997)

442. K.S. Lai, E.A. Hinds, Phys. Rev. Lett. 81, 2671 (1998)
443. X. Lu, Y. Sun, H. Metcalf, Phys. Rev. A 84, 033402

(2011)
444. V.D. Ovsiannikov, A. Derevianko, K. Gibble, Phys. Rev.

Lett. 107, 093003 (2011)
445. S.D. Hogan, J.A. Agner, F. Merkt, T. Thiele, S. Filipp,

A. Wallraff, Phys. Rev. Lett. 108, 063004 (2012)
446. J.P. Gordon, H.J. Zeiger, C.H. Townes, Phys. Rev. 99,

1264 (1955)
447. H.L. Bethlem, G. Berden, G. Meijer, Phys. Rev. Lett. 83,

1558 (1999)
448. H.L. Bethlem, F.M.H. Crompvoets, R.T. Jongma, S.Y.T.

van de Meerakker, G. Meijer, Phys. Rev. A 65, 053416
(2002)

449. S.A. Rangwala, T. Junglen, T. Rieger, P.W.H. Pinkse, G.
Rempe, Phys. Rev. A 67, 043406 (2003)

450. L.D. van Buuren, C. Sommer, M. Motsch, S. Pohle, M.
Schenk, J. Bayerl, P.W.H. Pinkse, G. Rempe, Phys. Rev.
Lett. 102, 033001 (2009)

451. M.T. Bell, T.P. Softley, Mol. Phys. 107, 99 (2009)
452. W.H. Wing, Phys. Rev. Lett. 45, 631 (1980)
453. T. Breeden, H. Metcalf, Phys. Rev. Lett. 47, 1726 (1981)
454. D. Townsend, A.L. Goodgame, S.R. Procter, S.R.

Mackenzie, T.P. Softley, J. Phys. B: At. Mol. Opt. Phys.
34, 439 (2001)

455. Y. Yamakita, S.R. Procter, A.L. Goodgame, T.P. Softley,
F. Merkt, J. Chem. Phys. 121, 1419 (2004)

456. E. Vliegen, F. Merkt, J. Phys. B.: At. Mol. Opt. Phys.
38, 1623 (2005)

457. E. Vliegen, P.A. Limacher, F. Merkt, Eur. Phys. J. D 40,
73 (2006)

458. E. Vliegen, H.J. Wörner, T.P. Softley, F. Merkt, Phys.
Rev. Lett. 92, 033005 (2004)

459. E. Vliegen, F. Merkt, Phys. Rev. Lett. 97, 033002 (2006)
460. P. Lancuba, S.D. Hogan, Phys. Rev. A 88, 043427 (2013)
461. P. Allmendinger, J. Deiglmayr, J.A. Agner, H. Schmutz,

F. Merkt, Phys. Rev. A 90, 043403 (2014)
462. E. Vliegen, S.D. Hogan, H. Schmutz, F. Merkt, Phys.

Rev. A 76, 023405 (2007)
463. Ch. Seiler, S.D. Hogan, H. Schmutz, J.A. Agner, F.

Merkt, Phys. Rev. Lett. 106, 073003 (2011)
464. S.D. Hogan, P. Allmendinger, H. Saßmannshausen, H.

Schmutz, F. Merkt, Phys. Rev. Lett. 108, 063008 (2012)

https://epjd.epj.org/


Page 68 of 72 Eur. Phys. J. D (2018) 72: 53

465. P. Lancuba, S.D. Hogan, Phys. Rev. A 90, 053420
(2014)

466. P. Lancuba, S.D. Hogan, J. Phys. B: At. Mol. Opt. Phys.
49, 074006 (2016)

467. S.D. Hogan, Ch. Seiler, F. Merkt, J. Phys. B.: At. Mol.
Opt. Phys. 46, 045303 (2013)

468. C. Seiler, J.A. Agner, P. Pillet, F. Merkt, J. Phys. B: At.
Mol. Opt. Phys. 49, 094006 (2016)

469. S.D. Hogan, C. Seiler, F. Merkt, Phys. Rev. Lett. 103,
123001 (2009)

470. Ch. Seiler, S.D. Hogan, F. Merkt, Phys. Chem. Chem.
Phys. 13, 19000 (2011)

471. P. Allmendinger, J. Deiglmayr, O. Schullian, K. Höveler,
J.A. Agner, H. Schmutz, F. Merkt, ChemPhysChem 17,
3596 (2016)

472. P. Allmendinger, J. Deiglmayr, K. Höveler, O. Schullian,
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497. D.H. McIntyre, T.W. Hänsch, Phys. Rev. A 34, 4504

(1986)

498. K. Danzmann, M.S. Fee, S. Chu, Phys. Rev. A 39, 6072
(1989)

499. H. Higaki, K. Ito, K. Kira, H. Okamoto, Appl. Phys.
Express 1, 066002 (2008)

500. E.D. Shaw, R.J. Chichester, A. La Porta, Proc. SPIE
1552, 14 (1991)

501. A.P. Mills Jr., Hyperfine Interact. 76, 233 (1993)
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787. C. Bordé, Phys. Lett. A 140, 10 (1989)
788. P. Hamilton, A. Zhmoginov, F. Robicheaux, J. Fajans,

J.S. Wurtele, H. Müller, Phys. Rev. Lett. 112, 121102
(2014)

789. J.F. Clauser, S. Li, Phys. Rev. A 49, R2213 (1994)
790. T. Brandt, T. Falke, W. Raith, Nucl. Instrum. Methods

Phys. Res. Sect. B: Beam Interact. Mater. At. 149, 201
(1999)

791. O. Carnal, A. Faulstich, J. Mlynek, Appl. Phys. B 53, 88
(1991)

792. O. Carnal, J. Mlynek, Phys. Rev. Lett. 66, 2689 (1991)
793. M. Boustimi, J. Baudon, M. Ducloy, J. Reinhardt, F.

Perales, C. Mainos, V. Bocvarski, J. Robert, Eur. Phys.
J. D 17, 141 (2001)

794. C. Fabre, M. Gross, J.M. Raimond, S. Haroche, J. Phys.
B: At. Mol. Phys. 16, L671 (1983)

795. A. Anderson, S. Haroche, E.A. Hinds, W. Jhe, D.
Meschede, Phys. Rev. A 37, 3594 (1988)

796. P.J. Martin, B.G. Oldaker, A.H. Miklich, D.E. Pritchard,
Phys. Rev. Lett. 60, 515 (1988)

797. E.M. Rasel, M.K. Oberthaler, H. Batelaan, J.
Schmiedmayer, A. Zeilinger, Phys. Rev. Lett. 75,
2633 (1995)

798. S. Sala, F. Castelli, M. Giammarchi, S. Siccardi, S.
Olivares, J. Phys. B: At. Mol. Opt. Phys. 48, 195002
(2015)

799. M. Arndt, A. Ekers, W. von Klitzing, H. Ulbricht, New
J. Phys. 14, 125006 (2012)

800. K. Cassella, E. Copenhaver, B. Estey, Y. Feng, C. Lai,
H. Müller, Phys. Rev. Lett. 118, 233201 (2017)

801. G.W. Biedermann, H.J. McGuinness, A.V. Rakholia,
Y.Y. Jau, D.R. Wheeler, J.D. Sterk, G.R. Burns, Phys.
Rev. Lett. 118, 163601 (2017)

802. H. Saito, T. Hyodo, in New directions in antimatter chem-

istry and Physics, edited by C.M. Surko, F.A. Gianturco
(Springer, Dordrecht, Netherlands, 2001), pp. 101–114

https://epjd.epj.org/

	Experimental progress in positronium laser physics
	1 Introduction
	2 Properties of positronium
	2.1 Intrinsic properties of positronium
	2.1.1 The atomic structure of Ps
	2.1.2 Ps annihilation

	2.2 Extrinsic properties of positronium
	2.2.1 Ps production
	2.2.2 Ps in electric and magnetic fields


	3 Optical excitation of positronium atoms
	3.1 Single photon 13S123PJ transitions
	3.1.1 Stark and Zeeman effects in n=2 Ps
	3.1.2 Doppler and time-of-flight spectroscopy
	3.1.3 Spectroscopy of confined Ps

	3.2 Excitation of Rydberg states
	3.2.1 Fluorescence decay of Rydberg atoms
	3.2.2 Manipulation of Rydberg atoms with electric fields
	3.2.3 High resolution Rydberg time-of-flight spectroscopy

	3.3 Doppler-free two-photon transitions

	4 Optical excitation of positronium ions and molecules
	4.1 Ps- spectroscopy
	4.2 Ps2 spectroscopy

	5 Future directions of Ps-laser physics
	5.1 Stark deceleration and trapping
	5.2 Precision spectroscopy
	5.3 Scattering
	5.4 Bose-Einstein condensation
	5.5 Antimatter gravity experiments

	6 Concluding remarks

	Author contribution statement
	References

