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Abstract

Hydrogen bonds are ubiquitous in chemistry and biology. The physical forces that govern
hydrogen bonding interactions have been heavily debated, with much of the discussion focused on
the relative contributions of electrostatic vs. quantum mechanical effects. In principle, the
vibrational Stark effect (VSE), the response of a vibrational mode to electric field, can provide an
experimental method for parsing such interactions into their electrostatic and non-electrostatic
components. In a previous study we showed that, in the case of relatively weak O-H···π hydrogen
bonds, the O-H bond displays a linear response to electric field, and we exploited this response to
demonstrate that the interactions are dominated by electrostatics (Saggu, M.; Levinson, N. M.;
Boxer, S. G. J. Am. Chem. Soc. 2011, 133, 17414–17419). Here we extend this work to other X-
H···π interactions. We find that the response of the X-H vibrational probe to electric field appears
to become increasingly nonlinear in the order O-H<N-H<S-H. The observed effects are consistent
with differences in atomic polarizabilities of the X-H groups. Nonetheless, we find that the X-H
stretching vibrations of the model compounds indole and thiophenol report quantitatively on the
electric fields they experience when complexed with aromatic hydrogen bond acceptors. These
measurements can be used to estimate the electrostatic binding energies of the interactions, which
are found to agree closely with the results of energy calculations. Taken together, these results
highlight that with careful calibration vibrational probes can provide direct measurements of the
electrostatic components of hydrogen bonds.

Introduction

Hydrogen bonds are ubiquitous in all aspects of chemistry, biology and materials science.1–3

Conventional hydrogen bonds are defined as X-H···A, where the acceptor A and the donor X
are usually very electronegative (O, N and F are most frequently encountered). A well
established classification groups hydrogen bonds into three categories: weak, moderate and
strong hydrogen bonds with dissociation energies varying between 0.5–40 kcal/mol.1 The
total dissociation energy can be considered to arise from different effects including
electrostatics, polarization, charge-transfer, dispersion and exchange repulsion (the latter
two are often combined to the isotropic van der Waals interaction),4,5 whose relative
contributions vary widely among hydrogen bonds and depend on the particular donor-
acceptor characteristics.5 The electrostatic term describes the interaction between all
permanent charges and multipoles such as dipole-dipole or dipole-quadrupole, the
polarization term describes the interactions between all permanent charges and induced
multipoles such as dipole-induced dipole, while the dispersion term describes all interactions
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between induced multipoles, e.g. induced dipole-induced dipole. While all of the individual
contributions have different distance dependencies, the electrostatic part decays slowest with
distance (r−3 for a dipole-dipole interaction) and becomes more important in longer and
weaker hydrogen bonds.

The moderate class of hydrogen bonds, generally formed between an electronegative donor
X and acceptor A, e.g. N-H···O or N-H···N, are the predominant form of hydrogen bonds in
biological molecules. This class of interactions is responsible for the structure of water and
ice, the formation of protein secondary structures and nucleic acid base pairing. The bond
energies of this class of hydrogen bonds varies between 4–15 kcal/mol.1,3,5 Although a lot
of attention is focused on these moderate hydrogen bonds, another type of hydrogen bond, in
which π-systems play the role of the acceptor, are important in biological systems. These
interactions belong to the weak class of hydrogen bonds, with dissociation energies < 4 kcal/
mol,1,2,6 and include C-H···π interactions, which are widespread in crystal packing and are
found in the hydrophobic cores of protein structures, where they stabilize the interactions
between aromatic residues.2,7,8 Statistical analysis of the protein databank has shown that O-
H···π, N-H···π, C-H···π and S-H···π interactions all occur frequently in proteins.6,8,9 From
theoretical studies it has been proposed that the electrostatic contribution to π-hydrogen
bonding for different hydrogen bond donors decreases in the order of O-H ≈ S-H > N-H >
C-H due to the differences in partial charges,10,11 while the dispersion contribution
decreases in the order of S-H > C-H > N-H > O-H due to trends in atomic polarizabilites
(sulfur has a three times larger polarizability than oxygen and nitrogen).10–14

While the dissociation enthalpies ΔH0 or free energies ΔG0 of π-hydrogen bonds are
reported in the literature for some cases, e.g. phenol with different benzene derivatives, what
is missing to date is an experimental approach that can quantify the individual energetic
contributions to binding.15,16 In principle, vibrational Stark spectroscopy, which permits
experimental measurements of electric fields, can be used to quantify the electrostatic
contribution to hydrogen bonding, thereby parsing these interactions into their electrostatic
and non-electrostatic components. Electric fields of any origin, e.g. arising from the solvent
or externally applied, perturb molecular vibrations and the observed peak shifts can be
converted into changes of electric fields if the sensitivity of the vibrational probe to field has
been calibrated by vibrational Stark spectroscopy, as shown in numerous previous studies on
nitriles, carbonyls and other probes in proteins and model systems.17,19

In a previous study we quantified the electrostatic component of O-H···π interactions
between phenol and a series of benzene-based aromatic solvents, using a combination of
vibrational Stark spectroscopy and density functional theory (DFT) calculations.16 The
response of the O-H stretch to electric field was found to be linear within the range of fields
investigated and we showed that the O-H···π interactions are dominated by electrostatics, as
opposed to other effects. Here we extend this work to N-H···π and S-H···π interactions. We
used indole (N-H) and thiophenol (S-H) as hydrogen bond donors, where the linear X-H
groups serve as vibrational probes to report on electric fields experienced upon formation of
hydrogen bonds with aromatic systems (see Figure 1), and where the sensitivity of the X-H
vibration to electric fields can be calibrated by vibrational Stark spectroscopy.17

We show that both probes measure the electrostatic component of X-H···π interactions,
allowing an experimental separation of the electrostatic term from the non-electrostatic
components. The results show that the strength of the electrostatic interactions decrease in
the order O-H > N-H > S-H and can be as large as ~3 kcal/mol for the strongest complexes.

The sensitivity of vibrational groups to electric field, quantified by the linear Stark tuning
rate Δμ⃗, is generally assumed to be roughly constant, i.e. an intrinsic property of the
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oscillator with little if any dependence on specific chemical interactions, as shown in
extensive studies on nitriles.17,20 We show here that in the case of highly polarizable groups
like S-H, the assumption of a constant linear Stark tuning rate is not valid and its magnitude
is field-dependent in the strongest complexes. Variations in the linear Stark tuning rate of up
to 40% are observed for the S-H stretch in S-H···π interactions, depending on the strength of
the interaction. In the case of the moderate hydrogen bond regime, represented here by X-
H···O and X-H···N interactions, dramatic increases in the sensitivity of both N-H and S-H
vibrational probes are observed (up to 3-fold), highlighting the need for careful calibration
of vibrational probes when used to study stronger chemical interactions.

Materials and Methods

Chemicals

All chemicals were purchased from Sigma-Aldrich (St. Louis, MO) and of highest available
purity. Indole, pyrrole and thiophenol were dissolved in different benzene derivatives to
form X-H···π complexes with final concentrations of 20 mM for indole and pyrrole and 200
mM for thiophenol. The strength of the complexes was controlled by changing the charge
density of the benzene π-system acceptors using electron-withdrawing chlorine or electron-
donating methyl groups. Most of these benzene derivatives were liquid except for 1,2,4,5-
tetramethylbenzene, pentamethylbenzene and hexamethylbenzene. In order to compare all
complexes under identical conditions, the hydrogen donors were dissolved in a mixture of
benzene derivative diluted in carbon tetrachloride (CCl4) resulting in two peaks in the IR
spectra (free and complexed X-H species).

FTIR spectroscopy

All spectra were recorded on a Bruker Vertex 70 FTIR spectrometer equipped with a liquid
nitrogen-cooled indium antimonide detector at a spectral resolution of 1 cm−1. Samples were
filled in a gas-tight liquid IR cell with sapphire windows (volume ~20 μL). Two spacers of
different thickness were used to minimize interference fringes (75 μm and 100 μm). The
spectra were baseline corrected with a spline function integrated in the Opus 5.5 software
(Bruker Photonics, Billerica, MA). The diluted samples contained 20 mM indole (or 200
mM thiophenol) in hexamethylbenzene/CCl4 (1:16 wt%), pentamethylbenzene/CCl4 (1:9 wt
%), 1,2,4,5-tetramethylbenzene/CCl4 (1:8 wt%), 1,2,4-trimethylbenzene/CCl4 (1:7 wt%),
mesitylene/CCl4 (1:7 wt%), p-xylene/CCl4 (1:7 wt%), toluene/CCl4 (1:5 wt%), benzene/
CCl4 (1:5 wt%), m-fluorotoluene (1:1 vol%), chlorobenzene/CCl4 (2:3 vol%), o-
dichlorobenzene/CCl4 (1:2 vol%) and m-dichlorobenzene/CCl4 (1:2 vol%).

Control experiments demonstrated a very similar pattern of X-H probe frequencies in the
pure aromatic solvents, further supporting the notion that the fields in the specific π-
hydrogen bonds are much larger than any fields due to solvation (Supporting Information
Figure S1).

Deuteration of pyrrole was carried out by dissolving it in an excess of deuterated methanol
(CD3OD) and removing the solvent under vacuum. This procedure resulted in a mixture of
protonated and deuterated N-D and allowed us to study the peak shifts of both N-H and N-D
modes in the same samples.

An independent measure of the VSE and complex-induced spectral shifts on the O-H of
phenol with isotopic substitution provided an excellent check for the approach in the case of
O-H···π (O-D···π) interactions.16 Upon deuteration, the bands corresponding to N-D···π
complexes with indole are obscured by a Fermi resonance (the ratio of the peaks is
concentration independent).21 However, we were able to measure both N-H and N-D stretch
modes of pyrrole in all solvents and obtained very similar shifts as for indole (see Table S3,
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Figure S2). Unfortunately, the N-H and N-D bands of pyrrole could not be resolved at low
temperatures and we were not able to record vibrational Stark spectra for these samples.
Measuring the deuterated S-D···π complexes with thiophenol was not possible because S-D
is a very weak oscillator and its IR bands were obscured by other bands in this cluttered
region of the IR spectrum.

Vibrational Stark spectroscopy

Vibrational Stark experiments were performed at liquid nitrogen temperature in a home-built
cryostat.22 The samples were loaded into a home-built liquid cell with two sapphire
windows (thickness 1 mm, diameter 13 mm, Meller Optics, Providence, RI). The windows
were coated with a 45 Å layer of nickel on the surfaces facing the sample to function as a
capacitor and provide a homogeneous electric field across the sample. The windows were
separated by two teflon spacers of 26 μm thickness. Samples were frozen rapidly in liquid
nitrogen into organic glasses in toluene, 2-methyltetrahydrofuran, butyronitrile, m-
fluorotoluene or a mixture of dichloromethane/dichloroethane (1:3 vol%). The
concentrations varied between 0.1 M and 1 M, and we tested if any concentration dependent
changes of the peaks occurred. A high power voltage supply was connected to the cell (Trek
Instruments Inc., Medina, NY) and the output voltage was synchronized with the FTIR
scanning time. Spectra were acquired in rapid scan mode and the resulting Stark spectra
were the difference between 512 spectra recorded in the presence of an applied field minus
512 spectra recorded under identical conditions without field.17 As a control, spectra were
recorded at multiple electric field strengths to confirm that the Stark signals scale
quadratically with the field strength, as expected for an isotropic, immobilized sample.23 To
obtain the Stark tuning rates |Δμ⃗X–H| (or |Δμ⃗X–H|· f, where f is the local field correction
factor24) the spectra were fitted using the in-house written program SpectFit.23,25 The
reported Stark tuning rates were averaged from multiple independent measurements of each
sample and the errors are given as the standard deviation. In most cases, the linear response
is the primary interaction between electric field and vibrational probe and the spectrum has a
second derivative shape.20 In some cases the quadratic Stark effect, which is described by
the difference polarizability ΔᾱX–H, can be observed as well and the resulting Stark
spectrum has a first derivative shape.17

For the diatomic N-H and S-H probes both stretch modes are well-defined local modes
meaning the orientation of the difference dipole Δμ⃗X–H must be parallel to the bond
axis.26,27

DFT calculations

Quantum chemical calculations were performed with Gaussian 09.28 Geometries for indole/
aromatic and thiophenol/aromatic complexes were optimized using the B3LYP functional
and 6-31+G(d,p) basis set.29,30 After geometry optimization the hydrogen donor was
removed and the molecular electrostatic potential (MEP) arising only from the aromatic
solvent partner in the complex was calculated.31 The potential φ at positions X and H of the
X-H bond in the X-H···π complexes was extracted from the MEP calculations and the
projection of the electric field onto the bond is then given as the gradient of the electrostatic
potential along the bond axis with the direction from X→H (F⃗complex = −∇φ = −(φx − φH)/|
rX⃗ − rH⃗|, where φ is the electrostatic potential and r ⃗the position of the atom). Binding
energies were calculated for all complexes using the counterpoise (CP) method, which
corrects for the basis set superposition error (BSSE).32 For comparison, we also repeated our
earlier measurements and calculations on phenol using the identical set of aromatic partners
(Figure 3A).
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Fitting procedure employed for the frequency-field plots

Since the data showed some degree of curvature two different fitting procedures were
employed. At low electric field values the plots are linear and were fitted with a linear
function to extract the apparent Stark tuning rate of the free X-H species from the slope. In a
second analysis intended to account for the change of |Δμ⃗X–H| with field the data was fit
with the sum of a quadratic and linear function, where the linear function accounts for |
Δμ⃗X–H| in the absence of polarization and the quadratic part for the effect of field on |
Δμ⃗X–H|. The apparent linear Stark tuning rates in different solvents were then extracted
from the gradient at the points of interest, specifically in m-fluorotoluene and toluene, where
we can compare them to our experimental measurements of |Δμ⃗X–H|.

Results and discussion

FTIR spectroscopy

We used indole and thiophenol complexed with a series of aromatic compounds to study X-
H···π interactions of differing strengths. The aromatic compounds, which provide the π-
hydrogen bond acceptor, were benzene derivatives substituted with chlorine as electron-
withdrawing or methyl as electron-donating groups; the substituents serve to vary the charge
density of the π-system and hence the strength of the π-hydrogen bond. Because the
aromatic compounds with the highest charge densities (tetra-, penta- and
hexamethylbenzene) are solids, we dissolved or diluted each aromatic hydrogen bond
acceptor in carbon tetrachloride (CCl4) prior to adding indole or thiophenol. We measured
the vibrational frequencies of the X-H hydrogen donors in each sample and compared them
to the frequencies observed in pure CCl4, in which no hydrogen bonds are present.

In earlier work on O-H···π hydrogen bonds we demonstrated that, under the conditions of
these experiments, the contribution of the solvent reaction field to the observed peak shifts is
negligible compared to the shifts due to complex formation.16 The same conclusion is
directly supported for our current work by the observation that the peak positions for the free
X-H species are almost identical in pure CCl4 and in the CCl4/aromatic mixtures used to
study the complexes (Supporting Information Figure S1). The observed peak shifts of the X-
H stretch, with respect to the frequency in CCl4 in which no X-H···π interaction occurs,
therefore report on complex formation between the hydrogen bond donors and the π-system
of the acceptor.33 To the extent that these shifts are electrostatic in origin, they can be
converted into electric fields based on the measured vibrational Stark effect (see below), as
we reported previously for phenol.16

Indole

Figure 2A shows the normalized FTIR spectra of 20 mM indole (N-H) dissolved in mixtures
of CCl4 and different aromatic hydrogen bond acceptors. The IR spectra of these samples all
display two peaks for the N-H vibration, corresponding to the free and complexed (N-H···π)
species. The proportions of the aromatic hydrogen bond acceptors and CCl4 were adjusted
for each sample to ensure roughly equal populations of free and complexed N-H (see
Materials and Methods for the concentrations used in each case). One peak is observed for
the N-H stretch of indole dissolved in pure CCl4, which corresponds to the free indole
species (3491.5 cm−1). The peaks corresponding to the N-H···π complexes are all red-
shifted with respect to the free species and follow a clear trend according to the electron-
withdrawing or electron-donating character of the π-system (Supporting Information Table
S1). The most red-shifted complex is formed between indole and hexamethylbenzene, which
has the most electron-rich π-system (3402.6 cm−1). The overall range of peak shifts covers
~88 cm−1, suggesting that the sensitivity of the N-H group to electric field is similar to that
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of O-H (the range for O-H of phenol for the same series of π acceptors covers ~106 cm−1,
Supporting Information Table S2).

Thiophenol

The FTIR spectra of 200 mM thiophenol (S-H) in the same solvent mixtures used for indole
are shown in Figure 2B. In contrast to indole, the free thiophenol species is not observed in
the solvent mixtures containing aromatic hydrogen bond acceptors, and only single S-H
bands are observed in each sample. The most blue-shifted species is free thiophenol in pure
CCl4 (2589 cm−1). The peaks for the S-H stretch in all other samples are shifted to the red in
the identical order as seen for the N-H and O-H stretches of indole and phenol,16 but are
spread over a range of only 40 cm−1, suggesting a smaller sensitivity to electric field for S-
H. The intensities of the IR bands increase dramatically with the red-shift (Supporting
Information Figure S4), which is not seen with indole, indicating that the transition moment
(S-H 0→1) changes significantly in different thiophenol/aromatic complexes (see below).

Comparison with calculated electric fields and binding energies

We previously demonstrated that DFT calculations on different phenol/aromatic complexes
in the gas-phase accurately capture the electrostatics of the O-H···π interaction.16 In order to
obtain a quantitative description of the electric fields involved in the other X-H···π
interactions we performed DFT calculations on the different complexes in the gas-phase.
After geometry optimization of the complexes the projection of the electric field along the
X-H bond due to the aromatic complex partner (i.e. the hydrogen bond acceptor) was
calculated for each complex (see Materials and Methods for details of the procedure).

In order to have a reference point for the electric field at the X-H bond in the absence of a

hydrogen bond we used CCl4 as a reference solvent. The observed peak shifts ,
observed between CCl4 and the CCl4/aromatic partner mixtures, are attributed to the
changes in electric field upon hydrogen bonding, given by ΔFc⃗omplex= Fc⃗omplex − F⃗CCl4,
where F⃗complex and FC⃗Cl4 represent the absolute electric fields in the hydrogen bond
complex and in CCl4. We extended our earlier work on phenol to encompass the identical
set of solvents used for indole and thiophenol, to facilitate a direct comparison between the
O-H, N-H and S-H···π interactions. Plotting the measured X-H stretch frequencies against
the calculated electric fields ΔF⃗complex results in a clear correlation for O-H and N-H
(Figure 3A and 3B), although the data display some deviation from a linear relationship at
higher electric fields (see below). The calculated changes in electric field due to complex
formation are as large as −30 MV/cm for the strongest interactions (between indole or
phenol and hexamethylbenzene). The slope of the best fit line for N-H is 2.6 cm−1/(MV/cm),

that is a change of 1 MV/cm in electric field causes an IR peak shift of , very
close to the observed linear Stark tuning rate in toluene (see below). The intercept of the
best-fit line is close to the frequency of the free species in CCl4 (+3.8 cm−1), suggesting that
the IR shifts observed on complex formation are mostly due to electrostatics. This result is
very similar to our observations on O-H···π interactions between phenol and benzene
derivatives here and in previous work.16

For the S-H···π complexes, a plot of the observed vibrational frequencies versus calculated
field shows a stronger deviation from a linear correlation than observed with O-H and N-H
(Figure 3C), implying that the IR shifts are not strictly linear with the electric field created
by the hydrogen bond acceptor. This effect is more pronounced for stronger hydrogen bonds
(or larger electric fields). The data at low ΔFc⃗omplex values is roughly linear and the slope in
this region is ~1.0 cm−1/(MV/cm), which is very similar to the measured linear Stark tuning
rate of free thiophenol in the glass-forming solvent DCM/DCE (see below). The peak
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positions for the weaker complexes approach the peak position for the free species in CCl4,
again suggesting that the shifts are mostly electrostatic in origin.

To quantify the electrostatic contribution to binding we calculated binding energies of all
complexes with DFT in the gas-phase. The energies range from 0 to −3 kcal/mol for the
phenol/aromatic complexes, from 0 to −2.4 kcal/mol for the indole/aromatic complexes and
from 0 to −1.1 kcal/mol for thiophenol/aromatic complexes. Plotting the calculated binding
energies against the calculated electric fields results in excellent linear correlations for all of
the X-H···π complexes and the y-intercept occurs at zero field, i.e. the field in the absence of
an interaction, indicating that the electric field experienced by the hydrogen bond donor
increases in a linear fashion with the binding energy (Figures 3D, 3E and 3F). The dominant
part of the electrostatic interaction is likely to be the interaction of the π-system of the
aromatic solvent with the dipole moment of the X-H group (the X-H group is pointing
directly towards the π-system of the acceptor and contributions from the C-H groups are
small because of their small dipole moments and because they are further away from the
acceptor than the X-H group). The electrostatic energy of a dipole μ⃗ in an electric field F ⃗is
given by E = −μ⃗ · F⃗, i.e. the slopes of the linear fits in Figures 3D–3F should give the
apparent dipole moments μ⃗O–H, μ⃗N–H and μ⃗S–H, and any deviations should reflect the non-
electrostatic contribution to the interaction. The slopes of the best fit lines yield apparent
dipole moments μ⃗O–H = 2.0 D, μ⃗N–H = 1.7 D and μ⃗S–H = 1.2 D. Comparison with the
experimental dipole moments of O-H, N-H and S-H (μ⃗ = 1.69 D for ethanol, μ⃗ = 1.77 D for
pyrrole and μ⃗ = 1.6 D for mercaptoethanol; the molecular dipole moment arises mainly from
the X-H bond dipole)34 indicates that within this level of theory the binding energies can be
considered to arise primarily from the electrostatic interaction between the X-H dipole and
the field generated by the aromatic partner. Note that electron correlation is only poorly
included at this level of theory (i.e. the dispersion interaction is not captured accurately).
Higher level methods like MP2 or CCSD are necessary to include this effect properly, which
could result in larger binding energies.35–38

The vibrational Stark effect as a tool to quantify electric fields

experimentally

The relationships observed between  and ΔFc⃗omplex strongly suggest that the
vibrational probes are responding to the electric field they experience when forming X-H···π
complexes. To obtain further evidence of this we turned to vibrational Stark effect (VSE)
spectroscopy. The vibrational Stark effect provides the connection between observed peak
shifts and changes in the projection of electric fields along a vibrational probe’s bond axis,

and can be used to obtain information about its local electrostatics. If the peak shifts  of
a hydrogen bond donor X-H are due to the hydrogen bonding field in the X-H···π
complexes, ΔFc⃗omplex, then the peak shifts are given by the purely electrostatic relationship

(1)

where h is Planck’s constant and c the speed of light. The first term is linear with electric
field and contains the parameter |Δμ⃗X–H|, which is called the linear Stark tuning rate. The
second term is quadratic in field and contains the parameter Δᾱ, which is called the
difference polarizability. These terms arise from changes of the dipole moment and
polarizability of the vibrational probe between the ground and excited state. In principle,
both Stark parameters can be determined from vibrational Stark spectroscopy measurements
in an external applied electric field, although for most vibrational transitions the linear
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component |Δμ⃗X–H| dominates the response to field. The linear Stark tuning rate can

therefore be used to convert frequency shifts observed in FTIR spectra, , into changes
of the projection of electric fields along the X-H bond axis, ΔFc⃗omplex, according to equation
(1). Note that effects other than electrostatics, such as charge-transfer, can affect the IR
frequency and are not described by equation (1).

In order to calibrate the sensitivity of each vibrational probe to electric field we performed
vibrational Stark experiments, in which a unidirectional electric field was applied across the
sample in a frozen glass solvent and the effect on the IR spectrum was determined.17,24

Under these conditions the response of the vibrational probe to electric field is given by
equation (1), suitably averaged over all orientations. Note that the maximum applied fields
that can be generated in the laboratory (< 1 MV/cm) are much smaller than the microscopic
fields due to complex formation.

The free X-H probe

Figure 4 shows the absorbance and vibrational Stark effect (VSE) spectra of indole (at 100
mM concentration) dissolved in the glass-forming solvent DCM/DCE at liquid nitrogen
temperature. Note that higher concentrations of the probe molecule than were used in the
FTIR experiments are necessary because of the inherently lower signal in the Stark
experiments (for the highest applied electric fields the observed changes in the absorbance
are typically 103 times smaller than the absorbance itself, see Figures 4 and 5). Two peaks
are observed in these spectra, one corresponding to the free species (~3450 cm−1) and the
other peak most likely corresponding to a dimeric species, the indole:indole π-hydrogen
bond (~3400 cm−1).39–41 This assignment is supported by control experiments
demonstrating that the intensity of the peak at 3400 cm−1 is strongly concentration
dependent, but that the peak position does not shift with concentration (Supporting
Information Figure S5). DFT calculations suggest that a π-hydrogen bond complex between
the N-H group of one indole molecule and the six-membered ring of another is the minimum
energy structure of the dimer complex.41

The Stark parameters of a vibrational probe can be extracted by fitting the VSE spectrum
with a linear combination of the derivatives of the absorption spectrum.17 The magnitude of
the linear Stark tuning rate is related to the second derivative component of the fit, while the
difference polarizability Δᾱ is related to the zeroth, first and second derivative components.
The VSE spectrum of indole in DCM/DCE exhibits mainly second derivative character,
indicating that the Stark effects for both free and dimerized indole are dominated by the
difference dipole |Δμ⃗N–H|. The values of the linear Stark tuning rates are

 for the free species and

 for the dimeric species (Table 1). These values are
extracted from fits in which the peaks for the free and dimeric species were modeled as
separate Gaussian functions. As an additional confirmation of these values we performed the
fitting procedure using the experimental absorption spectrum (Supporting Information
Figure S6). The measured values of the linear Stark tuning rate correspond to the frequency
shifts produced by an electric field of 1 MV/cm aligned along the N-H bond axis.

The VSE spectra of thiophenol were also measured in DCM/DCE, but at higher
concentration (600 mM) because of the weaker oscillator strength of the S-H group (Figure
5). Only a single species corresponding to free thiophenol is observed in these spectra. In
contrast to what we observed with indole and phenol, the VSE spectrum of the S-H stretch
of thiophenol shows a significant contribution from the first derivative of the absorption,
indicating that the difference polarizability ΔᾱS–H is significant. The linear Stark tuning
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rate, extracted from the second derivative contribution, is much smaller than for N-H and O-
H, with a value of |Δμ⃗S–H|DCM/DCE = 1.1 cm−1/(MV/cm).

The measured values of the linear Stark tuning rates of N-H and S-H probes shed further
light on the correlations between the frequency shifts of the X-H probes and the calculated
field in each X-H···π complex (Figure 3). The linear Stark tuning rates agree reasonably
well with the slopes of these correlations, particularly if one focuses on the region of the
plots where the fields are small, corresponding to the weaker complexes. The smaller linear
Stark tuning rate of the S-H probe explains why the observed shifts for the S-H···π
complexes are consistently smaller than those of the other probes. These observations are
strong evidence that the vibrational Stark effect is the primary mechanism underlying the
frequency shifts observed in the different X-H···π complexes. However, in the region of the
plots corresponding to the stronger X-H···π complexes, the apparent slopes are considerably
larger than the measured linear Stark tuning rates. This discrepancy led us to wonder
whether the linear Stark tuning rates increase when the probes are engaged in stronger
complexes.

Bond polarization enhances vibrational Stark effects in hydrogen bonds

To understand why the measured vibrational frequency shifts and calculated electric fields
display deviations from a linear correlation we investigated the influence of different
environments on the vibrational Stark effect spectra of the different hydrogen bond donors.
We recorded vibrational Stark spectra of the hydrogen bond donors indole and thiophenol in
different glass-forming solvents at 77 K (many of the solvents used as hydrogen bond
acceptors above do not form optical quality glasses at 77K and could not be used for this
analysis). We used toluene and m-fluorotoluene, in which they form weak X-H···π hydrogen
bonds, and 2-methyltetrahydrofuran and butyronitrile, in which they form moderate
hydrogen bonds of the X-H···O and X-H···N type, respectively.

The weak X-H···π hydrogen bond regime

The VSE spectrum of 200 mM indole in toluene is shown in Figure 4D and contains only
one peak, which corresponds to the hydrogen bonded complex between the N-H of indole
and the π-face of toluene. The spectrum is dominated by second derivative character and the
Stark tuning rate is |Δμ⃗N–H|toluene = 2.5 cm−1/(MV/cm), a value that is significantly larger
than that of the free species measured above.

The VSE spectrum of 200 mM indole in m-fluorotoluene shows three peaks, which we
assign to the free species, the dimeric form (the peak position is close to that of the dimeric
form in DCM/DCE), and the complex with m-fluorotoluene (Supporting Information Figure
S7). The Stark tuning rates for free and dimeric species are

 and , in
perfect agreement with the data obtained in DCM/DCE, while the third peak has a
sensitivity of |Δμ⃗N–H|m– fluorotoluene = 2.3 cm−1/(MV/cm).

The VSE spectrum of 600 mM thiophenol obtained in toluene is shown in Figure 5D. The
spectrum displays a greater degree of second derivative character than observed in DCM/
DCE and the linear Stark tuning rate is larger than that of the free species, with |
Δμ⃗S–H|toluene = 1.5 cm−1/(MV/cm). The VSE spectrum in m-fluorotoluene shows an
intermediate degree of 1st and 2nd derivative character, and the linear Stark tuning rate is |
Δμ⃗S–H|m–fluorotoluene = 1.3 cm−1/(MV/cm) (Supporting information Figure S8).
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These results for the N-H and S-H stretches reveal for the first time that the linear Stark
tuning rate, rather than being an intrinsic property of the chemical bond, can change
significantly due to the formation of chemical interactions. We are now in a position to
explain the deviations from linearity observed in Figure 3. In our earlier work on phenol, the
observed vibrational frequency of the O-H group was found to correlate in a linear fashion
with the calculated field for the O-H···π complexes. However, in that earlier work we did
not include the stronger hydrogen bond acceptors tetramethylbenzene, pentamethylbenzene
and hexamethylbenzene used in the current study. With the inclusion of these complexes it
becomes apparent that the O-H frequency shifts do deviate somewhat from a linear
correlation at high fields (Figure 3A). A similar degree of curvature is present in the data for
the N-H stretch (Figure 3B), while for the S-H stretch, shown in Figure 3C, the curvature is
much more pronounced. These observations can be accounted for by our vibrational Stark
effect measurements, which show, for a given X-H probe, that the formation of
progressively stronger X-H···π complexes results in progressively larger linear Stark tuning
rates, and that these effects are most dramatic for the S-H probe. The X-H···π complexes for
which the values of the linear Stark tuning rates were experimentally determined (m-
fluorotoluene and toluene) are highlighted in Figure 3 by vertical dotted lines. The slope of
the curves at these points can be considered to represent apparent linear Stark tuning rates,
and these values were estimated by fitting the data to the sum of a linear and a quadratic
term (see Materials and Methods for the procedure used). For the N-H probe, the values of
the slopes are 1.7 for the complex with m-fluorotoluene and 2.7 for the complex with
toluene, which can be compared to the measured linear Stark tuning rates of 2.3 and 2.5
cm−1/(MV/cm), respectively. For the SH probe, the values of the slopes are 1.6 for m-
fluorotoluene and 2.2 for toluene, and the measured linear Stark tuning rates are 1.3 and 1.5
cm−1/(MV/cm). This reasonable agreement indicates that an important reason for the
curvature observed in the plots of Figure 3 is that the linear Stark tuning rates increase for
stronger complexes. The slopes of the curves are in all four cases larger than the measured
linear Stark tuning rate, suggesting that other effects may contribute to the curvature.

The differing extent to which each probe’s linear Stark tuning rate is effected by complex
formation can be attributed to differences in the atomic polarizabilities of the atoms
comprising the X-H probe, which increase in the order O < N ≪ S. The more polarizable the
probe, the greater the increase in the linear Stark tuning rate in the stronger X-H···π
complexes, leading to small deviations from a linear correlation for O-H and N-H and strong
deviations for S-H (the influence of polarizability on the linear Stark tuning rate is discussed
in greater detail below).

In principle the deviations from linear correlations observed in Figure 3 could be due to a
significant difference polarizability, ΔᾱS–H, rather than from increasing magnitudes of the
linear Stark tuning rates |Δμ⃗X–H| (see equation (1)). In a previous study on nitriles the
difference polarizability Δᾱ, was determined experimentally from the 0th, 1st and 2nd

derivative components of the fits to the Stark spectrum. Unfortunately our data are not of
sufficient quality to allow us to determine the difference polarizability ΔᾱX–H, for which
very high signal to noise is required in both the absorbance and Stark spectra in order to
obtain accurate values for the zeroth and first derivative contributions to the Stark spectrum.
This is because of the much greater linewidth of the X-H modes (the intensity of the Stark
signal scales with the square root of the linewidth),17 as well as the fact that we had to use
lower concentration samples to prevent dimer formation. Qualitatively we observe that
across the series of solvents, in which progressively stronger interactions are formed, the
contributions to the Stark spectra from the zeroth and first derivative of the absorption
spectra remain similar, while the second derivative contribution increases significantly. This
indicates that the primary effect of hydrogen bonds is to increase the linear Stark tuning rate.
As discussed above our data strongly suggest that the effects seen in Figure 3 can be mostly
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accounted for by variations in the magnitude of |Δμ⃗X–H| caused by interactions of differing
strength, but we cannot rule out a contribution from ΔᾱX–H.

The moderate X-H···O and X-H···N hydrogen bond regime

In 2-methyltetrahydrofuran, indole forms a N-H···O hydrogen bond of moderate strength
resulting in a large red shift of the N-H band (~3250 cm−1 relative to 3450 cm−1 for the free
species in DCM/DCE). This band displays a very strong feature in the Stark spectrum,
which has mainly second derivative shape, and |Δμ⃗N–H|2–methyl–THF = 6.0 cm−1/(MV/cm).
This value represents the largest linear Stark tuning rate measured so far for any vibrational
transition (Figure 4).20 In butyronitrile indole forms a N-H···N hydrogen bond (redshift from
3491.5 cm−1 to 3332 cm−1) with a Stark tuning rate |Δμ⃗N–H|butyronitrile = 6.1 cm−1/(MV/cm),
very similar to the previous case (Supporting Information Figure S7).

The same phenomenon is observed for thiophenol dissolved in 2-methyltetrahydrofuran
(Figure 5). The IR absorbance band corresponding to the S-H stretch is shifted dramatically
to the red with respect to the free species (~2490 cm−1 versus 2574 cm−1) accompanied by
an increase in the extinction coefficient. In contrast to what was observed in the other glass-
forming solvents, the shape of the Stark spectrum is exclusively second derivative in
character and a dramatic increase in its Stark tuning rate is observed to |Δμ⃗S–H|2–methyl–THF
= 4.4 cm−1/(MV/cm). In butyronitrile thiophenol forms an S-H···N hydrogen bond, the S-H
stretch redshifts by ~28 cm−1, and the Stark tuning rate is |Δμ⃗S–H| butyronitrile = 2.6 cm−1/
(MV/cm) (see Supporting Information Figure S8). Thus the effect of these stronger
hydrogen bonds is to perturb the linear Stark tuning rates of the probes by an even greater
amount than observed with the weaker X-H···π complexes.

Physical origin of the variation in linear Stark tuning rates

The linear Stark tuning rate |Δμ⃗X–H| can arise from two distinct physical effects, the

anharmonicity of the bond  and the field dependence of the force constant of the

bond  due to electronic polarizability.19,23 It is possible to quantify these individual
contributions because the Stark tuning rate obtained by VSE spectroscopy is the sum of both
effects and the contribution of anharmonicity can be calculated using quantum-mechanical
models.19,23 To shed light on the origin of the large values of |Δμ⃗X–H| for the hydrogen
bond donors used in this study, as well as why these values vary in different chemical

interactions, we assessed the contribution of anharmonicity  to the linear Stark tuning
rates.

The anharmonic contribution to the linear Stark tuning rate can be interpreted as a
displacement of the effective charge of the oscillator, q, by a distance Δx (the displacement
is due to the anharmonic character of the bond), and is given by

(2)

When the X-H bond engages in chemical interactions of different strengths the resulting
electric fields will polarize the bond to different degrees, with the result that the effective
charge q changes somewhat in each interaction.

In a previous study on vibrational Stark effects of several nitriles it was shown that the linear
Stark tuning rate of a vibrational transition (also referred to as the difference dipole)
correlates linearly with the magnitude of the transition moment.17 The existence of a

Saggu et al. Page 11

J Am Chem Soc. Author manuscript; available in PMC 2013 November 21.

$w
aterm

ark-text
$w

aterm
ark-text

$w
aterm

ark-text



correlation can be understood by considering the expression for the transition moment of a
harmonic oscillator |MX⃗–H|,

(3)

where q is the effective charge of the oscillator and m its reduced mass.17, 42 Because both |
M⃗X–H| and |Δμ⃗X–H| depend linearly on q, these parameters are expected to correlate linearly
among a set of chemical bonds with different values of q but similar anharmonicities.

The transition moments and difference dipoles that we measured for thiophenol and indole
in different solvents are summarized in Table 2, and a correlation is indeed observed (Figure
6). Note that in this study the same molecule is investigated in different environments
whereas the previous study was focused on different molecules in the same environment.
Using equation (3) we estimated the effective charge of the N-H and S-H probes in each
chemical environment for which both linear Stark tuning rates and transition moments were
measured (see Table 2). The effective charge for S-H changes nearly 3–fold across this
series of environments whereas the effective charge of N-H changes only about 1.5-fold.
This can be explained by the differences in atomic polarizabilities between nitrogen and
sulfur and indicates that the S-H bond gets polarized to a larger extent than the N-H bond.
Plotting the Stark tuning rates versus the transition moments results in a linear relationship
between |MS⃗–H| and |Δμ⃗S–H| for all investigated hydrogen bonds, even though the character
of the bond is perturbed to a larger extent than the nitriles in the previous study.17 The slope
of the best fit line is 0.92 with an intercept of −0.01. This suggests that the one-dimensional
oscillator model may be valid within both hydrogen bond regimes investigated in this study.
In principle, such a plot could be used to calibrate the sensitivity of the probe to electric field
using experimental measurements of the transition moments, which are much less
demanding than the VSE experiments. For N-H the plot shows more scatter, which most
likely arises from errors in the determination of transition moments due to the presence of
multiple species.

To estimate the contribution of anharmonicity to the linear Stark tuning rates of the X-H
probes we calculated expectation values for the bond lengths in the vibrational ground and
first excited state based on the anharmonic oscillator Morse potential for all X-H bonds
(Supporting Information).43 Here the Morse potential was parameterized using experimental
values for the anharmonicity obtained from the literature. The calculated difference in bond
length corresponds to the displacement Δx X–H in equation (2). Using the experimental
effective charge q (as derived above) we obtain from equation (2) the contribution of
anharmonicity to the linear Stark tuning rate of 90% for N-H and 69% for S-H (93% for O-
H from our previous work,16 39% for CN of acetonitrile and 47% for CN of 4-
chlorobenzonitrile).23 These values are for the free X-H species in DCM/DCE. As an
additional control we measured anharmonicities of the S-H stretch in a few representative
complexes using pump-probe experiments (free S-H species, weak and moderate hydrogen
bonds, see Figure S9). The anharmonicity changes slightly between the free species and the
complex with toluene (100 cm−1 vs. 103 cm−1) while it changes significantly between the
free species and the S-H···2-methyltetrahydrofuran hydrogen bond (100 cm−1 vs. 130 cm−1).
Calculation of the anharmonic contribution to the linear Stark tuning rate for these cases
shows that the relative contribution actually stays roughly constant at ~50–60%, even
although the anharmonicity itself increases (see inset in Figure 6). This indicates that the

effect of electric field on the force constant of the bond , which must account for the
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difference, increases with the strength of S-H···X hydrogen bonds, which can be attributed to
the larger polarizability of the sulfur atom compared to nitrogen and oxygen.

Taken together, this analysis nicely accounts for the variation of |Δμ⃗X–H| observed in
different environments. For the X-H···π complexes the anharmonicity is constant and the
increase in |Δμ⃗X–H| can be attributed to an increase in the effective charge q, as well as an

increase in the effect of the electric field on the bond’s force constant, , both of
which are due to polarizability. For the X-H···O/N hydrogen bonds, the anharmonicity, the
effective charge and the effect of the field on the force constant all increase giving rise to
very large increases in |Δμ⃗X–H|.

Conclusion

In this paper we have measured the electrostatic component of a large number of X-H···π
hydrogen bonds. The electrostatic interaction energies derived in this manner can be
compared to either experimental values of dissociation enthalpies (or similar observables)
or, as we have done here, to binding energies calculated using quantum-chemical methods,
which contain contributions from all energetically relevant interactions (electrostatics,
polarization, dispersion, etc.). Such a comparison enables one to decompose the energetics
of hydrogen bonds into their electrostatic and non-electrostatic parts. By employing
experiment and calculations in tandem we have shown that it is possible to account for the
response of the probe, even when the response is not strictly linear, allowing this approach
to be extended to stronger hydrogen bonding interactions. Our work thereby underscores the
general utility of vibrational probes for dissecting the energetics of intermolecular
interactions.

A major finding from our work is that the linear Stark tuning rate of a hydrogen bond donor
is not necessarily constant, but is a function of the group’s chemical environment. The
degree to which hydrogen bonding perturbs the probe’s response to field depends strongly
on the probe’s polarizability. This finding is supported by three independent observations.
For probes with increasingly polarizable substituent atoms we observe: 1) progressively
greater deviations from a linear correlation between observed vibrational frequency shifts
and calculated electric field when the fields are large, 2) progressively larger influence of
environment on the measured linear Stark tuning rate, and 3) progressively greater changes
in the transition moment for the vibrational transition. While for weak hydrogen bonds
changes in |Δμ⃗X–H| of up to 40% are observed, we find that moderate hydrogen bonds result
in much more dramatic changes in probe sensitivity (up to 3-fold increases in |Δμ⃗X–H|). This
result underscores that, for cases in which a vibrational probe is hydrogen bonded, care must
be taken in interpreting observed IR shifts in terms of changes in electric field, as the
vibrational probe’s response to field can be heavily perturbed by the interaction.

An analogous behavior has been observed for the lowest energy electronic transition of the
carotenoid spheroidene embedded in the LH2 antenna complex of Rhodobacter
spheroides.44,45 Carotenoids such as spheroidene are highly polarizable, and this is reflected
in a large first derivative contribution to the electronic Stark lineshape for free spheroidene
in a frozen glass. In contrast, when bound in the LH2 complex, spheroidene experiences the
electric field of the organized environment of the protein, and this induces a very large
difference dipole moment so that the Stark spectrum in the protein is completely dominated
by a second derivative lineshape.

Such nonlinear behavior has not previously been observed for vibrational probes, and is
likely revealed in this study because of the magnitude of the fields involved, which are on
the order of ±30 MV/cm for the weak X-H···π hydrogen bonds and most likely larger for
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moderate hydrogen bonds. Most previous applications of vibrational probes, in contrast,
involved studies of solvent fields or measurements in proteins, where calculations suggest
the fields are on the order of ±10 MV/cm.20 It is worth noting that for the weakest S-H···π
interactions studied here (e.g. the complexes with m-fluorotoluene, chlorobenzene, and
dichlorobenzene, see Figure 3C) the fields are in this weaker regime, and the response of S-
H to field appears to be roughly linear. In agreement with our results, an earlier DFT study
on 4-chloro-benzonitrile demonstrated that the linear relationship between electric field and
vibrational frequency is expected to break down at very large electric fields.46

The S-H stretch occurs in a spectral window that is free of any protein and solvent bands
(around 2600 cm−1), and so could in principle be useful for studies of biomolecules. While
S-H probes are difficult to detect in biological systems due to their small extinction
coefficients, the increases in band intensities that result from polarization effects can
nonetheless permit studies in biomolecules, and polarized cysteine S-H groups have been
used to detect local dynamics in proteins.47 Our results indicate that in such cases care must
be taken in interpreting peak shifts in terms of electrostatics, as the same polarization effects
that facilitate detection also alter the probe’s response to field. However, we have also
demonstrated that it is possible to calibrate the sensitivity of the probe in different field
regimes, potentially allowing such an interpretation to be made.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Structures of the different X-H···π complexes investigated in this study.
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Figure 2.
Experimental FTIR spectra. (A) N-H (indole) stretch modes in different organic solvents/
CCl4 mixtures. (B) S-H (thiophenol) stretch modes in different organic solvents/CCl4
mixtures (bz ≡ benzene).
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Figure 3.
Correlation between measured X-H stretch frequencies in different hydrogen bond
complexes (diluted in CCl4) and calculated electric fields arising from the aromatic
hydrogen bond acceptor based on DFT. The relative IR shift is the difference between the
frequency of X-H in the aromatic/CCl4 mixture and the free species in pure CCl4. The
dashed vertical lines represent reference points calibrated with vibrational Stark
spectroscopy (X-H in toluene, m-fluorotoluene and free species in DCM/DCE, see Table 2).
The ground state dipole moment of the N-H bond is larger as compared to the S-H bond
resulting in a larger solvent reaction field for the free X-H species in DCM/DCE (Figure
S3). (A) O-H···π interaction with phenol from our previous work,16 extended to include
solvents with stronger H-bonds. (B) N-H···π interaction with indole. (C) S-H···π interaction
with thiophenol. (D–F) Correlation between calculated binding energies and electric fields
both calculated with DFT. (D) O-H···π interaction with phenol. (E) N-H···π interaction with
indole. (F) S-H···π interaction with thiophenol.
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Figure 4.
IR extinction and vibrational Stark spectra of indole in different glass-forming solvents
recorded at T = 77 K. (A) Extinction spectrum showing the N-H stretch in DCM/DCE (ν̃free
= 3450 cm−1, εmax = 221 M−1cm−1 and ν̃dimer = 3396 cm−1, εmax = 93 M−1cm−1). (B) Stark
spectrum scaled to an applied field of 1 MV/cm (dots) with fit (red). (C) Extinction
spectrum showing the N-H stretch in toluene (ν̃ = 3424 cm−1, εmax = 540 M−1cm−1). (D)
Stark spectrum scaled to an applied field of 1 MV/cm (dots) with fit (red). (E) Extinction
spectrum showing the N-H stretch in 2-methyltetrahydrofuran (ν̃ = 3249 cm−1, εmax = 290
M−1cm−1). (F) Stark spectrum scaled to an applied field of 1 MV/cm (dots) with fit (red).
The small sharp features arise from absorption and Stark effects of the solvent.
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Figure 5.
IR extinction and vibrational Stark spectra of thiophenol in different glass-forming solvents
recorded at T = 77 K. (A) Extinction spectrum showing the S-H stretch in DCM/DCE (ν̃ =
2574 cm−1, εmax = 46 M−1cm−1). (B) Stark spectrum scaled to an applied field of 1 MV/cm
(dots) with fit (red). (C) Extinction spectrum showing the S-H stretch in toluene (ν̃ = 2562
cm−1, εmax = 82 M−1cm−1). (D) Stark spectrum scaled to an applied field of 1 MV/cm (dots)
with fit (red). (E) Extinction spectrum showing the S-H stretch in 2-methyltetrahydrofuran
(ν̃ = 2488 cm−1, εmax = 177 M−1cm−1). (F) Stark spectrum scaled to an applied field of 1
MV/cm (dots) with fit (red).
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Figure 6.
Correlation of Stark tuning rates with transition moments of S-H and N-H in different
chemical environments (hydrogen bonds of differing strengths). The inset shows the
contribution of anharmonicity (blue squares, calculated in the Supporting Information) to the
experimentally obtained Stark tuning rate (red dots).
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Table 1

BSSE corrected stabilization energies of the phenol/aromatic, indole/aromatic and thiophenol/aromatic
complexes calculated with DFT. The values in parentheses show the BSSE.

Phenol indole thiophenol

solvent Stabilization energy (kcal/mol) Stabilization energy (kcal/mol) Stabilization energy (kcal/mol)

carbon tetrachloride 0 0 0

m-dichlorobenzene −0.86 (0.60) −0.43 (0.48) −0.12 (0.55)

o-dichlorobenzene −1.09 (0.61) −0.56 (0.51) −0.19 (0.59)

chlorobenzene −1.52 (0.59) −1.08 (0.51) −0.48 (0.56)

m-fluorotoluene −1.92 (0.69) −1.41 (0.52) −0.67 (0.62)

benzene −2.10 (0.55) −1.66 (0.43) −0.77 (0.48)

toluene −2.29 (0.60) −1.81 (0.45) −0.83 (0.56)

p-xylene −2.59 (0.71) −2.11 (0.54) −1.04 (0.66)

mesitylene −2.74 (0.77) −2.16 (0.55) −1.00 (0.74)

1,2,4-trimethylbenzene −2.72 (0.74) −2.26 (0.57) −1.08 (0.72)

tetramethylbenzene −2.86 (0.83) −2.36 (0.61) −1.12 (0.78)

pentamethylbenzene −2.98 (0.86) −2.40 (0.63) −1.14 (0.81)

hexamethylbenzene −3.02 (0.92) −2.39 (0.67) −1.09 (0.86)
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