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As the condensed matter analog of Majorana fermion, the Majorana zero-mode is well known as a building block of fault-tolerant

topological quantum computing. This review focuses on the recent progress of Majorana experiments, especially experiments

about semiconductor-superconductor hybrid devices. We first sketch Majorana zero-mode formation from a bottom-up view,

which is more suitable for beginners and experimentalists. Then, we survey the status of zero-energy state signatures reported

recently, from zero-energy conductance peaks, the oscillations, the quantization, and the interactions with extra degrees of free-

dom. We also give prospects of future experiments for advancing one-dimensional semiconductor nanowire-superconductor

hybrid materials and devices.
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1 Introduction

Majorana zero-modes have been intensively studied in re-

cent years (see the research trend shown in Figure 1) owing

to their potential application in fault-tolerant quantum com-

puting. There have already been many review papers about

Majoranas [1-8], mainly on Majorana theories. This review

will briefly introduce recent experimental developments of

one-dimensional Majorana devices, aiming to give a com-

prehensive overview and understanding of one-dimensional

Majorana experiments.

Despite a series of observed signatures among a wide

range of platforms, there clearly exist disputes over the non-

triviality of the observations. To date, a common consensus

*Corresponding author (email: mtdeng@nudt.edu.cn)

of this field is that the concrete experimental evidence of the

non-Abelian Majorana zero-mode is still missing. This ex-

perimental review will focus on the reported signatures of

Majorana zero-modes and analyze why they are still not solid

enough to demonstrate non-Abelian operations.

First of all, we will briefly introduce some fundamental

conceptions of the Majorana theories, and here we start from

anyons. Anyons, particles defined in two-dimensional sys-

tems with fractional statistics [9, 10], have been predicted

to be able to perform quantum computation since the early

1990s [11]. It was further pointed out that anyon-based quan-

tum computation is naturally fault-tolerant (without a large

overhead of quantum error-correction) if the anyons’ braid-

ing group is non-Abelian [12]. This hardware-level fault

tolerance is endowed by the so-called topological protec-

tion [13, 14].
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Figure 1 (Color online) Majorana fermions related research trend over the past 20 years. (a) Topic hits from the Web of Science with different keywords; (b)

keyword hits from the Google Scholar.

The quantum information encoded in non-Abelian anyons

is only accessible when the anyons are brought together. Uni-

tary operations, in the form of intertwining anyons that are

wide apart, remain robust to disturbances, provided that the

perturbations are weaker than the energy gap separating the

excitations from the degenerate ground state.

Majorana zero-mode (or Majorana bound state, Majo-

rana quasiparticle) is one of the simplest realizations of the

non-Abelian anyons (Ising type, specifically). It is a con-

densed matter analog of Majorana particle, an elementary

fermion with its antiparticle being itself [15, 16]. It should

be noted that the terminology “Majorana” only means this

quasiparticle has a real fermion operator. Majorana first

came into condensed matter physics as an operator eluci-

dating the Moore-Read Pfaffian states in fractional quantum

Hall systems [17], and it was then used to refer to the zero-

energy modes in half-quantum vortices of chiral supercon-

ductors [18, 19] or superfluids [20, 21]. The chiral super-

conductivity/superfluidity possesses an order parameter of

px+ipy symmetry, and hence, they are also called the p-

wave superconductivity/superfluidity. Although there are a

few candidates of intrinsic p-wave superfluids (like 3He-A

superfluid phase [22]) and superconductors (e.g., Sr2RuO4,

CuxBi2Se3, CePt3Si, see the review paper ref. [23]), strong

evidence of px+ipy-pairing is still missing in these systems.

In the meantime, the introduction of topological insu-

lators has given birth to artificial p-wave superconductors.

In these engineered two-dimensional p-wave superconduc-

tors, the spin-singlet pairing potential can be induced from

an s-wave superconductor to a spin-polarized (i.e., spinless)

hosting material. Typically, spin-polarized systems (such

as ferromagnet) are hostile environments for superconduc-

tivity. However, if the hosting material’s band structure

is topological-insulator-like, where the material possesses a

single Dirac cone with a helical spin texture, a finite spin-

triplet order parameter can be established at the hybridiza-

tion interface. With a strong spin-orbit locking effect and a

unique band structure, a topological insulator in proximity

to an s-wave superconductor is thus a viable Majorana zero-

mode platform [24]. It was then proven that a semiconductor

with strong spin-orbit interaction could play a similar role to

the topological insulator in the presence of a magnetic insu-

lator [25] or an in-plane Zeeman field [26].

Although Majorana zero-mode was originally envisioned

in two-dimensional p-wave superconductors, it can also be

supported at the phase boundaries (endpoints or domain

walls) of one-dimensional systems (Figure 2(a)). In fact, the

one-dimensional p-wave superconductor is one of the ear-

liest and theoretically the most straightforward Majorana-

harboring proposals. The corresponding toy model is pre-

sented as the so-called Kitaev chain model [27]. One of the

implementations geometrically similar to the Kitaev model is

a one-dimensional semiconductor-superconductor nanowire

that can support Majoranas at its ends [28, 29]. Without the

hazard of fusion, the adiabatic braiding operations of Ma-

jorana zero-mode in a nanowire can be done via a bypass-

ing channel in the wire middle, i.e., a “T”-junction geom-

etry [30]. Henceforth, the topological quantum computation

can be realized in nanowire networks assembled by such “T”-

junctions [31, 32].

Experimentally pursuing Majorana zero-mode almost im-

mediately began after the theoretical ideas were proposed,

and a large number of observations of possible Majorana

signatures have been reported. The two most extensively

utilized experimental techniques are the transport measure-

ments in semiconductor-superconductor hybrids [33-56] and

the scanning-tunneling-microscope based measurements on

various materials [57-75]. As we mentioned above, this

review will focus on the first branch, though some rele-

vant experiments of the second branch will also be dis-

cussed. One can find more details of the second branch

in refs. [76-78]. Other Majorana quasiparticle experiments,
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such as 4π-periodic supercurrent [79-81], chiral Majorana

edge states [82], and the debates about those observa-

tions [83, 84], will not be addressed in detail here.

2 Majorana zero-mode: a bottom-up view

The formation of Majorana zero-mode is a conclusion of

phase transition with the change in band topology. We can

use a less rigid “bottom-up” picture for the semiconductor-

superconductor hybrid system to help understand how the

Majorana zero-modes are established.

In the above section, we have learned that a semicondu-

ctor-superconductor hybrid nanowire is a possible Majorana

platform. In order to create Majorana zero-modes in such

a system, semiconductor nanowires with large spin-orbit in-

teractions need to be electronically contacted to supercon-

ductors (see the scanning-electron-microscope image of a

typical device in Figure 2(c)). Besides the spin-orbit field,

an external magnetic field (from a ferromagnet or a coil) is

also required to break the time-reversal symmetry. If the

external magnetic field is (at least partly) orthogonal to the

spin-orbit field, a helical gap can be opened around μ = 0,

with μ the semiconductor chemical potential. Practically,

μ can be tuned by electric gates near the nanowire. For a

single-channel nanowire, if the Zeeman energy Vz fulfills

Vz ≥
√

μ2 + Δ′2, Majorana zero-modes can emerge at the end

of the wire, with Δ′ the induced gap (Figure 2(b)). A tunnel-

ing probe (a normal metal in most cases) with a moderate

opaqueness is contacted to the system to detect the formed

Majorana zero-modes.

Amidst the Majorana ingredients, the superconducting

proximity effect plays a critical role in the engineered topo-

logical superconductors. It allows the BCS wavefunction to
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Figure 2 (Color online) Sub-gap bound states in superconducting systems. (a) Schematic of Majorana wave function in a spinless one-dimensional p-wave

superconductor. The wave function demonstrates an end-to-end nonlocal distribution. (b) Calculated spectrum of sub-gap state in a Majorana wire, as a

function of the magnetic field. Majorana zero-mode emerges as the superconducting gap closes and reopens at the phase transition point. Data reproduced

from the supplementary information of ref. [41]. (c) Scanning-electron-microscope image of a superconductor-semiconductor nanowire device. Adopted from

ref. [33]. (d) Schematic of the formation of Andreev bound state. (e) Calculated spectrum of trivial Andreev bound states in a one-dimensional superconductor-

semiconductor system. Data reproduced from the supplementary information of ref. [41]. (f) Measured trivial Andreev bound state spectrum evolving in

the magnetic field. Adopted from ref. [85]. (g) Measured zero-energy conductance peak as a signature of Majorana bound state. Adopted from ref. [33].

(h) Schematic of Yu-Shiba-Rusinov sub-gap states in a superconducting-magnetic impurity system. (i) Calculated trivial Yu-Shiba-Rusinov state in a spinful

Josephson quantum dot setup. (j) Measured trivial Yu-Shiba-Rusinov spectrum in a carbon nanotube quantum dot sandwiched by two superconductor leads.

Data in (i) and (j) are reproduced from ref. [86]. (k) Scanning-tunneling-microscope spectrum of a ferromagnetic Yu-Shiba-Rusinov chain on a supercon-

ductor, where a zero-energy located at the chain end is visible. Adopted from ref. [57]. (l) Schematic of the vortex Caroli-de Gennes-Matricon state. (m)

Calculated spectrum of trivial Caroli-de Gennes-Matricon states for a semiconductor-superconductor core-shell model. Data reproduced from ref. [53]. (n)

Measured trivial Caroli-de Gennes-Matricon vortex states in a high-Tc superconductor. Adopted from ref. [87]. (o) Measured vortex bound state spectrum of

a semiconductor-superconductor core-shell nanowire, where a zero-energy state appears with an odd winding number. Data reproduced from ref. [53]. Some

adopted figures are unified to the same colormaps for easier comparison.
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“leak” out the superconductor into a non-superconducting

material in its close vicinity, with some inherited properties

of the hosting materials. Since the proximity effect in low-

dimension systems always appears along with the formation

of Andreev bound states, which have a deep connection to

Majorana bound states, we will first elaborate on Andreev

bound states in-depth below.

Electrons in low-dimensional systems are strongly con-

fined, and the confinements give rise to discrete levels with

quantized energies. To distinguish these confined states from

their superconducting counterparts, we will refer to them as

normal bound states in the rest of this review. Just as the word

“bound” indicates, the particles occupying these bound states

are coherently bounced back and forth by the system bound-

aries. In a superconductor-normal conductor hybrid system,

the so-called Andreev reflection, instead of the normal re-

flection, occurs when a low-energy incident particle (or hole)

travels from the normal conductor into the superconductor.

Because of the lack of available states in the superconduc-

tor gap E < | ± Δ|, the incident particle (hole) cannot di-

rectly propagate into the superconductor. Consequently, the

superconductor will retro-reflect (Andreev reflection) a time-

reversed hole (particle) with opposite momentum and spin

into the normal conductor. In this way, the superconduc-

tor gains (loses) a Cooper pair from (to) the normal con-

ductor. Electron states confined by Andreev reflection are

hence called Andreev bound states (see Figure 2(d)), which

are essentially the extension of the superconducting pairing

potential Δ(r) out of the superconductor.

Since Andreev reflection is a phase-coherent two-electron

process, the energy of Andreev bound states ζ can be modi-

fied by adjusting the boundary phase difference (applying a

phase-bias across the superconductors) or the picked-phase

on a round trip (varying the incident particle momentum via

the chemical potential control, see Figure 2(e)) [88, 89]. For

example, the phase dependence of Andreev bound state en-

ergy ζ in an SNS structure gives ζ ∝
√

1 − τ2 sin(φ/2), with

τ the transmission coefficient and φ the phase difference be-

tween the two superconductors [90]. Here, ζ always has a

non-zero value except for unit transmission. However, the

Andreev bound states can split in the presence of the Zeeman

field and undergo a spin-singlet→spin-doublet phase transi-

tion. The lower-energy branch will cross zero-energy at the

phase transition point (see Figure 2(f)).

Some trivial sub-gap states can stay at zero-energy with

zero Zeeman field. For instance, Yu-Shiba-Rusinov states,

the bound states formed in superconductors with local mag-

netic moments [91-93], can have zero-energy when the

magnet-screening effect is tuned to a sweet spot (see Fig-

ure 2(h) and (i)).

The Yu-Shiba-Rusinov states can continuously mutate to

ordinary Andreev bound states by varying the local spin ar-

rangement [94]. Therefore, the Yu-Shiba-Rusinov states are

also dubbed a kind of Andreev bound states in the context of

low-energy excitation in superconductors. Generally speak-

ing, the low-energy excitation in an Abrikosov vortex, i.e.,

Caroli-de Gennes-Matricon state [95], is another special kind

of Andreev bound state (see Figure 2(l)-(n)).

Andreev bound states (including Yu-Shiba-Rusinov states

and Caroli-de Gennes-Matricon states) with a broken time-

reversal symmetry can be coalesced into Majorana bound

states in the presence of a moderate spin-orbit field. Here, we

use the word “coalesce” to emphasize that Majorana bound

states can directly evolve from Andreev bound states.

Corresponding to discrete normal bound states, dis-

crete Andreev bound states can form in a one-dimensional

semiconductor-superconductor hybrid wire with a finite

length. Those states have different wave vectors and are spin-

degenerate at zero magnetic field. As an external magnetic

field is applied, each of the Andreev bound states spits into

two branches with opposite spins. In the scenario without any

interaction between the individual Andreev bound states, one

of the two spin-branches (i.e., the inner branch) evolves to-

wards zero-energy as the magnetic field increases. If the bulk

superconducting gap can survive at an even higher magnetic

field, the inner Andreev bound state will cross zero energy.

In some low-dimensional systems with few states, crossing

zero-energy indicates a phase transition from a spin-singlet

ground state to a spin-doublet ground state. The crossed

Andreev bound state will further evolve monotonously and

crosses with higher energy levels (see Figure 3(a)).

However, if the system has a large spin-orbit interaction,

level anticrossing between different levels occurs at finite en-

ergy (Figure 3(b)). It seems that the split low-energy An-

dreev bound states are pushed back to zero-energy [96]. One

can imagine that the low-energy Andreev bound states can

be pinned at zero-energy if there are enough repulsive high-

energy states. Moreover, the spin-orbit interaction mixes the

wave functions of two states at the level anticrossing point.

The state pinned at zero energy effectively comprises the

wave vector components from all of the states that it couples

to. As shown in Figure 3(f), from the Fourier transformation

point of view, the wave function of the zero-energy state can

support δ-function like singularity points at system bound-

aries. If this picture holds, we get Majorana bound state at

those boundaries. This bottom-up view reveals how the An-

dreev bound states coalesce into Majorana bound states in the

presence of the Zeeman field and the spin-orbit field.

From the coalescing Andreev bound state point of view, a

long one-dimensional system with strong spin-orbit interac-

tion can provide enough interacting states to pin the lowest-

energy state at zero-energy and guarantee a more δ-function
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Figure 3 (Color online) Coalescing Andreev bound states into Majorana bound state. (a) Schematic view of the Andreev bound state evolution in the

magnetic field. (b) Same with (a), but with a spin-orbit interaction ΔESOI. (c) Calculated spectrum of Andreev bound states without spin-orbit interaction in a

one-dimensional hybrid wire as a function of chemical potential. (d) Wave functions of the Andreev bound states shown in (c). Without the mixing effect from

spin-orbit interaction, the Andreev bound states evolve independently. (e), (f) The same with (c), (d), but with a finite spin-orbit interaction. The presence of

spin-orbit interaction mixes trivial Andreev bound states with different wave vectors and gives rise to a new state whose wave function locates at the end of the

one-dimensional hybrid wire.

like wave function of the Majorana state, i.e., a pair of well-

decoupled Majorana states. We will come back to this picture

in the following sections when discussing different aspects of

Majorana signatures.

3 Zero-energy conductance peak

According to theory predictions, Majorana bound state will

emerge in the mid-gap of a one-dimensional p-wave super-

conducting system and give rise to a zero-energy conduc-

tance peak if measured by a nearby normal tunneling probe.

The first zero-energy conductance peak signature was re-

ported in ref. [33], as shown in Figure 4(a) (from the device

shown in Figure 2(c)). Similar signatures were also observed

later in refs. [34, 36-39]. However, in all of these experi-

ments, the zero-energy conductance peaks are accompanied

by non-zero sub-gap conductance backgrounds induced by

sizable disorders, i.e., the so-called soft-gap problem. Soft-

gap could be fatal to Majorana’s application. This is because

Majorana-based quantum information is normally coded in

the charge/parity basis, i.e., the parity of the fermionic quasi-

particle number of a Majorana qubit. The soft-gap will be-

have like a quasiparticle bath, which can flip the parity of

Majorana zero modes and violate the topological protection.

Several effects can cause the soft-gap problem, such as

impurities (magnetic/nonmagnetic), BCS broadening effects

(temperature), and the nonuniformity of the interface be-

tween the semiconductor and the superconductor. Ref. [97]

theoretically investigated soft gaps induced by various ef-

fects (Figure 4(b)) and concluded that interface inhomo-

geneities could be the main reason for the soft gaps ob-

served in refs. [33, 34, 36-39]. Therefore, improving the

semiconductor-superconductor interface quality is important

for observing hard-gap Majorana.

The main obstacle to forming a uniform interface is the

oxidization of the semiconductor surface. Usually, the semi-

conductor and the superconductor are fabricated separately.

The semiconductor surface will be oxidized in the ambient

environment and form an insulating layer. Thus, the surface

cleaning process is needed to remove the oxidized layer be-

fore evaporating the superconductor on it via either dry etch-

ing (plasma ion etching) or wet etching. Inevitable implan-
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Figure 4 (Color online) Zero-energy conductance peaks and soft-gap problem. (a) Tunneling conductance spectrum of an InSb nanowire-NbTiN device.

Sizable conductance remains in the superconducting gap, even at zero magnetic field. Data reproduced from ref. [33]. (b) Calculated superconducting gap

softness induced by semiconductor-superconductor interface inhomogeneity. Adopted from ref. [97]. (c) Tunneling conductance spectrum measured for an

InSb nanowire-NbTiN device with an improved interface quality. Adopted from ref. [44]. (d) Gap hardness comparison between InAs/Al (evaporated) hybrid

wire and InAs/Al (epitaxial grown) hybrid wire. Data is adopted from ref. [98]. Inset: transmission-electron-microscope image of the full-epitaxial InAs/Al

interface, adopted from ref. [99]. (e) Observed negative differential conductance from a full-epitaxial InAs/Al Coulomb island, which can be attributed to

the low quasiparticle relaxation frequency. Data reproduced from ref. [100], with a modified colormap to highlight the negative differential conductance. (f)

Zero-energy conductance peak emerged in a hard superconducting gap. Adopted from ref. [41].

tation of defects, disorders, or dopant atoms will be induced

by ion bombardment or chemical reaction. Extensive efforts

for minimizing these damages have been made. For exam-

ple, optimizing the InSb nanowire surface retreatment recipe

can result in a larger and much cleaner induced gap in an

InSb-NbTiN hybrid system [44].

A further breakthrough comes from material synthesizing.

Ref. [99] reported an in-situ semiconductor-superconductor

growth method, in which superconductor (Al) were directly

grown on semiconductor nanowire (InAs) without breaking

the vacuum. Therefore, surface oxidization/etching and the

implanted interface damage were avoided. The atom-by-

atom lattice matching guarantees a highly uniform interface.

As shown by the tunneling spectra in Figure 4(d), the induced

superconductor gap in the full epitaxy hybrid nanowire de-

vice (the blue curve) is much harder than the gap of the evap-

orated superconductor nanowire device (the red curve). With

reduced residual sub-gap states, quasiparticle relaxation fre-

quency can be greatly suppressed. In ref. [100], the sub-gap

negative differential conductance caused by the quasiparti-

cle blocking effect is used to measure the quasiparticle re-

laxation/poison frequency (Figure 4(e)). This frequency can

be as low as ∼102 Hz, thanks to the hard gap of the full-

epitaxy hybrid nanowire. Note that the quasiparticle poi-

son frequency also strongly depends on the tunneling rate

to the two normal metal contacts [101]. The hard gap can

also persist in a strong parallel magnetic field [41], and ro-

bust zero-energy modes emerge from the clean background

(Figure 4(f)).

However, as noticed in ref. [45], the induced gap of the

full-epitaxy hybrid nanowire in the high electron-density

regime (where the effective g-factor is large) is still not hard

enough. Besides the soft-gap problem, material metalliza-

tion [102-104], fabrication induced quantum dot or non-

uniform potential profile [105-107], and magnetic field in-

duced quasiparticle poisoning [100, 101] also severely hin-

ders the formation of highly decoupled Majorana bound

states and their application. Thus, more innovations from

material science and nanofabrication technology are re-

quired.

4 Majorana oscillations

As more and more emergent zero-energy conductance peaks

in superconductor-semiconductor hybrid systems (and in

other platforms) are observed, it is realized that some non-

Majorana physics can also give rise to similar conduc-

tance peaks. These Majorana-mimicking mechanisms in-

clude Kondo effects [109], weak-antilocalization [110], triv-

ial Andreev/Yu-Shiba-Rusinov/Caroli-de Gennes-Matricon

bound states [66, 85, 106, 111]. Notably, the difference be-

tween trivial sub-gap states and partially coupled Majorana

bound states is subtle. Actually, as we will discuss later, it

expands a continuum between completely topologically triv-

ial (no topological protection) bound states and completely

topologically nontrivial bound states. Therefore, it is essen-

tial to distinguish whether a mid-gap state is topological or
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not via other properties.

The oscillation of zero-energy splitting is one of the

unique features of partially coupled Majorana bound states.

If a pair of Majorana bound states are separated by a distance

L, which is comparable to the coherence length of the p-wave

superconductor ξ, the coupling between the pair of Majorana

bound states is finite and leads to a non-zero energy splitting

ΔE. The splitting can be estimated by

ΔE ≈
�

2kF

m∗ξ
e−2L/ξ cos (kFL), (1)

where m∗ is the effective electron mass and kF is the effec-

tive Fermi vector [108, 112]. Indicated by this equation, the

Majorana splitting ΔE has an oscillating term cos (kFL) and

an exponential decay term e−2L/ξ. The decay term is easy to

understand because it reflects that the coupling is dominated

by the effective length of the p-wave superconductivity L/ξ.

The oscillatory term is also a direct consequence of the wave

nature of Majorana. Here, we would like to relate it to the

bottom-up picture shown in Figure 3 again. The available

wave vectors for a one-dimensional object with length L are

given by kn =
2πn

L
(n = 0,±1,±2, ...). Therefore, when kF is

varied from kn to kn+1, kFL is changed by 2π and results in an

oscillating node. This is consistent with the picture where the

merged sub-gap states in Figure 3(b) will cross and split until

they are pushed back by another interacting state at higher

energy. Due to the parabolic dispersion relation, the oscillat-

ing period and amplitude will increase when kF is increased

by tuning the chemical potential or the magnetic field (see

Figure 5(a), (b)).

However, the oscillatory pattern in realistic experiments

could be quite different. It is difficult to sweep one param-

eter and fix all of the other settings. For instance, when

one sweeps gate voltage (chemical potential) to vary kF,

semiconductor-superconductor coupling Γ, superconductor

coherence length ξ, effective g-factor, and spin-orbit cou-

pling strength may all change [102-104, 113, 114], and lead

to a more complex oscillating pattern. Ref. [108] has also

explained the delicate constant density-or-chemical potential

problem and concluded that monotonically increase oscilla-

tions in most experimental setups would not be seen as Zee-

man energy is varied.

In some of the semiconductor-superconductor experi-

ments with emergent mid-gap states, ambiguous oscillating

behavior has already been reported. For example, ref. [37]

reported zero-bias features that oscillate in amplitude as a

function of the magnetic field and gate voltage, though the

soft-gap background made it difficult to track the sub-gap

states.

It is important to emphasize that, as the signature of par-

tially coupled Majorana modes, the low-energy states have

to be kept gapped while oscillating. Therefore, we have to

characterize the oscillation in a cleaner sub-gap background.

As shown in Figure 5(c) from ref. [41], the gapped charac-

teristic “eye”-feature of the oscillating states as a function of

gate voltage can be seen clearly in the hard gap. The charac-

teristic “eye”-shape oscillations have also been observed as a

function of the magnetic field, as shown in Figure 5(e).

In some cases, the characterization of oscillations in en-

ergy is limited by the measurement resolution (and the tem-

perature/coupling broadening). Still, the oscillation can be

reflected by the zero-bias conductance amplitude as a charac-

teristic “breathing” fine structure [46], as shown by the gate

and magnetic field dependent measurements in Figure 5(d)
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and (f), respectively. The conductance amplitude breathing

is simply because the overlapping of Majorana wave function

will dramatically influence the Andreev-reflection amplitude

at the normal probe-superconductor interface.

The oscillations discussed above are from devices with

fixed physical lengths. In refs. [40, 53], the relations be-

tween oscillations and device lengths have been investigated.

There, the lowest energy sub-gap states of hybrid islands are

monitored by the Coulomb resonance peak space. The oscil-

lations can be measured with a high resolution by averaging

a large number of peak spaces. As shown in Figure 5(h) and

(i), the oscillation amplitude and device length follow an ex-

ponential decay trend.

It is worth emphasizing that the oscillation pattern or the

length dependence should not be considered as a “smoking-

gun” signature of Majorana modes, but should only serve

as evaluation criteria with other signatures. Trivial Andreev

bound states or quasi-Majorana bound states [7, 115-117]

could also introduce certain oscillation patterns.

5 Quantization of Majorana conductance

Another spectacular signature of Majorana bound states is

the quantization of the tunneling conductance measured from

a Fermi lead [122, 123]. It was also considered to be a

smoking-gun signature in tunneling spectroscopy measure-

ment experiments.

To understand the quantized Majorana conductance, we

recall a normal mesoscopic conductor with a nanoscale

constriction (the so-called quantum point contact), where

the conductance will be quantized to 2ne2/h (with n =

0, 1, 2, 3, ...). This conductance quantization requires low

temperature and ballistic transport. If the nano-constriction

is replaced by two tunneling barriers that are closely sepa-

rated, unity transmission occurs when the two tunneling bar-

riers have equal transmission. In the perfect resonant regime,

quantized conductance can also be achieved at resonance

points.

The perfect resonant tunneling is anticipated to always

happen at the boundary of a normal lead and a Majorana

zero-mode, giving rise to a quantized conductance. The

symmetric particle-hole nature of Majorana zero-mode guar-

antees the equality between the transmission of the incom-

ing particles (holes) to the lead and the transmission of the

Andreev-conjugated holes (particles) to the same lead. That

is to say, the normal lead close to the Majorana mode plays

the role of both an electron lead and a hole lead simultane-

ously. Ballistic Andreev reflection will lead to a 4e2/h tun-

neling conductance for each spin-degenerate mode (the BTK

model [124]). For Majorana bound state, the spin degeneracy

is lifted, and therefore the quantized Majorana conductance

is 2e2/h. This conductance should remain precisely quantized

even with disorders. However, quantized Majorana conduc-

tance requires the pair of Majorana modes sufficiently sepa-

rated. This is because an overlap will cause the finite energy

splitting given in eq. (1), which removes the particle-hole

symmetry resulting from the zero-energy property of Ma-

joranas. Transparency-independent quantized conductance

plateau is thus a piece of substantial evidence for Majorana

zero-mode.

In a practical experiment, the one-to-one correspondence

between quantized conductance and Majorana bound state is

unfortunately ambiguous. On the one hand, the tunnel barrier

with a faulty profile, the temperature broadening effect, the

multi-band effect, and other dissipations will all cause reduc-

tions to the quantized conductance in Majorana point contact

structure [125-127]. On the other hand, a zero-energy state

with a mundane origin is also possible to give a seemingly

quantized conductance plateau along with a single tuning pa-

rameter [115, 128, 129]. Hence, the robustness of the quan-

tized conductance has to be checked in high-dimensional pa-

rameter space.

Tunneling conductances measured in the first generations

of Majorana devices are substantially lower than the expected

2e2/h, even at low temperatures (< 50 mK). Tremendous ef-

fort has been invested in reducing the dissipation in hybrid

nanowire systems. For example, the hard-gap of full-epitaxy

InAs/Al hybrid nanowires can significantly decrease disorder

scattering in the Majorana channel. Nevertheless, it is dif-

ficult to make a clean tunneling barrier in one-dimensional

InAs devices. This is because the conduction channels of

InAs nanowires are naturally distributed at material surfaces

and severely suffer from surface scatterings.

To some degree, the scattering can be relieved in a lateral

point contact geometry of a two-dimensional InAs/Al epi-

taxial material, in which quantized BTK conductance dou-

bling can be obtained [130]. One dimensional hybrid wire

supporting zero-energy state can be defined out of this two-

dimensional system by selectively etching and gating [42].

In ref. [43], a zero-energy peak with an approximate 2e2/h

saturation conductance has been observed.

In contrast to InAs nanowire, InSb nanowire has an intrin-

sic p-type doping surface, and hence its conducting channels

are confined in the core region [131]. Electron transport is

much less scattered in the InSb nanowire junction. As shown

in Figure 6(a) and (b), quantized conductance staircases from

InSb tunneling devices are evident demonstrated [118, 119].

With the high-quality ballistic constriction, Andreev con-

ductance doubling has also been observed in metal-InSb-

superconductor junctions (see Figure 6(c) from ref. [120]).

With the development of full-epitaxial InSb/Al nanowire and
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shadow junction growing technology [132], even better qual-

ity devices have been made. In these devices, the hard-gap

spectrum in the low-transmission regime and the conduc-

tance doubling in the high-transmission regime have been

both observed (Figure 6(d)). However, zero-energy states

with convincing quantized conductance are still missing in

hybrid nanowires so far, although large-conductance peaks

can be observed in InSb-nanowire devices with the help of

parameter-tuning [121].

Interestingly, nearly quantized conductance plateaus have

been reported in a different but relevant system, i.e., vor-

tex zero modes in iron-based superconductors [69, 70].

Emergent zero-energy modes in the cores of ferromagnetic-

superconductor vortices are probed by a scanning-tunneling-

microscopy tip. The tunneling transmission can be varied by

adjusting the tip-sample distance. As the tunneling conduc-

tance above the gap increases, the peak height of the zero-

energy vortex mode is found to saturate at a value that is close

to or equal to 2e2/h.

6 Interacting Majorana with extra degrees of

freedom

So far, we have discussed the connotations of Majorana

physics in one-dimensional hybrid devices by examining the

emergence of zero-energy conductance peaks, the oscilla-

tions of the peaks, and their quantization. This section will

extend the study of Majorana zero-modes to their interactions

with some extra degrees of freedom.

The very first extra freedom is from the probing lead. For

instance, in most of the experiments, the probes are Fermi

leads with trivial density-of-state distributions. If the metal-

lic probe can be replaced by a superconductor probe, thermal

excitation can be greatly suppressed, and the measured con-

ductance quantization should be more robust [133]. Another

example is replacing the normal probe with a spin-polarized

one. According to the theoretical prediction, for a Majo-

rana end state with a specific local spin-polarization [134],

tunneling conductances from probes with different spin-

polarizations could be quite different [135].

In refs. [59, 62], spin-polarized scanning-tunneling-

microscopy tips are employed to probe iron atomic chains on

superconductor and topological superconductor vortices, re-

spectively. Both experiments show zero-energy states whose

conductances strongly depend on the spin-polarization of the

tip (Figure 7(a) and (b)).

Similar experiments are also proposed in hybrid nanowire

systems [136]. The spin injection can be realized using a

spinful quantum dot between the normal lead and the hybrid

nanowire as a spin filter. Such a quantum dot can form natu-

rally or can be easily defined by electrical gates in the semi-

conductor constriction part. In the applied magnetic field

(which causes phase transition in the hybrid nanowire), the

spin-degeneracy of the quantum states in the quantum dot is

lifted. We assume a spin-up level is aligned with the Fermi-

level of the normal metal and the hybrid wire without losing

generality. In this case, only spin-up electron transport is

allowed without considering high-order cotunneling events

(Figure 7(c)). Depending on the alignment details between

the dot spin and the Majorana spin, the tunneling conduc-

tance to Majorana zero-modes can be greatly modified (Fig-

ure 7(d)).

Measurements for normal metal-quantum dot-hybrid

nanowire devices have been reported in ref. [46]. As shown

in Figure 7(e) and (g), the conductance corresponding to the
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emergent zero-energy state highly depends on the spin of the

quantum dot. At the same time, the conductance correspond-

ing to the sub-gap states with higher energy shows a spin-

dependence opposite to the zero-energy mode. This is in line

with the prediction from ref. [136].

Besides providing spin as an interacting degree of free-

dom, the quantum dot can also serve as a single charge valve,

which can be used to estimate the lifetime of Majorana par-

ity [137]. The long parity-lifetime of Majorana will result in

a sharp negative differential conductance along with one of

the Coulomb diamond edges (Figure 7(f)). In Figure 7(e) and

(g), such a negative differential conductance pattern (after ne-

glecting the background conductance) has been identified.

More importantly, a quantum dot coupled to the hybrid

wire can be used to estimate Majorana nonlocality [138-140].

The coupled quantum dot can essentially drive a fine-tuned

trivial zero-energy state off the sweep spot and split the zero-

energy state. Indicated by Figure 7(h), a low nonlocality

Majorana bound state or a trivial Andreev bound state (red)

will be strongly perturbed by a coupled dot level (black). In

contrast, a highly nonlocal Majorana bound state will remain

unchanged as it crosses the dot level. Such nonlocality mea-

surements have been reported in refs. [41,46], see Figure 7(i)

and (j).

As proposed by many other theoretical works, the quan-

tum dot is a versatile tool for Majorana verification [141-146]

and application [31, 147, 148], and this field is still actively

researched currently.

7 Other experiments of interests

There is plenty of other experimental progress of one-

dimensional Majorana hybrid devices. We will briefly in-

troduce some of them in this section but will not discuss the

in-depth details.

First of all, a few experiments use different mechanisms or

strategies to relax the strict requirements for Majorana mate-

rials. The topological phase transition in the semiconductor-

superconductor hybrid system is mostly driven by using a

Zeeman field of order 1 T. Usually, a strong applied mag-

netic field is incompatible with the superconductor device.

In refs. [48, 49, 149], phase-controlled topological super-

conductivity signatures in two-dimensional material systems

have been reported. The critical fields for observing zero-

energy states are significantly reduced when the supercon-

ductor junctions are biased at φ ≈ π. Similar but differ-

ent, it is also demonstrated that quantized vortices with odd-

winding numbers in InAs/Al core-shell nanowires can host

flux-induced Majorana mode [53]. Again, it should be noted
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that the flux can also give rise to trivial zero-energy states

mimicking Majorana modes in these core-shell wires [150].

Phase or flux controlled topological superconductivity still

requires applying an external magnetic field (though the crit-

ical field is reduced). In ref. [54], zero-field topological su-

perconductivity is realized via synthesizing semiconductor,

superconductor, and the ferromagnetic insulator together. In

this setup, the time-reversal symmetry of the induced super-

conductivity is broken by the magnetic exchange effect from

a EuS layer in the close vicinity. Similarly, it is found that

ferromagnetic microstructures with proper magnetic textures

can induce a strong spin-orbit field and a Zeeman field for

materials with weak intrinsic spin-orbit interactions [52].

Secondly, devices with multi-terminals have been investi-

gated recently. Most of the devices mentioned above are two-

terminal devices, i.e., one probe terminal and one grounding

terminal. In this geometry, the probe lead can only peek at

Majorana zero-mode at one end. Information about the Ma-

jorana at the opposite and the bulk p-wave superconductor is,

however, still missing. In ref. [50], the tunneling conductance

at the wire-end and the conductance probed in the middle of

the wire are monitored simultaneously. A zero-energy state

at the end and a reopened gap signature in the middle gap are

observed (Figure 8(a)-(d)). End-to-end correlation measure-

ments are also performed in selective-area-grown material

devices [51,151]. In ref. [51], the different cross-correlations

are found for devices with various lengths (Figure 8(e)-(k)),

while the nonlocal measurements in ref. [151] reveal the lack

of clean topological superconductivity in the relevant system.

A clear end-to-end correlation of Majorana conductance has

not been reported up to now.

Direct nonlocality measurement through end-to-end con-

ductance correlation is difficult. This is because the Majo-

rana mode extending over the entire nanowire is still quite

rare. It needs long defect-free material and uniform parame-

ter tuning. Also, an end-to-end correlation measurement nor-

mally requires a middle probe as a common drain end. For

one-dimensional epitaxy InAs-Al or InSb-Al nanowires, the

middle drain probe has to be made in the aggressive etching-

evaporation way, which will easily induce defects in the hy-

brid segment.

Other interesting experiments, like phase-diagram map-
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ping [55,152] and Aharonov-Bohm interferometer [153], for

example, will not be addressed here.

8 Outlook and challenges

As a growing field nowadays, experimental research on Ma-

jorana hybrid nanowire devices has more opportunities and

challenges. As we mentioned previously, conclusive evi-

dence of non-Abelian Majorana zero-mode existence is yet

to be found, despite the observations of zero-energy state fea-

tures reviewed above. Thus, it remains quite challenging to

realize the first Majorana qubit.

Here, we would like to briefly discuss the main hurdles for

the 0 to 1 breakthrough of hybrid nanowire topological qubit

and the possible solutions in the future.

Materials Material probably is the most fundamental

and the most critical element for Majorana zero mode [157].

However, the current materials are still not good enough.

For example, the electron mobility of the semiconductor

nanowires used in the Majorana experiments is low, which

is in the order of a few thousand cm2/Vs. As a reference

point, the electron mobility in high-quality GaAs/AlGaAs

two-dimensional electron gas systems can reach 10 million

cm2/Vs [158]. It is of course not fair to compare a one-

dimensional nanowire to two-dimensional films due to the

intrinsic surface scattering issue of the one-dimensional sys-

tem. However, in ref. [131], it is shown that the electron

mobility is super-sensitive to the surface condition and that

solely increasing the evacuation time of the nanowire de-

vice can significantly improve the electron mobility. Long

evacuation can help remove the adsorption of molecules to

the nanowire surface and the substrate, but it is not easy to

reduce more intrinsic adsorptions, like oxidations or other

dopants on the surface. Also, growth defects, e.g., stacking

faults, lattice mismatch, unintentional doping, etc., will limit

the formation of high-quality topological states.

For the hybrid system, good semiconductors and good su-

perconductors are equally important. For semiconductors,

the material growers are still improving the growth of larger

spin-orbit interaction and larger g-factor materials. For in-

stance, band engineering of InSb-InAs compound nanowires,

i.e., InAsxSb1−x, could further increase the spin-orbit interac-

tion [159]. Also, materials beyond one-dimensional systems,

such as two-dimensional electron gas materials with epi-

taxial superconductor films [43, 48, 160] and network struc-

tures [132, 161-164] have been researched. They can avoid

wire transferring induced damages and form more complex

structures. For superconductors, large gap epitaxial super-

conductors, like Sn, Pb, Ta, Nb, V, etc., are under inten-

sive investigation [165, 166]. Moreover, the semiconductor-

superconductor interface engineering is critical for Majo-

rana nanowires and requires delicate growth parameter tun-

ing. Meanwhile, the development of ferromagnetic mate-

rial/semiconductor/superconductor could benefit magnetic-

field-free Majorana generating and operation [54]. At last,

we should always keep open to the development of exotic

materials that have promising topological properties [167-

169].

Devices Secondly, there is plenty of room for improve-

ment in device fabrications. The traditional fabrication pro-

cess of Majorana devices normally includes material trans-

ferring, dry/wet etching, e-beam/UV lithography, and metal

deposition/lift-off. Contaminations and defects can be in-

duced into the materials during these fabrication processes

and prevent the formation of high-quality topological super-

conductivity. The device also suffers from a huge parameter

tuning inhomogeneity problem. Due to the electrical field

and/or the magnetic field screening effect, chemical potential

and Zeeman energy tuning are not uniform.

Therefore, novel fabrication technology that can avoid

damaging material needs to be developed. One exciting di-

rection is the in situ device fabrication or single-shot fabri-

cation [154, 155, 170], which can move part of the device

patterning process into the vacuum chamber and reduce de-

fects (Figure 9(a) and (b)). The development of resistless

stencil lithography [171,172] could help achieve high-quality

topological devices. It is also worth looking outside the

box and taking advantage of technologies from other fields,

like employing spintronic arrays to control local magnetic

fields [173].

Measurements Thirdly, measurement methods beyond

electron-transport are worth exploring. In most of the hy-

brid material devices, the tunneling electrodes are invasive

contact. This kind of probe will induce device quality re-

duction during fabrication and will be quasiparticle poison

sources [174, 175].

New measurement methods are under investigation these

years, including the microwave spectroscopy (as shown in

Figure 9(c) and refs. [176, 177]), the scanning SQUID mi-

croscopy [178, 179], the dispersive readout method [180],

and the fast charge sensing [181, 182]. Some of these are

non-invasive measurements, which are important for qubit-

wise analysis.

More perspective and outlook works can see, for exam-

ple, refs. [183, 184] on transport device design and material

synthesizing.

We believe that the profound impact on condensed mat-

ter physics and the enormous potential application values

of Majorana zero-mode will attract more and more invest-

ment, and more fruitful Majorana experiment work can be

expected.
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172 P. Schüffelgen, D. Rosenbach, C. Li, T. W. Schmitt, M. Schleenvoigt,

A. R. Jalil, S. Schmitt, J. Kölzer, M. Wang, B. Bennemann, U. Par-

lak, L. Kibkalo, S. Trellenkamp, T. Grap, D. Meertens, M. Luysberg,

G. Mussler, E. Berenschot, N. Tas, A. A. Golubov, A. Brinkman, T.
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