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#### Abstract

This report addresses the characterization of measurements that include epistemic uncertainties in the form of intervals. It reviews the application of basic descriptive statistics to data sets which contain intervals rather than exclusively point estimates. It describes algorithms to compute various means, the median and other percentiles, variance, interquartile range, moments, confidence limits, and other important statistics and summarizes the computability of these statistics as a function of sample size and characteristics of the intervals in the data (degree of overlap, size and regularity of widths, etc.). It also reviews the prospects for analyzing such data sets with the methods of inferential statistics such as outlier detection and regressions. The report explores the tradeoff between measurement precision and sample size in statistical results that are sensitive to both. It also argues that an approach based on interval statistics could be a reasonable alternative to current standard methods for evaluating, expressing and propagating measurement uncertainties.


## Acknowledgments

We thank Roger Nelsen of Lewis and Clark University, Bill Huber of Quantitative Decisions, Gang Xiang, Jan Beck, Scott Starks and Luc Longpré of University of Texas at El Paso, Troy Tucker and David Myers of Applied Biomathematics, Chuck Haas of Drexel University, Arnold Neumaier of Universität Wien, and Jonathan Lucero and Cliff Joslyn of Los Alamos National Laboratory for their collaboration. We also thank Floyd Spencer and Steve Crowder for reviewing the report and giving advice that substantially improved it. Jason C. Cole of Consulting Measurement Group also offered helpful comments. Finally, we thank Tony O'Hagan of University of Sheffield for challenging us to say where intervals come from. The work described in this report was performed for Sandia National Laboratories under Contract Number 19094. William Oberkampf managed the project for Sandia. As always, the opinions expressed in this report and any mistakes it may harbor are solely those of the authors.

This report will live electronically at http://www.ramas.com/intstats.pdf. Please send any corrections and suggestions for improvements to scott@ramas.com.

## Contents

Acknowledgments ..... 4
Contents ..... 5
Figures ..... 7
Symbols ..... 8
Executive summary ..... 9
1 Introduction ..... 11
2 Where do interval data come from? ..... 15
3 Interval analysis ..... 19
3.1 Interval arithmetic ..... 19
3.2 Outward-directed rounding ..... 20
3.3 Repeated parameter problem ..... 20
3.4 Two interpretations of an interval ..... 21
3.5 Kinds of interval data sets ..... 23
4 Descriptive statistics for interval data ..... 28
4.1 Distribution ..... 30
4.1.2 Confidence limits on the distribution ..... 34
4.1.3 Weighted data ..... 35
4.2 Arithmetic mean and similar measures of central tendency ..... 36
4.2.1 Arithmetic mean ..... 36
4.2.2 Geometric mean ..... 37
4.2.3 Harmonic mean ..... 37
4.2.4 Weighted mean ..... 38
4.3 Median and percentiles ..... 38
4.4 No useful estimate for mode ..... 39
4.5 Variance and other measures of dispersion ..... 41
4.5.1 Variance ..... 41
4.5.2 Standard deviation and standard error ..... 58
4.5.3 Range and interquartile range ..... 59
4.6 Moments ..... 60
4.6.1 Moments about the origin ..... 61
4.6.2 Central moments of even order ..... 61
4.6.3 Central moments of odd order ..... 64
4.7 Skewness ..... 64
4.8 Confidence intervals ..... 66
4.8.1 Inner bounds on confidence limits ..... 68
4.8.2 Computing the outer bounds on confidence limits ..... 71
4.8.3 Confidence intervals without a normality assumption ..... 74
4.8.4 Confidence limits for other statistics ..... 75
4.9 Fitting named distributions to interval data ..... 75
4.9.1 Method of matching moments ..... 76
4.9.2 Fitting distributions by regression ..... 81
4.9.3 Maximum likelihood methods ..... 83
4.9.4 Other methods for fitting distributions ..... 87
5 Inferential statistics with interval data ..... 88
5.1 Equality of variances for imprecise data. ..... 89
5.2 Detecting outliers ..... 90
5.3 Linear regression. ..... 94
6 Computability of interval statistics ..... 101
7 Tradeoff between sample size and precision ..... 104
8 Methods for handling measurement uncertainty ..... 110
8.1 The standard approach ..... 110
8.2 Using interval statistics within the standard approach ..... 117
8.2.1 Dependencies among sources of uncertainty ..... 121
8.2.2 Accounting for incertitude in measurement uncertainty ..... 123
8.3 Harmonization ..... 125
8.4 Is measurement uncertainty underestimated? ..... 127
9 Conclusions and next steps ..... 129
9.1 What should we call this? ..... 131
9.2 Next steps ..... 131
10 Appendix ..... 133
11 Glossary ..... 134
12 References ..... 140

## Figures

Figure 1. Two interpretations about what an interval represents ..... 22
Figure 2. Examples of the various kinds of interval data sets ..... 26
Figure 3. Relationships among the different kinds of interval data sets ..... 27
Figure 4. Hypothetical interval data set 'skinny' ..... 29
Figure 5. Hypothetical interval data set 'puffy' ..... 29
Figure 6. Empirical distributions for the skinny and puffy data sets ..... 32
Figure 7. Empirical distributions under the equidistribution hypothesis ..... 33
Figure 8. Confidence limits on the distribution functions ..... 35
Figure 9. The medians for interval data sets ..... 39
Figure 10. The most-overlap statistic ..... 40
Figure 11. Scalar values within the skinny data set leading to extremal variances ..... 42
Figure 12. Zones for computing the lower bound on variance for the puffy data ..... 45
Figure 13. Variance is a quadratic function of each data value ..... 48
Figure 14. Scalar values within the puffy data extremizing variance ..... 50
Figure 15. Dispersive distributions leading to conservative upper bounds on variance ..... 58
Figure 16. Interquartile ranges for interval data sets ..... 60
Figure 17. Confidence limits on the means ..... 72
Figure 18. Distribution-free confidence intervals on the mean ..... 75
Figure 19. Exponential distributions fitted to the skinny and puffy data ..... 76
Figure 20. Normal distribution and an enclosing p-box ..... 80
Figure 21. Normal distributions fitted by the method of matching moments. ..... 81
Figure 22. Regressions of $X$ against normal scores ..... 83
Figure 23. Fitting an exponential distribution by maximum likelihood ..... 84
Figure 24. Uncertainty growing until narrowed intervals intersect ..... 94
Figure 25. Envelope of regression lines for interval data ..... 96
Figure 26. An example of an all-constraints regression ..... 96
Figure 27. Two reasons a regression may lack a strong signal ..... 97
Figure 28. Bivariate linear regressions with uncertainty in one only variable ..... 98
Figure 29. Data for the numerical example ..... 99
Figure 30. Bivariate interval data in nonparametric linear regression ..... 100
Figure 31. Tradeoff between measurement precision and sampling effort ..... 105
Figure 32. Isoclines for cost and uncertainty for different experimental designs ..... 106
Figure 33. Optimum designs for each of two cost isoclines ..... 107
Figure 34. Line of best experimental designs from cheap to expensive ..... 107
Figure 35. Standard ISO/NIST models of measurement uncertainty ..... 113
Figure 36. Poor approximation for a nonlinear function and large uncertainties ..... 114
Figure 37. Measurement uncertainty model compared to the data's distribution ..... 116
Figure 38. Repeated measurements of the speed of light by Michelson et al ..... 116
Figure 39. Standard and interval-statistics models for uncertainty ..... 117
Figure 40. Propagation of uncertainty about the sum ..... 120
Figure 41. Uncertainty about the sum with and without a dependence assumption ..... 122
Figure 42. Possible models for measurement uncertainty about a single measurement ..... 125
Figure 43. Measurement uncertainty for the speed of light at different years ..... 128

## Symbols

| $X$ | a scalar (real) value, or realization of a scalar value from within an interval |
| :--- | :--- |
| $x$ | an interval |
| $x_{i}$ | a collection of intervals indexed by an integer $i$ |
| $\underline{x}$ | left endpoint of an interval |
| $\bar{x}$ | right endpoint of an interval |
| $[\underline{x}, \bar{x}],[A, B]$ | intervals specifying their endpoints explicitly |
| $] A, B[] A, B]$, | an open or partially open interval |
| $[\underline{B}(X), \bar{B}(X)]$ | a p-box (cf. Ferson et al. 2003) |
| $(a, b, c, \ldots)$ | a vector or $n$-tuple |
| $\{a, b, c, \ldots\}$ | a set |
| $\pm$ | plus or minus |
| $\sim$ | is distributed as |
| $\approx$ | is approximately |
| $\equiv$ | is defined to be |
|  | implies |
| $\in$ | is an element of |
| $\neq$ | is not an element of |
| $\subseteq$ | is a subset of |
| $\not \subset$ | is not a subset of |
| $\Sigma$ | summation |
| $\cup$ | union |
| $\varnothing$ | the empty set |
| $\infty$ | infinity, or simply a very large number |
| $\Phi$ | standard normal cumulative distribution function |
| $E$ | the true scalar value of the arithmetic mean of measurands in a data set |
| $N$ | sample size |
| $\mathrm{N}(m, s)$ | normal distribution with mean $m$ and standard deviation $s$ |
| $\mathcal{O}(\cdot)$ | on the order of |
| $\mathrm{P}(\cdot)$ | probability of |
| R | real line |
| $\mathrm{R} *$ | extended real line, i.e., $\mathrm{R} \cup\{-\infty, \infty\}$ |
| $S_{N}(X)$ | the fraction of $N$ values in a data set that are at or below the magnitude $X$ |

Note on typography. Upper case letters are used to denote scalars and lower case letter are used for intervals. (The only major exception is that we still use lower case $i, j$, and $k$ for integer indices.) For instance, the symbol $E$ denotes the scalar value of the arithmetic mean of the measurands in a data set, even if we don't know its magnitude precisely. We might use the symbol $e$ to denote an interval estimate of $E$. We use underlining and overbars to refer to the endpoints of intervals. For instance, $\underline{x}$ and $\bar{x}$ denote the left and right endpoints of an interval $x$, so $\underline{x}$ and $\bar{x}$ are therefore scalars. We sometimes use an uppercase letter with underlining or an overbar to denote a (scalar) bound on the quantity.

## Executive summary

Verification and validation of simulation models are increasingly important topics in engineering, especially in contexts where model results are used to make significant certifications or inferences but relevant empirical information is sparse or of poor quality. To support realistic and comprehensive validation efforts, improved characterization of measurement uncertainties is needed. This report summarizes recent work to develop algorithms for statistical analysis of data sets containing measurements (or calculation results) that are better represented by intervals than by point estimates. It also suggests a generalization of standard approaches for characterizing experimental uncertainty that carefully distinguishes and keeps separate different forms of uncertainty.

Epistemic uncertainty that is naturally modeled by intervals is called incertitude. This kind of uncertainty is characterized by the absence of evidence about the probabilities that the underlying unknown quantity is in any particular subset of the interval. Incertitude arises in several natural empirical settings, including from binning real-valued data into coarse categories, statistical censoring such as non-detects and "never-failed" observations, intermittent observations, and digital instrument readouts. The report describes data sources where intervals rather than point estimates are the natural product and reviews methods for summarizing interval data. It introduces straightforward extensions of elementary statistical methods to explicitly account for incertitude in empirical data. It also classifies different kinds of data sets in terms of the breadth and nature of the intervals and explains how these differences can simplify or complicate the calculations.

Most widely used statistical methods are not designed to handle incertitude, so it is commonly ignored in formal analyses. Yet it would seem that this incertitude should not be neglected, at least when it is large relative to the magnitude of the measurement or relative to conclusions that might depend on the data. Including such uncertainty in analyses requires the development of statistical methods that do not model incertitude as though it were randomness. The report reviews a variety of methods for computing descriptive statistics of collections of point and interval estimates, such as the mean and other measures of central tendency (geometric mean, median, etc.), the standard deviation and other measures of dispersion (variance, interquartile range), confidence limits, moments, covariance and correlation. It also introduces some methods for statistical inference such as testing equality of variances and detecting outliers. The computability of these new methods is an issue because, in general, evaluating statistical summaries of collections of data including intervals can become impractical for large samples sizes. Luckily, however, in several special cases the problems become computationally tractable.

An important practical application for interval statistics is in expressing and propagating measurement uncertainty. Engineers and physicists have long agreed that any empirical measurement must be accompanied by a statement about the measurement's uncertainty. Traditionally, however, these statements have taken many forms, including significant
digits, plus-or-minus ranges, confidence limits, and pairs of means and dispersion estimates. In the past, there has been a great deal of variation among the forms of these statements, and, as a consequence, broad confusion about how the statement should be interpreted. It is, still today, not always clear whether, for instance, the second term in a measurement reported as " $12.43 \pm 0.09$ " refers to the standard deviation, the standard error, the half-width of a range asserted to enclose the value, or something else. The attempt to regularize practice in this area has led, it might be argued, to a premature ossification of the ideas about measurement uncertainty. The standard for characterizing measurement uncertainty currently recommended by the International Organization for Standardization (ISO) and the National Institute for Standards and Technology (NIST) is based on methods that make many assumptions about the measurement process. In particular, these methods are based on a normal (Gaussian) model of uncertainty propagation, which assumes that uncertainties are linearizably small and have symmetric distributions without complex dependencies. Although the standard methods are recommended for use with all measurements, they do not recognize incertitude as distinct from measurement uncertainty that can be well modeled as randomness by probability distributions. This means the standard methods for modeling measurement uncertainty may not be appropriate in empirical situations where incertitude is important. The methods of interval statistics described in this report are offered as an alternative approach that may be useful in such circumstances. This alternative approach is more expressive, distinguishes epistemic uncertainty (lack of knowledge) and aleatory uncertainty (variability), and relaxes restrictive assumptions in the standard methods.

The text includes detailed algorithms for computing a wide variety of descriptive statistics for data with incertitude, but, as a convenience for the reader, technical material that can be skipped without loss for one interested in the main ideas is clearly marked.

## 1 Introduction

The fundamental precept explored in this report is that, in some important empirical situations, data can come to us that have uncertainties that are naturally represented by mathematical intervals and that cannot properly be characterized by any particular probability distribution. These intervals are used to represent measurement uncertainty, or other uncertainties subsequently attached to a measurement during recording, transcription, transmission, communication or manipulation. The wider an interval is, the greater the uncertainty associated with that measurement.

Although an individual measurement in the form of an interval cannot be associated with a probability distribution, a collection of such data together have a distribution, and it seems reasonable to try to apply standard statistical methods to analyze these data even though they lack the apparent precision of point estimates. Several recent papers have explored this idea and have started developing formulas and algorithms necessary to compute basic statistics for interval data* (e.g., Ferson et al. 2002a,b; 2005; Wu et al. 2003; Kreinovich, et al. 2005b,c; Gioia and Lauro 2005; Xiang et al. 2006). In fact, there has been quite a lot of work on applying statistical methods to data sets containing interval uncertainty, although a great deal of it undoubtedly has not been heralded in papers in the open literature. This is because many analysts would regard it as a routine application of a bounding argument in a statistical context. The exceptions in the last five years have included wide-ranging developments and applications, including pattern recognition and discriminant function analysis (Nivlet et al. 2001a,b), Bayesian methods (Fernández et al. 2001; 2004), regression analysis (Billard and Diday 2000; Manski and Tamer 2002; Marino and Palumbo 2002; 2003), time series analysis (Möller and Reuter 2006), principal components analysis (Lauro and Palumbo 2000; 2003; 2005; Gioia and Lauro 2006; Lauro et al. 2007), factorial analysis (Palumbo and Irpino 2005), outlier detection (Kreinovich et al. 2005a; Neumann et al. 2006), hypothesis testing (Kutterer 2004), classification (Zaffalon 2002; 2005), and cluster analysis (Chavent et al. 2005). Manski (2003) authored the first monograph on the subject of identifying distributions and parameters of these distributions from data sets with interval uncertainty. Although he did not concern himself with sampling theory or the issues of statistical inference, his book provides an excellent and rigorous grounding in the motivations for this work and many of the basic issues.

One of the fundamental ideas of using intervals to model measurement uncertainty is that data differ in quality. Some data are pretty good, and some aren't as good. The latter are represented by wider intervals than the former. Some data are very poor because their intervals are very wide, or even vacuous if the data are missing entirely. Faced with reason to believe that data have differing quality, statisticians using conventional methods

[^0]might assign weights to the data values to represent these differences. This approach may often be reasonable, but it produces results that do not outwardly differ in their appearance in any way from those based on data of equal quality. Likewise, in the conventional approach a data set composed of poor estimates might yield an empirical distribution and summary statistics that are indistinguishable in form or apparent reliability from those of another data set of the same size that is composed of excellent, careful measurements. In contrast, interval statistics leads to qualitatively different results that immediately reveal the essential difference in quality of the data sets.

In the extreme case of missing data, conventional analyses typically make use of methods such as replacing values with the average of the available data, or the last value sampled ("hot deck imputation") to try to minimize bias in the data set (Little and Rubin 1987). These methods are typically only appropriate if the absent data are missing at random, that is, in a way that is unrelated to their magnitudes. Sometimes this may be a reasonable assumption, and sometimes it may not be. Many analysts feel great discomfort with this assumption, even though it is, formally speaking, irrefutable, just because the data needed to refute it are the very data that are missing. Again, interval statistics leads to qualitatively different results that visually reveal the effect of missing data.

An intermediate case of poor data is the result of what statisticians call censoring. For instance, the measurement of the concentration of rare impurities may be so low as to be below the quantification limits of the laboratory method used to determine its abundance. This does not mean the impurity is not present at all; it only means the lab cannot detect it using its methods. In principle, another lab using more sensitive methods might be able to quantify the concentration. There is a considerable statistical literature on handling censored data like this (Helsel 1990; 2005; Meeker and Escobar 1995). Although many of the available methods are rather sophisticated, the most common approach used in practice is to replace the non-detected datum with a quantity that is one half the detection limit, even though this practice is deprecated by most theorists. Although diagnostics can check the overall fit of models, all of the standard statistical methods for handling censored data make assumptions about the underlying distribution that, insofar as they specify features behind the veil of the censoring, cannot be checked by appeal to data (Manski 2003; Zaffalon 2002; 2005).

When the inferences drawn from data sets with censoring, or missing data, or data of varying quality depend on the specific assumptions made to smooth over these problems, analysts often have genuine concerns about these assumptions. This report explores a different strategy of using intervals to represent this epistemic uncertainty that escapes making such assumptions. Interval statistics elucidates the intrinsic limitations of these kinds of data and allows an analyst to see what the available data are asserting about the underlying population from which they are drawn, without any filter of extra assumptions that cannot, even in principle, be justified empirically.

The underlying motivation behind developing statistics for interval data has close connections to some central ideas in statistics and engineering, including those behind the
fields of robust statistics (Huber 1981) and sensitivity analysis (Saltelli et al. 2001). Like sensitivity analysis, interval statistics asks what can be inferred when data are relaxed from point estimates to reliable ranges. Like robust statistics, it uses weaker but more robust assumptions about the data instead of stronger but more tenuous assumptions employed in conventional analyses. The essential idea behind all of these approaches is that weaker assumptions are more likely to be true. It is sometimes argued that such methods give up analytical power and specificity compared to conventional analyses, but this power and specificity are but pretense if they are based on assumptions that are not warranted. The hope behind interval statistics is to, by this measure, increase the credibility of the conclusions that can be drawn from sample data. All three approaches reject the often pernicious notion seemingly required by conventional analyses of the "omniscient" analyst who somehow knows things about a population under study even though relevant data about it are not available (Huber 1981).

With the increasing availability of powerful computing resources, the sophistication of modeling and simulation has grown enormously over the past decade in all fields, including physics and engineering, but also biology and the environmental sciences. Verification and validation are widely recognized as essential components of modeling and simulation that tether the theorist's conception to the empirical world. In order to better assess the accuracy of numerical results, the methods for validation must also improve, and the methods of validation depend on the characterization of uncertainties in measurements. The strategic motivation behind this report is to challenge the status quo in metrology to give a more comprehensive accounting of the presence and importance of epistemic uncertainty in some measurements.

Roadmap to the sections of the report. The next section of this report reviews why intervals might arise in empirical settings and suggests that data sets containing intervals may be rather commonly encountered in empirical practice. Interval arithmetic and some of its complications are briefly reviewed in section 3 to provide background for the methods developed later in the report. This section also defines several different kinds of interval data sets based on the degree and characteristics of the overlapping among the intervals. A variety of common descriptive statistics for interval data sets are defined in section 4. The section also discusses the development of feasible computer algorithms for evaluating these statistics when simple formulas are not possible. It also gives many numerical examples illustrating the calculation of these statistics for some hypothetical data sets containing intervals. Section 5 introduces the topic of inferential statistics on interval data, and section 6 provides a synoptic review of the computability of the various statistics discussed in the report. Section 7 discusses how sample size and measurement precision interact to affect the uncertainty in a statistic and the nature of the tradeoff between them available to the empiricist. Section 8 reviews the internationally accepted standard methods for handling measurement uncertainty and suggests there might be ways to improve these methods by relaxing some of their assumptions. It suggests that interval statistics might be folded into these standard methods to broaden their generality. Section 8 also includes some numerical examples that compare standard analyses to the interval statistics approach. Finally, section 9 offers some conclusions and suggestions for further research.

There is a great deal of detail and esoterica in several of the sections of this report that is not essential material for most readers. Sections 4,5 and 6 , where the computational algorithms are derived, may be especially burdensome for instance. Of course these calculations generally require a computer for any practical case, and it is unlikely they would ever be done manually by a human. It is entirely reasonable therefore that many readers would elect to skip over some of this text. Rather than destroy the organization of the report by banishing this material to an unstructured series of appendices, we have indicated to the reader where he or she may jump over text without fear of missing something interesting or losing the thread of the argument. These hints are highlighted in gray shading (like this sentence is). Readers who are not particularly interested in some particular statistic or how some calculation will be performed inside software can jump over this material and resume reading at a spot mentioned in the hint.

## 2 Where do interval data come from?

Uncertainty about measurements that is appropriately characterized by intervals is called incertitude, and it arises naturally in a variety of circumstances (Ferson et al. 2004b; Osegueda et al. 2002). This section reviews eight sources from which the information is best represented by intervals, including plus-or-minus reports, significant digits, intermittent measurement, non-detects, censoring, data binning, missing data and gross ignorance. At the end of the section, we discuss how intervals differ epistemologically from other kinds of data.

Plus-or-minus uncertainty reports. Engineers and physical scientists are taught to report the plus-or-minus uncertainties associated with the calibration of measuring devices. Such reports often represent epistemic uncertainty in the form of intervals. For instance, a measuring instrument might be characterized by its manufacturer as having a specified reliability such that a measurement taken under prescribed conditions is good to within some margin. An observation using such an instrument would have a form like $12.64 \pm$ 0.03 , which would be associated by rounding to the interval [12.61, 12.67]. In some cases, the number after the $\pm$ symbol represents a standard deviation or a standard error, but in other cases, it simply denotes a halfrange. In such cases, there is no statistical or epistemological justification for assuming that the correct value is any closer to the middle of this range than it is to either endpoint (although one might argue that such limits are not absolute in the sense that the true measurement has a zero chance of lying outside of them). For instruments with digital readouts, the genesis of such measurements and their interval-like natures can be apparent. In the case of analog instruments, on the other hand, the act of measurement (mensuration) requires reporting the position of a gauge or needle along a scale on which landmark values are indicated. Many observers report the value associated with that of the nearest landmark as the measurement. After this value has been reported, it is associated with the interval straddling the nearest landmark and extending (usually) half way to the two adjacent landmarks. Some users of analog measurement devices are taught to interpolate to the nearest tenth part between two landmarks. At the limit of the operator's interpolation, whatever it is, there is a kind of uncertainty that can be reasonably and properly represented by an interval. Whether read to the nearest landmark value or interpolated more finely, the observer is responsible for recognizing and reporting the plus-or-minus number associated with the measurement. Note that the origin of the interval in these cases is associated with the reporting of the measurement. Even if the mensuration could in principle have been more precise, after this value has been reported, it has the uncertainty as expressed by the observer.

Significant digits. By convention, the number of digits used to express a scalar quantity is used to convey a rough indication of the uncertainty associated with the expression. For example, the unadorned value 12.64 is associated by rounding to the interval [12.635, 12.645], without any suggestion about where the actual value is within this range. Because many empirical measurements that are reported lack an explicit statement about their reliability, the convention of interpreting significant digits to implicitly define a
plus-or-minus interval is essential to access these data and use them appropriately for current needs. Although the conventions based on significant digits break down when uncertainty is very large (Denker 2003), interpreting them as defining intervals allows us to make use of an enormous amount of historical and legacy data (and probably some recently collected data) that were collected before the current attention to measurement uncertainty became widespread. The interval implied by the convention of significant digits is, again, associated with the reporting of the measurement as a scalar number with finitely many digits

Intermittent measurement. Some monitoring plans call for periodic or intermittent measurements. A common example of this is the regular inspection of components. If a component is observed to be in good working order at one inspection, but not at the next inspection, when did the component fail? It seems entirely reasonable to conclude that there is a window of time between the last two inspections during which the component failed and that the natural mathematical representation of the failure time is an interval. Such inferences based on temporal observations occur in many domains and cases. For instance, forensic analysis of crime sequencing is often based on synthesis of the testimonies of multiple witnesses that yield an interval window of opportunity.

Non-detects. In chemical quantifications and material purity assessments, there are sometimes "non-detects" in which the laboratory procedure can only say that the concentration of a substance is below a certain amount known as the detection limit. The uncertainty in such a case is in the form of an interval between zero and the detection limit, and there may be no empirical reason to think that the true concentration is more likely to be in any particular part of the interval. For situations in which such uncertainty cannot be neglected in an analysis, it would seem to be essential to have a way to handle these interval uncertainties in calculations.

Censoring. Non-detects described above are sometime said to be left-censored data. There can also be right-censored data. A common example is failure data that includes some components which never failed during the study. For such components, the observed lifetimes should be characterized by an interval from the duration of the study to infinity. It is common for analysts to build a model that tries to project when such components would have failed, but we think it is clear that this goes beyond the empirical information at hand. If the conclusion of an analysis depends on extrapolations, it would be important to ascertain what the raw empirical information is telling us.

Data binning and rounding. Another kind of interval measurement arises from binned data, which are sometimes called interval-censored data. Binned data arise when possible values are grouped together to achieve economies in empirical design, to meet limitations on data storage, and as a result of incomplete data transcription. Questionnaire data, for instance, are very commonly binned into a small number of categories (e.g., from questions like "is your age (a) less than 20, (b) between 20 and 50, or (c) over 50?"). Such data are very common in census information of all kinds. Data binning is often the result of restrictions on data collection arising from privacy or security concerns. Binning for the sake of privacy is very common in medical epidemiological information.

For instance, cancer registries may permit access to geographical information about patients only down to the level of census tracts. Information gaps and intentional obscuring of data are becoming more and more common in this time of heightened security. Binned data are usually ordinal in form (although they don't have to be since in principle the intervals could overlap), but the underlying data are not ordinal in nature but rather continuous values that have simply been grouped into categories. Data rounding is a special case of data binning in which the numerical values are grouped together around a nominal value that is an integer or a value with a particular, small number of decimal places. Data rounding is often practiced in manual data transcription and is also common in extremely large data sets such as satellite imagery or continuous-time environmental monitoring data where limitations on computer storage or information transmission rates restrict individual measurements to a few bits or bytes. Rounding has traditionally been modeled with uniform statistical distributions.

Missing data. Sometimes data go missing. If the data are missing at random, then it might be reasonable to ignore the loss and adjust the sample size down to reflect the number of data values that are available. But it would generally not be reasonable to pretend the data were not planned or collected if they are missing non-randomly for some systematic reason. For instance, if data are more likely to be missing if they represent large magnitudes, failing to account for such missing values would tend to bias the data set. Likewise, in multivariate data sets, if only one dimension out of many is missing, it may not be reasonable to abandon all the measurements that are available just because of one missing value from the set. A practical strategy in these cases is to use intervals to stand for missing data. If a datum was planned but could not be collected or was collected but later lost for some reason, then a vacuous interval $[-\infty, \infty]$, or perhaps $[0, \infty]$ if the value is surely positive, should represent the missing value. The symbol $\infty$ might represent mathematical infinity, or just the largest possible magnitude a value might take. Even many vacuous intervals in a data set do not necessarily destroy its usefulness. Rather, they allow the epistemic limits embodied in the data to be expressed explicitly, and permit the orderly analysis of the information that is available.

Gross ignorance. Sometimes a quantity may not have been studied at all, and the only real information about it comes from theoretical constraints. For instance, concentrations, solubilities, and probabilities and many other kinds of variables have physical limits. These physical limits may be used to circumscribe possible ranges of quantities even when no empirical information about them is available. Typically, these intervals are rather wide, and they are often considered vacuous statements because they represent no empirical information. Nevertheless, mathematical calculations based on them may not always be empty. The uncertainty they induce in computations depends on the uncertainties of other quantities and how all the quantities are combined together in a mathematical expression.

The breadth of the uncertainty captured by the widths of these intervals might be so small as to be negligible. When this is the case, there is no need to bother oneself with any of the methods developed in this report. Indeed, almost all statistical analyses conducted in the past have presumed this to be the case. But the widths of the intervals need not
always be small. In each of the situations outlined above where interval data arise, the uncertainty might be substantial relative to the magnitude of the measurement, or in any case significant for the calculation in which the measurements will be used. When these uncertainties are large enough to matter, it is prudent to take explicit account of them within the analysis.

In this report, an interval characterizing an individual measurement's uncertainty represents an assertion about the measurand's value which is justified by the particular measurement. The interval specifies where the empiricist (or perhaps the instrument) is saying the value is. At the same time it is saying where the value is not. This assertion will be understood to have two mathematical components:

No concentration: The interval lacks any concentration of probability or likelihood within the interval, so the actual value is not more likely to be at any one place or another within the interval. But neither is there necessarily a uniform probability distribution over the interval. Instead, the actual value has complete latitude to be anywhere within the interval with probability one. In fact, it might be multiple values within the interval, as would be the case if the quantity is not fixed but varying. The interval represents the fact that we do not know the distribution function that should be used to characterize the probability that the quantity is actually one value or another within the interval.

Full confidence: The measurement represents an assertion with full confidence that the value is within the specified interval, and not outside it. The assertion is not a statistical confidence statement. The interval is not merely a range in which we have, for instance, $95 \%$ confidence the value lies, nor are the intervals such that on average, for instance, $95 \%$ of them will enclose their respective true values. That is, it is not a confidence interval or credibility interval. Rather, the interval represents sure bounds on the quantity, to the full degree of confidence that is held by the measurement itself or by the recorder of the measurement.
Both the assumptions of no concentration and full confidence are relaxed in section 8.3. The reasons we start with these assumptions will be evident when we compare the approach developed in this report to the standard approach for evaluating, expressing and propagating measurement uncertainty. Using no-concentration intervals endows our approach with certain desirable features not shared by comparable methods that use uniform or normal (or any other shape) probability distributions (see section 8.1). Using full-confidence intervals greatly simplifies certain calculations, but, of course, a measurand's true value may not actually lie in the given interval just because some measurement asserts it does. The instrument may be improperly calibrated. And, even for well calibrated devices, it is probably not possible to bound all potential measurement errors. For instance, transcription errors and other blunders can occur even in carefully executed measurements. Therefore, the interval bounds may not be entirely accurate even though they are represented as mathematically certain. Nevertheless, such intervals are surely not any more dishonest than using a scalar measurement which implicitly represents itself as having $100 \%$ precision (Hajagos 2005, page 96). The whole point of using an interval to model the measurement uncertainty is to begin to acknowledge the intrinsic imprecision in measurement.

## 3 Interval analysis

Section 3.1 briefly reviews the basics of computing with intervals. It is included so the document can be self-contained. Section 3.2 introduces the convention of outwarddirected rounding. Section 3.3 reviews the issue of repeated parameters and how it can complicate the calculation of optimal answers in interval analysis problems. Section 3.5 suggests several special cases of data sets containing intervals for which the analyses reviewed in sections 4 and 5 are computationally convenient.

### 3.1 Interval arithmetic

Interval arithmetic (Young 1931; Dwyer 1951; Moore 1966; 1979; Goos and Hartmanis 1975; Neumaier 1990) is a special case of set arithmetic defined on intervals of the real line. An interval is a closed set of the real line consisting of all the values between an ordered pair of values known as the endpoints of the interval. Mathematically, an interval $x=[\underline{x}, \bar{x}]=\{X \in \mathrm{R}: \underline{x} \leq X \leq \bar{x}\}$. In some cases, we might want to define an interval as such a set of the extended real line, denoted by $R^{*}=R \cup\{-\infty, \infty\}$, that is, the ordinary set of reals with additional points at positive and negative infinity which are greater and smaller, respectively, than any real number. A real number is a degenerate interval in which the endpoints are coincident. We sometimes call such value 'scalars' to emphasize that they are precise and represent only a magnitude and no uncertainty.

Any function defined on real values can be extended to intervals in a straightforward way. In particular, the extension to intervals of a function $f$ defined on the reals, for intervals $x, y, \ldots, z$, is

$$
f(x, y, \ldots, z)=\{f(X, Y, \ldots, Z): X \in x, Y \in y, \ldots, Z \in z\}
$$

In other words, when $f$ is applied to interval arguments, the result is just the set of all possible values that could be obtained from $f$ by supplying real-valued arguments from the respective intervals. In cases where the result is not an interval because it has holes (i.e., values between the smallest and largest values of the function which are themselves not possible results of the function), it can be made into an interval if desired by taking its convex hull, replacing the set of results by an interval defined by the smallest and largest result values. Evaluating the elementary arithmetic functions of addition, multiplication, etc. does not require actually computing every possible combination of scalars. The formulas for the four basic arithmetic operations are

$$
\begin{aligned}
& x+y=[\underline{x}, \bar{x}]+[\underline{y}, \bar{y}]=\{X+Y: X \in x, Y \in y\}=[\underline{x}+\underline{y}, \bar{x}+\bar{y}], \\
& x-y=[\underline{x}, \bar{x}]-[\underline{y}, \bar{y}]=[\underline{x}-\bar{y}, \bar{x}-\underline{y}], \\
& x \times y=[\underline{x}, \bar{x}] \times[\underline{y}, \bar{y}]=[\min (\underline{x} \underline{y}, \bar{x} \bar{y}, \underline{x} \bar{y}, \bar{x} \underline{y}), \max (\underline{x} \underline{y}, \bar{x} \bar{y}, \underline{x} \bar{y}, \bar{x} \underline{y})] \text { and } \\
& x \div y=[\underline{x}, \bar{x}] \div[\underline{y}, \bar{y}]=[\underline{x}, \bar{x}] \times[1 / \bar{y}, 1 / \underline{y}], \text { so long as } 0 \notin y .
\end{aligned}
$$

Excepting any division by zero, the results of these operations always yield compact intervals (closed with no holes). Similar operations such as logarithm, square root, and powers are similarly easy to define so they can extend to interval arguments (Moore 1966; 1979). Keep in mind that we are not saying that every value in an output interval is a possible result of the calculation given the interval bounds on the inputs, only that all values that could be the result are surely in the interval. The results of these interval operations are guaranteed to enclose all the values that could possibly be results of the calculations (Moore 1966; Neumaier 1990). We say that these results are rigorous bounds.

### 3.2 Outward-directed rounding

In interval analysis, whenever numbers must be rounded in calculations or for numeric display, outward-directed rounding is conventionally employed to guarantee a reported result will contain all the possible values. Outward-directed rounding ensures the rigorousness of the interval calculation is not lost. For example, the theoretical interval [2/3, 10/3] should be rounded to something like [0.666, 3.334], even though the quotients $2 / 3$ and $10 / 3$ considered as scalar values would ordinarily be rounded to 0.667 and 3.333. If the endpoints of the interval had instead been rounded to the nearest three-place scalar values, the displayed interval would fail to be rigorous because it would be excluding some of the possible values in the theoretical interval, namely the values in the ranges [ $0.66 \overline{6}, 0.667]$ and $[3.333,3.33 \overline{3}]$. In computer science applications of interval analysis (Alefeld and Hertzberger 1983), this convention is used for internal calculations when the bytes devoted to a numeric quantity do not permit a perfect representation of the quantity. When there are many sequential calculations, the errors from ordinary rounding to the nearest representable scalar can accumulate and lead to a serious diminution of accuracy. In this report, however, outward-directed rounding will primarily be an issue associated with the output display of numerical results. The convention can sometimes lead to answers that initially seem surprising. For instance, when the output precision is set to display only three significant digits, the theoretical interval [0, 1.000000000000001] would be rounded to [ $0,1.01$ ], which is the best interval expressible in terms of numbers with three significant digits that encloses the theoretical interval.

### 3.3 Repeated parameter problem

In many problems, interval arithmetic based on the rules described in section 3.1 can be used to obtain results that are both rigorous and best possible. However, when an uncertain number appears more than once in a mathematical expression, the straightforward sequential application of the rules of interval arithmetic may yield results that are wider than they should be. Blithely applying the rules this way is sometimes called "naive" interval analysis because it risks losing its optimality. The result is still rigorous in that it is sure to enclose the true range, but it fails to be best-possible if it is wider than it needs to be to do so. The reason for this loss of optimality is basically that the uncertainty in the repeated parameter has entered into the calculation more than once.

The appearance of repeated parameters in expressions is a well-known problem with interval arithmetic and, indeed, with all uncertainty calculi (e.g., Moore 1966; Manes 1982; Hailperin 1986; Ferson 1996). In interval analysis, the problem is less severe than in other calculi because its methods always fail safe in the sense that they cannot underestimate the uncertainty. This is not the case in probabilistic arithmetic (Springer 1979), where introducing a repeated parameter says that variable is independent of itself, which is nonsensical and can underestimate tail probabilities. Mathematical expressions without repeated parameters, sometimes called single-use expressions (or SUEs), are guaranteed to yield optimal results under interval analysis, i.e. rigorous bounds that are as tight as possible given the inputs (Moore 1966). But repetition of uncertain parameters does not automatically doom the result of naive interval analysis to suboptimality. For instance, $x+x+x$ will be as tight as possible despite the repetition of the interval $x$ if the values in $x$ have constant sign.

There is no general algorithm that can calculate optimal bounds for functions with interval parameters in polynomial-time (Kreinovich et al. 1997). This means that, when there are many intervals involved in a calculation-such as is typical in interval statistics-the computational effort required to obtain the optimal bounds exactly can be prohibitively large. However, one may be able to devise heuristic approaches to handle different subclasses of problems with more modest computational effort. In interval analysis many strategies have been developed to deal with the excess width problem. One of the most direct methods is to algebraically manipulate the expression to reduce the occurrences of the repeated parameters, such as replacing the original expression $x+$ $x+x$ with the equivalent expression $3 x$, or completing the square (Jaulin et al. 2001) by which $x+x^{2}$ is re-expressed as $(x+1 / 2)^{2}-1 / 4$, which looks a bit more complex but has only one instance of the uncertain parameter $x$ and therefore can be easily computed with the naive methods.

### 3.4 Two interpretations of an interval

There are two theories about what an interval represents. The first holds that an interval is simply a collection of all the real numbers-what we have been calling scalars-that lie between two endpoints. In this interpretation, the elements of an interval $[A, B]$ could be depicted on a plot of cumulative probability versus the quantity as a collection of vertical spikes* arranged at every possible scalar value from $A$ to $B$. Such a display is shown in the left graph in Figure 1. There are infinitely many of these spikes of course, and the figure can only show some of them, but they form a simple set that might be described as a geometric comb for which the spikes are the teeth.

The second theory about intervals holds that they represent a much larger variety of uncertainty. Under this interpretation, an interval $[A, B]$ represents the set of all

[^1]probability distribution functions $F$ defined on the real numbers such that $F(X)=0$ for all values $X<A$, and $F(X)=1$ for all values $X>B$. The graph on the right side of Figure 1 tries to depict this case, although it is even harder because the set of distributions includes all of the spikes, plus a huge variety of other distributions. For instance, the collection includes all possible horizontal lines at any probability level between zero and one from $A$ to $B$. These correspond to scaled Bernoulli distributions that have some mass at $A$ and the rest at $B$. It also includes all increasing straight lines from the left or bottom edges of the box to the top or right edge. Such lines represent distributions that smoothly distribute some of their mass across the range from $A$ to $B$, and the rest of their mass at one or both endpoints (depending on whether the line intersects the interiors of the left or right edge of the box). In fact, the collection of distributions includes absolutely any nondecreasing curve from the left or bottom edges of the box to the top or right edge.

We will distinguish between the two theories of intervals when we need to by calling the first the 'spike interpretation of intervals' and the second the 'box interpretation of intervals'. When the term 'interval' would be ambiguous under the two possible interpretations, we might also refer to the collection of scalar values under the spike interpretation as a 'scalar range' and the collection of arbitrary distributions as a 'p-box'. Both of the interpretations about what an interval is can be found in the literature on interval analysis, although the difference between them seems to have been important only rarely so the distinction has not been emphasized. This report will show that the two interpretations lead to different theories about the statistics of data sets containing intervals, both of which are meaningful and have practical uses. Although there are many situations and calculations for which it won't make any difference which interpretation is used, the exceptions are interesting and important. Because a scalar range is a proper subset of the corresponding box, any statistic computed for a data set of intervals under the spike interpretation will be a subset of the statistic computed for the data set under the box interpretation. In section 4.5.1, for instance, we shall see that this fact comes in handy to develop a convenient conservative algorithm for the variance.


Figure 1. Two interpretations about what an interval represents.

### 3.5 Kinds of interval data sets

We shall see in this report, especially in section 4, that the ease of computing several statistics depends strongly on the nature of the data set involving interval values. Narrow intervals make some calculations easy and some hard. Broadly overlapping intervals make some calculations easy and complicate other computations. The narrowness and scatteredness of the intervals play roles, as does the regularity of the widths of the intervals. This section introduces a variety of kinds of interval data sets that we might reasonably expect to encounter.

No intersections. Some of the computational problems considered in the following sections become much easier when no intervals intersect one another. What kinds of interval data have no intersections? This should happen, of course, if the measurements of generic real-valued quantities are sufficiently precise that the corresponding intervals become so narrow that they avoid intersecting each other. We might also have no intersections if the dispersion of the underlying distribution is very wide relative to the imprecision of individual measurements. Note that a no-intersections data set is a relaxation of statistical models in use today that presume that-or at least act as ifmeasurements are infinitely precise. It is relaxed because the measurements may still express incertitude so long as it is not so broad to lead to intersections among the intervals.

Same precision. In some situations, the uncertainties associated with each measurement are all the same. This can happen, for instance, when the uncertainties arise from the readouts on a digital measuring device that displays a fixed number of decimal places, or when measurements are made on a single scale with constantly spaced landmarks. In such situations all measurements are performed with the same precision. In mathematical terms, this would result in all intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ having the same width so that $\bar{x}_{i}-\underline{x}_{i}$ is a constant $\Delta$ for all $i$. In fact, the algorithms described in this report that work for collections of intervals having the same precision also work if the data sets include scalars as well as intervals. Consequently, we can define a same-precision data set to be one whose nondegenerate intervals all have the same width. Like the no-intersection data sets defined above, same-precision data sets generalize traditional data sets composed entirely of scalar point values, but this generalization allows arbitrarily large overlap among the intervals.

Binned data. In many situations, data are binned into adjacent intervals. For instance, data about individual humans is often collected under restrictions intended to protect privacy rights. One of the standard restrictions is to collect only data coarsely binned into non-overlapping intervals. Similar data sets also arise in checklist and condition scoring surveys in engineering, biology and social science. In such data sets, intervals either coincide (if the values belong to the same range) or they are different, in which case they are disjoint or can only touch only at a common endpoint. A data set having the property that any two nondegenerate intervals either coincide or intersect in at most one point is called a binned data set. A binned data set can also contain arbitrary scalar values.

Detect/non-detect. If the only source of interval uncertainty is detection limits, i.e., if every measurement result is either a detect represented by an exact scalar value or a nondetect represented by an interval $\left[0, D L_{i}\right]$ for some real number $D L_{i}$ (with possibly different detection limits for different sensors), then we will call the collection a detect/non-detect data set. Data sets fitting this definition commonly arise in chemical and materials characterization laboratories. An algorithm that works for the binned-data case will also work for the detect/non-detect case if all sensors have the same detection limit $D L$.

Few intersections. If the no-intersections case is relaxed so that the intervals become wider, there may be some intersections among them, but we might expect to see few intervals intersecting. We can quantify this idea with an integer limit $K$ on the number of overlapping intervals in the data set. If a data set is said to have "few intersections of order $K^{\prime \prime}$, no set of $K$ intervals has a common intersection. When $K=2$, this corresponds to the previous no-intersections case.

No nesting. An interval data set is said to have no nesting if no nondegenerate interval in the data set is a subset of the interior of another. Data sets collected using a single measuring instrument, or perhaps using different measuring instruments of the same type, are likely to have no nesting. The algorithms that have been developed for this kind of interval data are insensitive to the presence of point values, so, in practice we can allow any scalar values that may be in a data set to be nested within intervals and still call it a no-nesting data set. A data set consisting of $N$ intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, has no nesting, or has the no-nesting property, if $\underline{x}_{i} \neq \bar{x}_{i}$ always implies $\left.\left[\underline{x}_{i}, \bar{x}_{i}\right] \not \subset\right] \underline{x}_{j}, \bar{x}_{j}$ [ for all $i=1, \ldots, N$, and any $j=1, \ldots, N$, and where the reverse brackets denote the open interval excluding the two endpoints. The no-nesting case generalizes all of the cases already mentioned. No-intersections data, same-precision data, binned data, and detect/nondetect data also satisfy the no-nesting property, so any algorithms that work for the nonesting case will work for these cases as well.

Thin. A relaxation of the condition of no nesting can define a different kind of narrowness among the intervals in a data set. If the intervals exhibit the no-nesting property when they are hypothetically narrowed by symmetrically dividing their widths by the sample size $N$, then the data set is said to be thin. Symbolically, thinness in an interval data set means that for all intervals $i \neq j$

$$
\left.\left[\tilde{x}_{i}-\frac{\Delta_{i}}{N}, \tilde{x}_{i}+\frac{\Delta_{i}}{N}\right] \not \subset\right] \tilde{x}_{j}-\frac{\Delta_{j}}{N}, \tilde{x}_{j}+\frac{\Delta_{j}}{N}[
$$

where $\tilde{x}$ denotes the midpoint of an interval $(\underline{x}+\bar{x}) / 2$, and $\Delta$ is its halfwidth $(\bar{x}-\underline{x}) / 2$. This condition is implied by

$$
\left|\frac{\bar{x}_{i}-\underline{x}_{i}}{2 N}-\frac{\bar{x}_{j}-\underline{x}_{j}}{2 N}\right| \leq\left|\frac{\underline{x}_{i}+\bar{x}_{i}}{2}-\frac{\underline{x}_{j}+\bar{x}_{j}}{2}\right|
$$

which, in turn, can be reduced to checking that

$$
\left|\bar{x}_{i}-\underline{x}_{i}-\bar{x}_{j}+\underline{x}_{j}\right| \leq N\left|\underline{x}_{i}+\bar{x}_{i}-\underline{x}_{j}-\bar{x}_{j}\right|
$$

for all $i \neq j$. This condition is a generalization of the no-nesting property, which means that algorithms that work for thin data will also work with no-nesting data and all of its special cases as well. Thin data can display considerable overlap among the intervals.

Arrangeable. The no-nesting condition can also be relaxed in a different way. A natural next case is when the interval measurements can be divided into subgroups, each of which has the no-nesting property. This situation might arise from the use of a few different measuring instruments.

Scattered. Another relaxation of the condition of no intersections can define a different kind of scatteredness among the intervals in a data set. If the intervals exhibit no or few intersections when they are hypothetically narrowed by symmetrically dividing their widths by the sample size $N$, then the data set is said to be scattered. In the same way that thin data generalize no-nesting data, scattered data generalize no-intersections data. Symbolically, an interval data set $x_{i}, i=1, \ldots, N$, is called scattered if there are no more than $K$ intervals among the narrowed intervals $y_{i}$ that have a common intersection, where

$$
y_{i}=\left[\tilde{x}_{i}-\gamma \frac{\Delta_{i}}{N}, \tilde{x}_{i}+\gamma \frac{\Delta_{i}}{N}\right]=\left[\underline{x}_{i}+\bar{x}_{i}-\gamma \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}, \underline{x}_{i}+\bar{x}_{i}+\gamma \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}\right] / 2
$$

where $i=1, \ldots, N, \gamma$ is a constant, and $\tilde{x}$ and $\Delta$ denote the midpoint and halfwidth of an interval. These narrowed intervals have the same midpoints as the original data $x_{i}$, but they can have much smaller widths, depending on $\gamma$ and the sample size $N$.

General interval data. Finally, any data set that does not fit in one of the previous classes will be considered a part of the general class of interval data.

Figure 2 gives examples of each of these kinds of data sets defined above. In each kind of data set, the intervals are displayed as horizontal lines whose location on the $X$ axis is given by their endpoints. They are displaced vertically so they are easy to distinguish, but these vertical positions represent only the order in which the data were collected and are otherwise statistically meaningless.

Notice that the data set in the second panel of the figure exemplifying same-precision data has a rather large imprecision, resulting in substantial overlap among the intervals. The binned data in the third panel also exhibit a great deal of overlap, but the overlap comes in only two forms; either intervals overlap completely or they only touch at their ends. In the example detect/non-detect data, there are three non-detects and five scalar values (which are depicted as stubby lines for visual clarity). The data set illustrating the few-intersections case shows that there can be many and broad intersections among the
intervals; there just cannot be too many intervals involved in any particular intersection of $X$-values. The example data set depicted in the fifth panel of the figure has no more than two intervals with a common intersection, so it represents a few-intersections data set of order $K=3$. The sixth panel of data in the figure illustrates the no-nesting property, but so do the first four panels of data as they are special cases of no nesting.


Figure 2. Examples of the various kinds of interval data sets.

It may often be possible for an analyst to discern by visual or graphical inspection whether or not a data set is one of the first six kinds of interval data. This will typically not be possible to do for the other categories. Although the figure also depicts example data sets that are thin, arrangeable, and scattered, it is hard to capture these properties in such examples. A huge variety of data sets are thin, for instance, and it is rather hard to develop any intuition about what the graphs for thin, or arrangeable or scattered, data sets should look like. These properties usually must be checked by the computer. At the bottom of the figure is a general data set that has none of the nine properties defined in this section.

Figure 3 shows the relationships among the kinds of interval data sets. The arrows point from general to special cases.


Figure 3. Relationships among the different kinds of interval data sets.

## 4 Descriptive statistics for interval data

This section reviews a variety of basic descriptive statistics such as means, variances and confidence intervals, for interval data sets, and the formulas and algorithms for computing these statistics. Section 5 introduces the subject of inferential statistics which is used to make statistical conclusions or inferences from interval data via statistical tests such as regressions, and section 6 summarizes the computational feasibility of the various algorithms when sample sizes become large.

Descriptive statistics is concerned with describing or characterizing data sets. This description is a summarization of the data themselves and is usually accomplished by computing quantities called statistics that characterize some important feature of the data set. For instance, there are statistics that characterize the central tendency of a collection of data (such as the mean and median), and there are statistics that characterize the dispersion of the data (such as the variance and interquartile range). Some of the algorithms for computing these statistics for interval data sets are straightforward extensions of analogous methods used for scalar data (as in the case of the mean). But some of the algorithms are considerably more complicated than their analogs used for scalar data (as in the case of the variance). In most cases, the additional complexity arises from the repeated parameter issue discussed in section 3.3.

In the discussions below, we will use the following notation to refer to interval data sets, and to two example data sets. We will suppose the empirical focus is on some quantity $X$ for which we have a collection of $N$ measurements $x_{i}, i=1, \ldots, N$, where $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right]$ are intervals, i.e., $\underline{x}_{i} \leq \bar{x}_{i}$. Each of these intervals represents bounds on the empirical uncertainty for the corresponding measurement. The data may include point estimates, i.e., scalar values, as special cases for which the lower and upper endpoints are coincident.

This section gives numerical examples illustrating the computation of the various statistics as they are introduced. These examples will make use of two small hypothetical data sets which we now describe. In the first data set, which we will call 'skinny', the intervals are so narrow as to not overlap each other. In the second data set, 'puffy', there are half again as many measurements, but the intervals are generally wider and exhibit a lot of overlap. These are the data values:

| Skinny data | Puffy data |
| :--- | ---: |
| $[1.00,1.52]$ | $[3.5,6.4]$ |
| $[2.68,2.98]$ | $[6.9,8.8]$ |
| $[7.52,7.67]$ | $[6.1,8.4]$ |
| $[9.44,9.35]$ | $[2.8,6.7]$ |
| $[3.66,4.58]$ | $[3.5,9.7]$ |
|  | $[6.5,9.9]$ |
|  | $[0.15,3.8]$ |
|  | $[4.5,4.9]$ |
|  | $[7.1,7.9]$ |

These two data sets are depicted in Figure 4 and Figure 5. The skinny data set is a model of a traditional data set in which the imprecision represented by the intervals is very narrow. This is a no-intersections data set as described in section 3.5. The puffy data set is a general interval data set in that it does meet any of the definitions of special cases of interval data described in section 3.5.


Figure 4. Hypothetical interval data set 'skinny' consisting of 6 measurements for a quantity $X$. (Vertical position of the intervals is not meaningful.)


Figure 5. Hypothetical interval data set 'puffy' consisting of 9 measurements for a quantity $X$. (Vertical position of the intervals is not meaningful.)

### 4.1 Distribution

This section describes how the empirical distribution function for scalar data can be generalized for interval data. Subsections 4.1.2 and 4.1.3 detail the calculation of confidence limits on the distribution and the use of weighted data. (The subject of fitting distributions to interval data sets with assumptions about the shape or family of the distribution is addressed later in section 4.9.)

A distribution function for a data set, which is sometimes called an empirical distribution function or EDF, summarizes the data set in a graphical form. It is a function from the $X$ axis (i.e., whatever the measured parameter is) to a probability scale of $[0,1]$. The distribution of a data set of precise scalar values is constructed as an increasing step function with a constant vertical step size is $1 / N$ where $N$ is the sample size. The locations of the steps correspond to the values of the scalar data points. Such a distribution is denoted by the function $S_{N}(X)$ which is the fraction of data values in the data set that are at or below the magnitude $X$. A distribution preserves the statistical information in the data set about its central tendency or location, its dispersion or scatter, and, in fact, all other statistical features of the distribution. The only information in the original data set that is not in the distribution is the order in which the values are given. Because most analyses assume that the data are selected at random, this information is not meaningful anyway.

The analog of a precise empirical distribution function for a data set that contains interval values is a p-box (Ferson et al. 2003). The p-box is the set of all (precise) distribution functions that could arise from any possible configuration of scalar values from within the respective intervals that make up the data. Suppose, for instance, that the data set consists of only the two intervals $[1,3]$ and $[2,4]$. The distribution for these two data would be the collection of all two-point distribution functions having one foot, so to speak, in the first interval and one in the second interval. There are an infinite number of such pairs of points. The table below lists a few of them.

|  | $\mathbf{1}$ | $\mathbf{1 . 1}$ | $\mathbf{1 . 2}$ | $\mathbf{1 . 3}$ | $\mathbf{. .}$ | $\mathbf{2 . 8}$ | $\mathbf{2 . 9}$ | $\mathbf{3}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\{1.0,2.0\}$ | $\{1.1,2.0\}$ | $\{1.2,2.0\}$ | $\{1.3,2.0\}$ |  | $\{2.8,2.0\}$ | $\{2.9,2.0\}$ | $\{3.0,2.0\}$ |
| $\mathbf{2 . 1}$ | $\{1.0,2.1\}$ | $\{1.1,2.1\}$ | $\{1.2,2.1\}$ | $\{1.3,2.1\}$ |  | $\{2.8,2.1\}$ | $\{2.9,2.1\}$ | $\{3.0,2.1\}$ |
| $\mathbf{2 . 2}$ | $\{1.0,2.2\}$ | $\{1.1,2.2\}$ | $\{1.2,2.2\}$ | $\{1.3,2.2\}$ |  | $\{2.8,2.2\}$ | $\{2.9,2.2\}$ | $\{3.0,2.2\}$ |
| $\mathbf{2 . 3}$ | $\{1.0,2.3\}$ | $\{1.1,2.3\}$ | $\{1.2,2.3\}$ | $\{1.3,2.3\}$ |  | $\{2.8,2.3\}$ | $\{2.9,2.3\}$ | $\{3.0,2.3\}$ |
| $\mathbf{2 . 4}$ | $\{1.0,2.4\}$ | $\{1.1,2.4\}$ | $\{1.2,2.4\}$ | $\{1.3,2.4\}$ |  | $\{2.8,2.4\}$ | $\{2.9,2.4\}$ | $\{3.0,2.4\}$ |
| $\mathbf{2 . 5}$ | $\{1.0,2.5\}$ | $\{1.1,2.5\}$ | $\{1.2,2.5\}$ | $\{1.3,2.5\}$ |  | $\{2.8,2.5\}$ | $\{2.9,2.5\}$ | $\{3.0,2.5\}$ |
| $\mathbf{:}$ |  |  |  |  | $\ddots$ |  |  |  |
| $\mathbf{3 . 8}$ | $\{1.0,3.8\}$ | $\{1.1,3.8\}$ | $\{1.2,3.8\}$ | $\{1.3,3.8\}$ |  | $\{2.8,3.8\}$ | $\{2.9,3.8\}$ | $\{3.0,3.8\}$ |
| $\mathbf{3 . 9}$ | $\{1.0,3.9\}$ | $\{1.1,3.9\}$ | $\{1.2,3.9\}$ | $\{1.3,3.9\}$ |  | $\{2.8,3.9\}$ | $\{2.9,3.9\}$ | $\{3.0,3.9\}$ |
| $\mathbf{4}$ | $\{1.0,4.0\}$ | $\{1.1,4.0\}$ | $\{1.2,4.0\}$ | $\{1.3,4.0\}$ |  | $\{2.8,4.0\}$ | $\{2.9,4.0\}$ | $\{3.0,4.0\}$ |

The top margin of the matrix (in bold type) gives the value from the interval [1,3], and the left margin of the matrix gives the value from the interval $[2,4]$. The first pair in the upper, left corner of the matrix consists of the left endpoint from interval $[1,3]$ and the
left endpoint from interval [2,4]. The table implies $21 \times 21$ pairs (and lists only $9 \times 7$ explicitly), but clearly there are infinitely many other combinations of values from the two intervals, because there are infinitely many distinct values in $[1,3]$ and infinitely many in $[2,4]$. The set of all of these pairs $\{(a, b): a \in[1,3], b \in[2,4]\}$ is the Cartesian product space $[1,3] \times[2,4]$. Each such pair is a possible distribution. In general, when there are many intervals $x_{1}, x_{2}, \ldots, x_{N}$ in an interval data set, they likewise correspond to a Cartesian space $\left[\underline{x}_{1}, \bar{x}_{1}\right] \times\left[\underline{x}_{2}, \bar{x}_{2}\right] \times \cdots \times\left[\underline{x}_{N}, \bar{x}_{N}\right]$. If we presume that the $N$ measurands had $N$ precise values-and only measurement uncertainty prevented the empiricist from identifying them precisely - then the true underlying data set, which our interval set bounds, is some point in this Cartesian space, which is an N -dimensional hypervolume. We sometimes refer to a point in this space as a 'configuration' of scalar values within their respective intervals. The distribution for the interval data set is the collection of all distributions for any configuration of scalar values within their respective intervals. Likewise, as we shall see in the rest of this report, any statistic for an interval data set is the set of possible values for the same statistic over all possible configurations of scalar values within their respective data intervals, or, often more simply, bounds on that set.

The bounds for the distribution of an interval data set can be computed very simply. These bounds are the p-box formed by enveloping the (precise) distribution associated with the left endpoints of all the intervals $\left\{\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{N}\right\}$ with the distribution associated with the right endpoints $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{N}\right\}$. The left and right sides of the resulting p -box are

$$
[\underline{B}(X), \bar{B}(X)]=\left[S_{\mathrm{L} N}(X), S_{\mathrm{R} N}(X)\right]
$$

where $S_{\mathrm{LN}}(X)$ is the fraction of the left endpoints in the data set that are at or below the magnitude $X$, and $S_{\mathrm{R} N}(X)$ is the fraction of right endpoints in the data that are at or below $X$. This p-box bounds all of the distributions associated with the infinitely many configurations in the N -dimensional Cartesian space,

$$
\underline{B}(X) \geq S_{N}(X) \geq \bar{B}(X)
$$

where $S_{N}(X)$ is the distribution function for any configuration of scalar values. There is a difference between the collection of distributions for each point in the $N$-dimensional hypervolume represented by interval data and the p-box that bounds that collection. When we refer to 'the distribution' for an interval data set, we will schizophrenically sometimes be thinking of the collection and sometimes of its bounding p-box. Either context or explicit definition can always make it clear which is intended. Using the p-box as the distribution of an interval data set is, of course, vastly simpler than trying to use the infinite collection of distributions associated with all possible configurations of scalars within these intervals.

Like the case for scalar data, the distribution function for interval data forgets the original ordering of the data set. In the interval case, however, the distribution as a p-box also forgets which endpoints are associated with which endpoints. Thus, if we use the
bounding p-box to represent a generalized distribution, the distribution associated with a data set consisting of the two intervals [1,3] and [2,4] cannot be distinguished from the distribution based on the intervals $[1,4]$ and $[2,3]$. Both have left endpoints at 1 and 2 , and both have right endpoints at 3 and 4. This information loss implies that one cannot generally fully reconstruct from a p-box distribution of interval data the original values on which it was based. The distribution of interval data, like its analog for scalar data, characterizes the probability that a randomly selected datum will have a value less than or equal to any given magnitude. Because of the incertitude in the data set, this probability will in general be an interval, rather than a scalar value.

Numerical examples. The p-box representing the distribution of the skinny data set is formed by enveloping the distributions for the scalar data sets $\{1.00,2.68,3.66,7.52$, $7.73,9.44\}$ and $\{1.52,2.98,4.58,7.67,8.35,9.99\}$. Likewise, the p-box for the puffy data set is the pair of distributions for $\{0.15,2.8,3.5,3.5,4.5,6.1,6.5,6.9,7.1\}$ and $\{3.8,4.9,6.4,6.7,7.9,8.4,8.8,9.7,9.9\}$. The resulting p-boxes are depicted in Figure 6.


Figure 6. Empirical distributions for the skinny and puffy data sets containing interval uncertainties.

The motivation and formulation for this analog of the distribution for an interval data set have relied on the spike interpretation of intervals as discussed on page 28 . We could have instead used the box interpretation of intervals. Under the box interpretation, the intervals represent all the distribution functions having support on that range, and the aggregation into an overall distribution of the various intervals in the data set is a mixture operation (Ferson et al. 2003). The resulting collection of possible distributions will not only include two-point mass distributions, but infinitely many other distributions as well. For the earlier example with only two intervals [1,3] and [2,4], this collection is simply $\left\{H: H(X)=F(X) / 2+G(X) / 2, X \in \mathbb{R}, F \in \mathscr{F}_{[1,3]}, G \in \mathscr{F}_{[2,4]}\right\}$, where

$$
\mathscr{F}_{[a, b]}=\{F: X<a \rightarrow F(X)=0, b<X \rightarrow F(X)=1, X<Y \rightarrow F(X) \leq F(Y), 0 \leq F(X) \leq 1\}
$$

is the set of distribution functions over a specified support $[a, b]$. Despite the vast increase in the cardinality of the collection, the outer bounds on this set of distributions
that could arise as a mixture of distributions from each input interval nevertheless remains exactly the same as under the spike interpretation.

### 4.1.1.1 Equiprobability model of intervals

Several analysts have suggested an alternative treatment for interval data based on modeling each interval as a uniform distribution (e.g., Bertrand and Groupil 2000; Billard and Diday 2000; Billard and Diday n.d.; Bock and Diday 2000; cf. Gioia and Lauro 2005). Bertrand and Groupil (2000) call this the "equidistribution hypothesis" and it represents the idea that each possible value in an interval is equally likely. Billard and Diday (n.d.) survey some of the descriptive statistics that can be computed from interval data under this model. An empirical distribution under this model would be formed as an equal-weight mixture of the uniform distributions representing the respective intervals. Figure 7 displays such empirical distributions for the skinny and puffy data as black curves, which are superimposed over the gray p-boxes resulting from using the interval statistics approach described above. As can be seen in the graphs, this approach is a way to split the difference, as it were, in estimating the empirical distribution. Because the black curves are ordinary, precise distributions, their summary statistics are fairly easy to compute.


Figure 7. Empirical distributions for the skinny and puffy data sets under the equidistribution hypothesis (black) superimposed on their interval-statistics analogs (gray).

Although this approach of modeling intervals as little uniform distributions may be useful in some analyses, it is incompatible with the perspectives on incertitude adopted in this report. The idea that ignorance should be represented by equiprobability is a central idea in probability theory, dating back at least to Laplace (1820) himself, but it is exactly this idea that interval statistics as conceived here is designed to relax. Bertrand and Groupil (2000) acknowledge that, even as the sample size grows to infinity, the true limiting distribution of the underlying population is only approximated by any approach based on the equidistribution hypothesis. The reason, of course, is that the uniform distributions may not be accurate reflections of probability within the respective intervals. The approach suggested in this report will provide ways to obtain conclusions that do not depend on whether probability mass is uniform or not.

You may elect to skip the following two minor subsections and resume reading with section 4.2 on page 36 .

### 4.1.2 Confidence limits on the distribution

Kolmogorov (1941) described distribution-free confidence limits on a distribution function characterized by random samples, that is, by values selected independently from a common continuous distribution. The confidence limits depend on the value of a special statistic given by Smirnov (1939), thus the bounds are often called the Kolmogorov-Smirnov confidence limits (Feller 1948; Miller 1956; Ferson et al. 2003, section 3.5.4). The bounds are computed by vertically expanding the upper and lower bounds of the distribution by a constant that depends on the sample size and the level of confidence desired. The left and right sides of the resulting p-box are

$$
[\underline{B}(X), \bar{B}(X)]=\left[\min \left(1, S_{\mathrm{LN}}(X)+D_{\max }(\alpha, N)\right), \max \left(0, S_{\mathrm{R} N}(X)-D_{\max }(\alpha, N)\right)\right]
$$

where, again, $S_{\mathrm{L} N}(X)$ is the fraction of the left endpoints of the values in the data set that are at or below the magnitude $X, S_{\mathrm{R} N}(X)$ is the analogous fraction of right endpoints in the data that are at or below $X$, and $D_{\max }$ is the Smirnov statistic that depends on both the confidence level and the sample size. The result has a classical frequentist (NeymanPearson) interpretation. The statistical statement associated with these confidence limits is that $100(1-\alpha) \%$ of the time such bounds are constructed (from independent data selected randomly from a common, continuous distribution), they will totally enclose the true distribution function from which the samples were drawn. Thus, to compute $95 \%$ confidence limits, $D_{\max }(0.05, N) \approx 1.36 / \sqrt{ } N$, so long as $N$ is larger than about 50 . For smaller values of $N$, the value of $D$ must be read from a statistical table (e.g., Miller 1956; Crow et al. 1960, Table 11, page 248). The Kolmogorov-Smirnov confidence limits are distribution-free, which means that they do not depend on any particular knowledge about shape of the underlying distribution. They only require it be continuous and that the samples characterizing it be independent and drawn randomly from this distribution.

Theoretically, the left tail of the left bound $\underline{B}$ is $D_{\max }(\alpha, N)$, and extends to negative infinity without ever declining. In practical use, however, we may know that a variable must be positive and, if so, we can use that information to truncate this left limit to zero for negative numbers. The right tail of the right bound $\bar{B}$ likewise extends to positive infinity at the probability level $1-D_{\max }(\alpha, N)$, but knowledge of any constraints on high values of the variable could be used to truncate this tail too.

Numerical examples. The $95 \%$ confidence limits on the empirical distributions for the skinny and puffy data sets are shown in Figure 8 as solid black lines. The empirical distributions for the two data sets (that were previously shown in Figure 6) are echoed here as dotted gray lines. For the skinny data set, which contains 6 samples, $D_{\max }(0.05$, $6)=0.525$, and for the puffy data set with 9 samples, $D_{\max }(0.05,9)=0.434$. Because these data sets have so few samples, the confidence limits are quite wide. In these cases, the breadth of the limits is almost entirely due to the paucity of samples. However, if there had been many samples of wide intervals, this result could be the other way around. Note that the upper bounds on the left tails and the lower bounds on the right tails of
these distributions extended in either direction to infinity without approaching zero or one. This has nothing to do with the interval uncertainty in the data sets; it is a feature of the Kolmogorov-Smirnov confidence limit and is seen in traditional applications on scalar data sets.


Figure 8. $\mathbf{9 5 \%}$ confidence limits (black) on the distribution functions corresponding to the empirical distribution functions (dotted gray).

### 4.1.3 Weighted data

Many data sets are not simply observations of an $X$ variable, but sometimes include weights associated with each such observation. This might happen, for instance, if data collection was not strictly random, but stratified-random. In such a case, the probability of being in a stratum would be used as the weight associated with the value observed (randomly) from that stratum. If data potentially including incertitude are accompanied by scalar weights, the distribution described in section 4.1 can be modified to reflect the weighting in a straightforward way. Instead of making the step size $1 / N$ for every datum, the step functions use a step size of $W_{i} / \Sigma W_{j}$ for the endpoint of the $i^{\text {th }}$ datum, where $W_{i}$ is that datum's weight. The resulting p -box would be

$$
[\underline{B}(X), \bar{B}(X)]=\frac{1}{\sum_{j=1}^{N} W_{j}}\left[\sum_{i=1}^{N} W_{i} G\left(\underline{x}_{i}, X\right), \sum_{i=1}^{N} W_{i} G\left(\bar{x}_{i}, X\right)\right]
$$

where $G(Z, X)$ is one if $X \leq Z$ and zero otherwise. This p-box bounds all of the weighted distributions associated with any possible configuration of scalars within their respective intervals in the data set.

It is also possible, in principle, to allow for interval weights, where the weights associated with the data are themselves intervals as well. However, the algorithms for this are rather complex.

### 4.2 Arithmetic mean and similar measures of central tendency

The most frequently used statistical summary is probably the mean (average). There are several different kinds of means in common use and they are all very easy to compute for interval data. This section reviews the arithmetic, geometric and harmonic means. It also discusses how weighted means can be computed.

### 4.2.1 Arithmetic mean

The derivation of a formula for the arithmetic mean of interval data $x_{i}$ depends on identifying a configuration of scalar points within the respective intervals that yields the smallest possible mean, and a configuration that yields the largest possible mean. Because the mean is a monotone function, the first configuration is just the set of left endpoints $\left\{\underline{x}_{i}\right\}$, and the second configuration is just the right endpoints $\left\{\bar{x}_{i}\right\}$. The formula for the arithmetic mean of interval data $x_{i}$ is therefore

$$
\left[\frac{1}{N} \sum_{i}^{N} \underline{x}_{i}, \quad \frac{1}{N} \sum_{i}^{N} \bar{x}_{i}\right] .
$$

This result clearly gives us bounds on all possible configurations of values within the respective intervals, as desired.

Numerical examples. For the skinny data set, the arithmetic mean is the interval $[(1.00+2.68+7.52+7.73+9.44+3.66) / 6,(1.52+2.98+7.67+8.35+9.99+4.58) / 6]=[5.338$, $5.849]$ with outward-directed rounding. For the puffy data set, the arithmetic mean is $[(3.5+6.9+6.1+2.8+3.5+6.5+0.15+4.5+7.1) / 9,(6.4+8.8+8.4+6.7+9.7+9.9+3.8+4.9+7.9) / 9]$ $=[4.56,7.39]$.

The endpoints of the interval mean are the means of the bounding distributions described in section 4.1. This correspondence between the endpoints of the interval statistic and the bounding distributions does not occur for all statistics. Manski (2003) suggested the term "D-parameter" for such a statistic and the language that the statistic "respects stochastic dominance" if the bounds on the statistic are the statistics of the bounds of the p-box distribution. A statistic $D$ is said to respect stochastic dominance if $D(F) \leq D(G)$ for distribution functions $F$ and $G$ whenever $F(X) \geq G(X)$ for all real values $X$ (in which case the distribution $F$ is said to "stochastically dominate" $G$ ). Besides for means, we shall see in section 4.3 that the median and other percentiles are D-parameters and the endpoints of these statistics correspond to the respective statistic of the two bounding distributions of the p-box. But we'll see in section 4.5 that measures of dispersion such as the variance and the interquartile range are not D-parameters and do not exhibit this correspondence. They are consequently more difficult to compute.

It seems likely that the mean of a general interval data set has been derived many times, but apparently did not appear in the literature as such until very recently. Using his approach based on a mixture model, Manski (2003, page 10) gives a formula for the mean for the case of missing data (see section 2 ), where some data $x_{i}$ are ordinary scalars
$S_{i}, i=1 \ldots N_{S}$, and the rest are the vacuous interval $x_{i}=\left[G_{0}, G_{1}\right], i=N_{S}+1, \ldots, N$. In this case, bounds on the mean are

$$
\frac{1}{N}\left(\sum_{i=1}^{N_{S}} S_{i}+\left(N-N_{S}\right)\left[G_{0}, G_{1}\right]\right)=\left[\frac{1}{N} \sum_{i}^{N_{S}} S_{i}+\left(1-\frac{N_{S}}{N}\right) G_{0}, \quad \frac{1}{N} \sum_{i}^{N_{S}} S_{i}+\left(1-\frac{N_{S}}{N}\right) G_{1}\right]
$$

which is a special case of the previous formula. Note that the summations are adding $N_{S}$ items, but are divided by $N$.

You could skip the next three minor subsections addressing other measures of central tendency and resume reading with section 4.3 on page 38 .

### 4.2.2 Geometric mean

The geometric mean is useful for averaging multiplicative factors such as yield coefficients. Computing the geometric mean of interval data is also straightforward. The formula is

$$
\left[\sqrt[N]{\prod_{i}^{N} \underline{x}_{i}}, \sqrt[N]{\prod_{i}^{N} \bar{x}_{i}}\right]
$$

which can be applied whenever the data are nonnegative, $0 \leq \underline{x}_{i}$ for all $i$.
Numerical examples. For the skinny data set, the geometric mean is the interval [(1.00 $\left.2.68 \cdot 7.52 \cdot 7.73 \cdot 9.44 \cdot 3.66)^{1 / 6},(1.52 \cdot 2.98 \cdot 7.67 \cdot 8.35 \cdot 9.99 \cdot 4.58)^{1 / 6}\right]=[4.186,4.866]$. For the puffy data set, the geometric mean is the interval $[(3.5 \cdot 6.9 \cdot 6.1 \cdot 2.8 \cdot 3.5 \cdot 6.5 \cdot$ $\left.0.15 \cdot 4.5 \cdot 7.1)^{1 / 9}, \quad(6.4 \cdot 8.8 \cdot 8.4 \cdot 6.7 \cdot 9.7 \cdot 9.9 \cdot 3.8 \cdot 4.9 \cdot 7.9)^{1 / 9}\right]=[3.28,7.09]$ with outward-directed rounding.

### 4.2.3 Harmonic mean

The harmonic mean is useful when averaging rates. Computing the harmonic mean of interval data is likewise straightforward with the formula

$$
\left[N\left(\sum_{i}^{N} \frac{1}{\underline{x}_{i}}\right)^{-1}, \quad N\left(\sum_{i}^{N} \frac{1}{\bar{x}_{i}}\right)^{-1}\right]
$$

which can also be applied whenever the data are nonnegative, $0 \leq \underline{x}_{i}$ for all $i$.
Numerical examples. For the skinny data set, the harmonic mean is the $\left[6 /\left(1.00^{-1}+2.68^{-1}\right.\right.$ $\left.\left.+7.52^{-1}+7.73^{-1}+9.44^{-1}+3.66^{-1}\right), 6 /\left(1.52^{-1}+2.98^{-1}+7.67^{-1}+8.35^{-1}+9.99^{-1}+4.58^{-1}\right)\right]=$ [2.978, 3.842]. For the puffy data set, the harmonic mean is the interval $\left[9 /\left(3.5^{-1}+6.9^{-1}+\right.\right.$ $\left.6.1^{-1}+2.8^{-1}+3.5^{-1}+6.5^{-1}+0.15^{-1}+4.5^{-1}+7.1\right),\left(9 / 6.4^{-1}+8.8^{-1}+8.4^{-1}+6.7^{-1}+9.7^{-1}+9.9^{-1}+3.8^{-1}\right.$ $\left.\left.+4.9^{-1}+7.9\right)\right]=[1.06,6.74]$ with outward-directed rounding.

The harmonic mean of any data set is always less than the geometric mean of the data, which is in turn always less than the arithmetic mean of the data. We see this for the skinny data set, as $[2.978,3.842]<[4.186,4.866]<[5.338,5.849]$, but the means for the puffy data set, $[1.06,6.74] \leq[3.28,7.09] \leq[4.56,7.39]$, overlap each other substantially. This is a result of the greater uncertainty in the latter data set. The respective endpoints of the three intervals will always be ordered in this way (otherwise, we could tighten one or another of the intervals).

### 4.2.4 Weighted mean

It is also straightforward to compute a weighted mean for the interval data set, where the weights $W_{i}, i=1, \ldots, N$, are positive scalars, using the formula

$$
M(x) \in\left[\frac{1}{\sum_{i=1}^{N} W_{i}} \sum_{i}^{N} W_{i} \underline{x}_{i}, \frac{1}{\sum_{i=1}^{N} W_{i}} \sum_{i}^{N} W_{i} \bar{x}_{i}\right] .
$$

It is possible to compute a weighted mean where the weights are themselves intervals as well. The algorithms needed for this are a bit complex.

### 4.3 Median and percentiles

The median of a data set is a middle value of the collection, above and below which lie an equal number of values. Sometimes this is not a unique value. For instance, when the sample size is even, there is a range of values which could be called the median. In this situation, the average of these values is often taken as the median. When a data set includes incertitude represented by intervals, there will be uncertainty about exactly where the median is. Like the arithmetic mean, the median is a monotone function of each data value. This implies that the median respects stochastic dominance and that bounds on the median for a data set containing intervals can be evaluated by computing the medians for the left endpoints and right endpoints separately.

Numerical examples. The median for the skinny data set is the interval [median(1.00, $2.68,3.66,7.52,7.73,9.44)$, median(1.52, 2.98, 4.58, 7.67, 8.35, 9.99)] $=[(3.66+7.52) / 2$, $(4.58+7.67) / 2]=[5.59,6.125]$. The median for the puffy data set is [median( $0.15,2.8$, $3.5,3.5,4.5,6.1,6.5,6.9,7.1)$,median(3.8, 4.9, 6.4, 6.7, 7.9, 8.4, 8.8, 9.7, 9.9) $]=[4.5$, 7.9]. The medians are depicted in Figure 9 along with the p-boxes characterizing the distributions of the data sets. If we had defined median to be any value below which are $50 \%$ of the data values and above which are $50 \%$ of the data values (i.e., without any averaging), we would have computed the median for the skinny data set to be [[3.66, $7.52],[4.58,7.67]]=[3.66,7.67]$. This is the range that we would have obtained graphically by cutting the skinny p-box at the 0.5 probability level.


Figure 9. The medians for interval data sets.
A percentile of a data set is a number below which a given percentage of the data values lie. The median is a special case of a percentile at the $50 \%$ level. To make this definition sensible for interval data, we should say a $P^{\text {th }}$ percentile is the interval from the smallest value such that $P \%$ of the values in the data set lie below it and the largest value such that $(100-P) \%$ of the values lie above it. Like the median, percentiles interpreted this way respect stochastic dominance, so can be computed from the left and right endpoints separately. Percentiles can also be read directly from the data p-box by cutting it horizontally at the specified probability level. The algorithm to compute the $P^{\text {th }}$ percentile is simple. First, sort the left and right endpoints of the data separately in ascending order so that $\underline{x}_{(1)} \leq \underline{x}_{(2)} \leq \cdots \leq \underline{x}_{(N)}$ and $\bar{x}_{(1)} \leq \bar{x}_{(2)} \leq \cdots \leq \bar{x}_{(N)}$ For each datum $i=1, \ldots, \mathrm{~N}$, check whether $i / \bar{N}<P<(i+1) / N$. If so, then the $P^{\text {th }}$ percentile is $\left[\underline{x}_{(i)}, \bar{x}_{(i)}\right]$. If $P=(i+1) / N$, then the $P^{\text {th }}$ percentile is $\left[\underline{x}_{(i)}, \bar{x}_{(i+1)}\right]$.

Computability. This algorithm to find a percentile or the median of an interval data set requires the endpoints be sorted, which requires computer time on the order of $N \log (N)$ as the number $N$ of samples increases. Actually, the operation requires two separate sortings which would suggest the required time is $2 N \log (N)$, but, by convention, the factor 2 is neglected because it isn't growing with $N$. The additional step of traversing the list of sorted endpoints to locate the relevant index $i$ requires additional computer time on the order of $N$, which is also negligible compared to $N \log (N)$ when $N$ is large. Thus, this algorithm is said to require* time on the order of $N \log (N), \operatorname{symbolized} \mathfrak{O}(N \log N)$. Section 6 gives some more details about how computability is summarized.

### 4.4 No useful estimate for mode

The mode of a data set is the most common of the data values. Unlike most other basic descriptive statistics for univariate data, the mode does not generalize to a useful summary for data sets containing interval values. The reason that the mode is

[^2]problematic for interval data is really the same reason that it is problematic for realvalued data where, in principle, no two data values are likely to be the same at infinite precision. Even if intervals overlap substantially, there is always a configuration of scalar values from within the respective intervals that consist of unique values. If no values are repeated in a data set, then there is no mode, or perhaps every value is a mode. Consequently, because this is always possible, the only trustworthy bound on the mode in this case is the trivial one corresponding to the entire range of all the data.

Although we cannot compute a useful mode for an interval data set, there is another statistic we can define which may have some uses that parallel if not duplicate those of the mode. This statistic is the location on the abscissa where the difference between the left bound on the distribution function and the right bound on it is at a maximum. This is the same as the places where the most values in the data set overlap (or coincide if they're points). The formula for this statistic would be

$$
\left\{\begin{array}{cc}
X: \max \arg (\underline{B}(X)-\bar{B}(X))= & \max \arg \sum_{i=1}^{N} I\left(X, x_{i}\right) \\
X \in \mathrm{R} & X \in \mathrm{R}
\end{array}\right\}
$$

where the $B$ 's denote the left and right bounding distributions, and the indicator function $I\left(X, x_{i}\right)$ is one if $X \in x_{i}$ and zero otherwise. We can call this the 'most-overlap' statistic. If there are multiple places where the difference is maximal, this statistic may not be a single interval, but could be made into one by taking its convex hull.

The most-overlap statistic is not interesting for distributions like the skinny data set where intervals do not overlap, but for intervals like the puffy data set, it shows where the overlapping among values is greatest. For the puffy data set, that location is the range [7.1, 7.9], where five interval values overlap. This range is depicted as a black bar in Figure 10.


Figure 10. The most-overlap statistic.

### 4.5 Variance and other measures of dispersion

Unlike the measures of central tendency considered in section 4.2, variance and some of the other measures of dispersion considered in this section are not always easy to compute. Indeed, computing the range for the variance of interval data is provably an NP-hard problem, even if we only want to compute the variance range to within some given finite accuracy (Ferson et al. 2002a; 2002b; Kreinovich 2004). Being NP-hard means that the problem is at least as computationally difficult to solve as some problems that are widely considered by computer scientists to be generally infeasible. One basic algorithm to obtain bounds on the variance described in this section requires computational effort that grows exponentially* with the number of intervals in the data set. Kreinovich et al. (1997) discusses the problem of NP-hardness in the context of interval uncertainty, but the central conclusion is that, for problems with a large sample size, this can make the calculation of variance prohibitive if not practically impossible. This section reviews the workable strategies for making these calculations that are available for several special cases. The algorithms described here rescue the problem from infeasibility and make practical calculations of these interval statistics in a rather wide variety of important situations.

### 4.5.1 Variance

To compute bounds on the variance for an interval data set, we must somehow identify the possible values of real numbers within each of the intervals that would in aggregate lead to the largest and smallest variances. Intuitively, it is apparent that the smallest variance arises when the points are as close as possible (given the interval ranges) to the overall mean of the data set. Conversely, the largest variance arises when the points are as dispersed as possible away from the mean. This intuition sometimes allows us to determine the extremal configurations of scalars that lead to the bounding variances by inspection. For instance, consider the skinny data set, which are replotted in Figure 11. Recall that the mean for the skinny data set was computed in section 4.2 .1 to be [5.338, 5.849]. We think of a configuration of scalar point values, with each value trapped inside one of the intervals, but otherwise able to move freely. Pulling the scalars toward the mean as much as they can within their respective intervals leads to a configuration of values denoted by the diamonds in the left graph of Figure 11. Pushing the values away from the central values leads to the configuration of diamonds in the right graph. Thus, the smallest possible variance should be obtained by using the right endpoint for each interval smaller than 5 and the left endpoint for each interval larger that six. The largest variance should be obtained by selecting the opposite endpoints, that is, the left endpoints for intervals smaller than 5 and right endpoints for intervals larger than 6 . These are the extremal configurations for the skinny data:

[^3]| Smallest | Largest |
| :--- | :--- |
| variance | variance |
| configuration | configuration |
| 1.52 | 1.00 |
| 2.98 | 2.68 |
| 7.52 | 7.67 |
| 7.73 | 8.35 |
| 9.44 | 9.99 |
| 4.58 | 3.66 |

From these two configurations, one can compute bounds on the variance using either the formula for the population statistic (divide by $N$ ) or the formula for the sample statistic (divide by $N-1$ ), as shown in this table:

$$
\begin{array}{lll} 
& \text { Population statistic } & \text { Sample statistic } \\
\text { Variance } & {[7.919,10.760]} & {[9.503,12.912]}
\end{array}
$$

These interval bounds are exact, which to say they are both rigorous in the sense that they are guaranteed to enclose the true variance assuming the data values are within their respective intervals and best possible in the sense that they are as tight as possible given those intervals. They exactly bound the variance of the data (which are imperfectly measured), which is a problem of descriptive statistics. The interval for the sample variance does not necessarily bound the variance of the underlying distribution from which those data were drawn, which is a problem of inferential statistics. However, it gives exact bounds on an estimator for that underlying variance.


Figure 11. Configuration of scalar values (diamonds) within the skinny data set (line segments) leading to extremal variances.

When there is a lot of overlap among the intervals, finding the extremal configurations that lead to the smallest and largest possible variances may be more difficult, although the intuition about how the extremal variances arise is the same no matter how wide the intervals are or how much overlap they exhibit. Consequently, it is still possible to build intuition about the problem by considering it from first principles. For instance, if every
interval datum overlaps a common core region of values, then the smallest possible variance for the data set is zero. Thus, we can deduce that if the intersection of all the data intervals is non-empty, which can often be determined by inspection, then the lower bound on the variance is zero.

The puffy data set has a lot of overlap among its intervals, but there is no core that every interval overlaps. In such a case, the smallest possible variance can be computed by finding a scalar value from within the interval mean-which from section 4.2 .1 we know is [4.56, 7.39]-such that, when the data values are allowed to float freely within their respective intervals and come as close as possible to this special value within the mean range, their variance is minimized. Thus, in principle, we could let this special value range over many values in [4.56, 7.39], assign values for each data interval as close as possible to this value, and then compute the variance of these assigned values. The same strategy could be used to find the largest possible variance by pushing the values within their data intervals away from the special value. Note, however, that the special value that leads to minimum variance will probably not be the same as the special value that leads to the maximum variance. The only problem is that the possible values within the mean range that we would need to try as the special values are infinitely many in number because it is a continuous range. Consequently, for large data sets with a lot of overlap among the intervals, finding the extremal configurations that lead to the smallest and largest possible variances becomes difficult.

The following subsections describe some of the important algorithms that have been recently developed for computing bounds on variance in various special cases.

### 4.5.1.1 Lower bound on the variance

First let us consider an algorithm to compute the lower bound on the variance of interval data, which we symbolize as $\underline{V}$. We are looking for the configuration of scalar points $\left\{X_{i}\right\}$ constrained to lie within their respective intervals that minimizes variance. The algorithm is based on the fact that when the variance attains a minimum on each interval $\left[x_{i}, \bar{x}_{i}\right]$ then there are three possibilities:

- $\partial V / \partial X_{i}=0$ at the minimum somewhere in the interior of the interval, or
- the minimum is attained at the left endpoint $X_{i}=\underline{x}_{i}$ and $0<\partial V / \partial X_{i}$, or
- the minimum is attained at the right endpoint $X_{i}=\bar{x}_{i}$ and $\partial V / \partial X_{i}<0$.

Because the partial derivative is equal to $2\left(X_{i}-M\right) / N$, where $M$ is the average of the selected $X_{i}$ values, we conclude that either

- $X_{i}=M$, or
- $X_{i}=\underline{x}_{i}>M$, or
- $X_{i}=\bar{x}_{i}<M$.

Therefore, if we knew where $M$ is located with respect to all the interval endpoints, we could uniquely determine the corresponding minimizing value $X_{i}$, for every $i$.

- If $\bar{x}_{i} \leq M$, then $X_{i}=\bar{x}_{i}$, or
- if $M \leq \underline{x}_{i}$, then $X_{i}=\underline{x}_{i}$,
- otherwise $X_{i}=M$.

To find the smallest possible value of the variance, we should sort all $2 N$ endpoints $\underline{x}_{1}, \bar{x}_{1}, \underline{x}_{2}, \bar{x}_{2}, \ldots, \underline{x}_{N}, \bar{x}_{N}$ together into one sequence. We will denote the sorted list of endpoints by $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$, but we will still keep track of whether each is a left or right endpoint and which datum it is associated with. For each zone [ $Y_{k}, Y_{k+1}$ ] defined by adjacent values in this sorted list, assume that $M$ is within the zone, assign the values of $X_{i}$ according to the three rules above, and compute the average and variance for these $X_{i}$. The smallest of these tentative variances for which the average actually falls within the zone is the lower bound on the true variance of the given interval data set, i.e., the variance we would observe if the data had been perfectly precise.

If the zone has no data intervals overlapping it, then the value of $M$ is computed as the average of the $X_{i}$ values assigned to be as close to the zone as possible. If the zone corresponds to the interior of one or more data intervals, then the value of $M$ is computed as the average of the values of $X_{i}$ so assigned for all intervals other than those overlapping the zone. And the values for those intervals that do overlap are taken to be the same as $M$. For example, consider the skinny data set (given on page 28 and plotted in Figure 4). The endpoints divide the $X$-axis into 11 zones, excluding the regions smaller than the leftmost endpoint and larger than the rightmost one. Five zones are overlapped by no data intervals. For each of these zones, we place $M$ in it and arrange the $X_{i}$ values so they are as close as possible to $M$. This suffices to determine $M$ because all the $X_{i}$ have been unambiguously assigned. There are also six zones that are overlapped by a data interval. For each of these six zones, we arrange the scalar value in each of the other five intervals so that it is as close as possible to the overlapped zone and compute $M$ as the average of these five numbers.

At this point, we can check whether the value of $M$ as now computed as the average of the $X_{i}$ actually falls within the zone where it was assumed to be. If it does, then the variance associated with the configuration of scalar points $X_{i}$ that produced it is a candidate for one leading to the smallest possible variance of the given interval data set. If the computed $M$ does not fall inside that zone, then the hypothesized configuration $X_{i}$ can not produce the smallest possible variance, and we should check another zone.

As another, slightly more complex example, consider the puffy data set (given on page 28 and depicted on Figure 5). Figure 12 shows how its nine data intervals specify 17 zones along the $X$-axis. One of these zones has zero width because adjacent values in the sorted list of endpoints happen to be identical. They are the left endpoints at 3.5 for the first and fifth intervals. For these data, all of the zones are covered by at least one of the data intervals, but several zones are overlapped by multiple data intervals. This just reduces the subset of the $X_{i}$ that get averaged together to find $M$.


Figure 12. Zones along the $X$-axis for computing the lower bound on variance for the puffy data.
The formulas capturing this intuition are awkward looking but not really complex. If $M$ is in zone [ $Y_{k}, Y_{k+1}$ ], then we implicitly know all the values of $X_{i}$ and

$$
M=\frac{1}{N}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\left(N-N_{k}\right) M+\sum_{j: \underline{x}_{j} \geq Y_{k+1}} \underline{x}_{j}\right)
$$

where $N_{k}$ is the sum of the number of right endpoints to the left of the zone ( $\bar{x}_{i} \leq Y_{k}$ ) and the number of left endpoints to the right of the zone $\left(\underline{x}_{j} \geq Y_{k+1}\right)$. Solving this equation for $M$ yields

$$
M=\frac{1}{N_{k}}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\sum_{j: \underline{x_{j}} \geq Y_{k+1}} \underline{x}_{j}\right)
$$

or, if $N_{k}$ is zero, which would mean that all data intervals overlap the zone so that we could assign $X_{i}=M$ for all $i$, then we could assign $M$ to be any any value inside the zone and immediately infer the lower bound on variance to be zero. Otherwise, once $M$ is computed, we can compute the corresponding tentative variance $V_{k}$ associated with our assumption that $M$ is in the $k$ th zone as $M_{k}-M^{2}$ where $M_{k}$ is the second population moment

$$
M_{k}=\frac{1}{N}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}^{2}+\left(N-N_{k}\right) M^{2}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j}^{2}\right)
$$

These expressions can be combined and simplified in the following expression for the tentative variance

$$
V_{k}=\frac{1}{N}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}^{2}+\sum_{j: \underline{x}_{j} \geq Y_{k+1}} \underline{x}_{j}^{2}\right)-\frac{1}{N \cdot N_{k}}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\sum_{j: \underline{x}_{j} \geq Y_{k+1}} \underline{x}_{j}\right)^{2},
$$

or zero if $N_{k}$ ever is. Together with the considerations about where $M$ must lie, they justify the following algorithm.

## Algorithm for computing lower bound on variance.

0 . Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$.

1. Compute the interval arithmetic mean of the data (see section 4.2.1).
2. Sort all $2 N$ endpoints $\underline{x}_{i}, \bar{x}_{i}$ into a sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$.
3. For each zone $\left[Y_{k}, Y_{k+1}\right.$ ] that intersects with the interval mean, compute the values

$$
\begin{aligned}
& N_{k}=\#\left\{i: \bar{x}_{i} \leq Y_{k}\right\}+\#\left\{j: \underline{x}_{j} \geq Y_{k+1}\right\} \\
& S_{k}=\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j} \\
& M_{k}^{\prime}=\frac{1}{N}\left(\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}^{2}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j}^{2}\right)
\end{aligned}
$$

where the \# function returns the cardinality of a set. (It may be convenient when computing these sums sequentially to make use of the fact that a sum for $k>1$ differs from the previous for $k-1$ one by no more than two terms.)
4. If $N_{k}=0$ for any $k$, return $\underline{V}=0$ as the answer and stop the algorithm.
5. If $N_{k} \neq 0$ for all $k$, then for each $k$ check whether the ratio $S_{k} / N_{k}$ is inside the $k$ th zone [ $\left.Y_{k}, Y_{k+1}\right]$ and also inside the interval arithmetic mean for the data set.
6. If the ratio is inside both, then compute $V_{k}=M_{k}^{\prime}-S_{k}^{2} /\left(N \cdot N_{k}\right)$.
7. The smallest of these $V_{k}$ is the desired bound $\underline{V}$.

The above algorithm is fairly fast. To obtain the lower bound on the variance of an interval data set, the algorithm needs to compute variances for at most $2 N-1$ distinct configurations of points, one for each possible zone in which $M$ could fall. In practice, an implementation could take advantages of several shortcuts. For instance, only zones that overlap the interval estimate of the mean need to be checked. Zones of zero width can be neglected and if the computed $M$ for any zone is outside the interval estimate of the mean for the interval data, we need not bother to finish the calculation of the tentative variance for that zone because it cannot be the smallest possible variance for those data. Also, for each zone $k>1$, the tentatively calculated variance differs from the previous value by only a few terms, namely, the ones that depend on the values of $X_{i}$ that shift from the right endpoint to the left endpoint as $k$ increases. Keeping track of these can reduce the overall effort required by the calculation. Granvillierset al. (2004) showed that the computational effort needed by this algorithm in the worst case grows with the number of samples $N$ as a function that is proportional to $N \log N$. Computer scientists describe such an algorithm by saying it requires computational time on the order of $N \log N$, or
simply that it "runs in $\mathcal{O}(N \log N)$ time". This is a rather modest* computational burden; it is the same order of growth of effort that is generally required to sort $N$ numbers.

Numerical example. To reduce the chore of following the calculations, this example uses a data set with only five intervals: [2.1, 2.6], [2.0, 2.1], [2.2, 2.9], [2.5, 2.7], [2.4, 2.8]. Sorting these bounds together, we get ten points, $Y_{1}=2.0, Y_{2}=2.1, Y_{3}=2.1, Y_{4}=2.2$, $Y_{5}=2.4, Y_{6}=2.5, Y_{7}=2.6, Y_{8}=2.7, Y_{9}=2.8$, and $Y_{10}=2.9$, that partition the data range into nine zones:

$$
\begin{array}{llll}
{\left[Y_{1}, Y_{2}\right]} & =[2.0,2.1], & {\left[Y_{2}, Y_{3}\right]=[2.1,2.1],} & \\
{\left[Y_{4}, Y_{5}\right]=[2.2,2.4],} & {\left[Y_{3}, Y_{4}\right]=[2.1,2.2],} \\
{\left[Y_{7}, Y_{8}\right]=[2.6,2.7],} & {\left[Y_{8}, Y_{9}\right]=[2.4,2.5],} & & {\left[Y_{6}, Y_{7}\right]=[2.5 .2],}
\end{array}
$$

The arithmetic mean for the five data intervals is [2.24, 2.62], so we need only keep the the four zones that have non-empty intersection with the mean. These zones are

$$
\begin{array}{ll}
{\left[Y_{4}, Y_{5}\right]=[2.2,2.4],} & {\left[Y_{5}, Y_{6}\right]=[2.4,2.5],} \\
{\left[Y_{6}, Y_{7}\right]=[2.5,2.6],} & {\left[Y_{7}, Y_{8}\right]=[2.6,2.7],}
\end{array}
$$

The first on this short list is the fourth $(k=4)$ zone $\left[Y_{4}, Y_{5}\right]=[2.2,2.4]$. For this zone, there is one value $i$ for which $\bar{x}_{i} \leq Y_{k}=Y_{4}=2.2$. It is the value $\bar{x}_{2}=2.1$. There are also two values $j$ for which $\underline{x}_{j} \geq Y_{k+1}=Y_{5}=2.4$. The first is the value $\underline{x}_{4}=2.4$, and the second is value $\underline{x}_{5}=2.5$. Thus, $N_{4}=3$. This leads to $S_{4}=\bar{x}_{2}+\underline{x}_{4}+\underline{x}_{5}=2.1+2.4+2.5=7.0$, and $M_{4}^{\prime}=\left(2.1^{2}+2.4^{2}+2.5^{2}\right) / 5=16.42 / 5=3.284$. Proceeding to the fifth zone $\left[Y_{5}, Y_{6}\right]=$ [2.4, 2.5], we lose the value $j=5$ for which the left endpoint at 2.4 from our list of exceeded endpoints. Thus, now $N_{5}=2, S_{5}=\bar{x}_{2}+\underline{x}_{4}=2.1+2.4=4.6$, and $M_{4}^{\prime}=\left(2.1^{2}+\right.$ $\left.2.4^{2}\right) / 5=10.66 / 5=2.132$. When we move from the fifth zone to the sixth zone $\left[Y_{6}, Y_{7}\right]$ $=[2.5,2.6]$, we lose one more value $\underline{x}_{4}=2.4$, so $N_{6}=1, S_{6}=2.1$, and $M_{6}^{\prime}=2.1^{2} / 5=4.41 / 5$ $=0.882$. Finally, when we move from the sixth to the seventh zone $\left[Y_{7}, Y_{8}\right]=[2.6,2.7]$, we gain a new value $j=1$ for which $\underline{x}_{1}=2.6$. Thus, here, $N_{7}=2, S_{7}=2.1+2.6=4.7$, and $M_{7}^{\prime}=\left(2.1^{2}+2.6^{2}\right) / 5=11.17 / 5=2.234$. Computing the values of $M$ for these four zones, we obtain $S_{4} / N_{4}=7.0 / 3=2.333$ for the fourth zone, $S_{5} / N_{5}=4.6 / 2=2.3$ for the fifth, $S_{6} / N_{6}=2.1 / 1=2.1$ for the sixth, and $S_{7} / N_{7}=4.7 / 2=2.35$ for the seventh. Of these four values only the first lies within its corresponding zone. Thus it is the only one that could contain a mean inducing the minimum variance. The tentative variance at the fourth zone is $V_{4}=M_{4}^{\prime}-S_{4}^{2} /\left(N \cdot N_{4}\right)=3.284-7^{2} /(5 \cdot 3)=0.017333$, and this is therefore the minimum possible variance for the original five data intervals.

### 4.5.1.2 Upper bound on the variance

This section details several methods for computing the upper bound on variance for a data set containing intervals. A default method for the general case is reviewed first and then various more computationally convenient methods are introduced that will be applicable in different special cases.

[^4]
### 4.5.1.2.1 Default method for the general case

Variance is a quadratic function of each of its data values. To see why this is so, consider the variance of a data set of scalar values $X_{i}, i=1, \ldots, N$, as a function of a particular value $X_{j}, 1 \leq j \leq N$, which might vary. The graph of this function is a parabola that takes its minimum when $X_{j}$ equals the mean of the other data points, as depicted in Figure 13. As $X_{j}$ deviates from this mean, the variance grows without bound. A qualitatively similar picture holds for every data value. Because variance is a quadratic function of its data and because the maximum of a quadratic function over any interval of inputs is always attained at one of the endpoints, we can, in principle, always compute the upper bound on variance $\bar{V}$ just by computing the variance for every possible configuration of endpoints among the input intervals, $c_{1}\left(x_{1}\right), c_{2}\left(x_{2}\right), \ldots, c_{N}\left(x_{N}\right)$, where the $c_{i}$ functions return either the left or the right endpoint of the interval. There are of course $2^{N}$ of these configurations, which are the corners of the Cartesian space $\left[\underline{x}_{1}, \bar{x}_{1}\right] \times\left[\underline{x}_{2}, \bar{x}_{2}\right] \times \cdots \times\left[\underline{x}_{N}, \bar{x}_{N}\right]$. The largest possible variance for any configuration of points inside the space occurs at one of these corners. Such a brute force search for the maximum is an algorithm that runs in $2^{N}$ time, which is to say that, as the sample size $N$ goes up, the amount of computational effort needed increases exponentially. When the number of data intervals is small, this may not be troublesome, but the necessary calculations quickly become practically impossible for problems with lots of data. As has already been mentioned, the general problem of computing the upper bound on variance for an interval data set is NP-hard (Ferson et al. 2002a; 2002b; Kreinovich 2004). This means that, in the general case, we might not be able to expect a significantly better solution than this brute force approach affords. However, there are several special cases for which much faster algorithms are available. These are reviewed in the following sections.


Figure 13. Variance is a quadratic function of each data value $\boldsymbol{X}_{\boldsymbol{j}}$.
Numerical example. We are, at last, equipped to compute the variance for the puffy data set. Using the algorithm described in section 4.5.1.1, we obtain the following results:

|  | Zone | $\boldsymbol{N}_{\boldsymbol{k}}$ | $\boldsymbol{S}_{\boldsymbol{k}}$ | $\boldsymbol{S}_{\boldsymbol{k}} / \boldsymbol{N}_{\boldsymbol{k}}$ | $\boldsymbol{M}_{\boldsymbol{k}}^{\prime}$ | $\boldsymbol{V}_{\boldsymbol{k}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6}$ | $[4.5,4.9]$ | 5 | 30.4 | 6.08 | $191.92 / 9=21.3244$ | - |
| 7 | $[4.9,6.1]$ | 6 | 35.3 | 5.8833 | $215.93 / 9=23.9922$ | 0.91648 |


| $\mathbf{8}$ | $[6.1,6.4]$ | 5 | 29.2 | 5.84 | $178.72 / 9=19.8578$ | - |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{9}$ | $[6.4,6.5]$ | 6 | 35.6 | 5.9333 | $219.68 / 9=24.4089$ | - |
| $\mathbf{1 0}$ | $[6.5,6.7]$ | 5 | 29.1 | 5.82 | $177.43 / 9=19.7144$ | - |
| $\mathbf{1 1}$ | $[6.7,6.9]$ | 6 | 35.8 | 5.9667 | $222.32 / 9=24.7022$ | - |
| $\mathbf{1 2}$ | $[6.9,7.1]$ | 5 | 28.9 | 5.78 | $174.71 / 9=19.4122$ | - |
| $\mathbf{1 3}$ | $[7.1,7.9]$ | 4 | 21.8 | 5.45 | $124.3 / 9=13.8111$ | - |

(Normal rounding is used in this table.) Eight of the seventeen zones intersected with the interval mean. But only one has the ratio $S_{k} / N_{k}$ within the zone, so it is the only one producing a tentative variance, which is therefore the minimum variance $\underline{V}=0.916$.

Using the brute force method of checking every combination of endpoints, there are $2^{9}=$ 512 different configurations for which variances were combined. The largest of these was 10.975 . Among the 512 corner configurations, the smallest variance observed is only 1.638 . Notice that this value is not the smallest possible given the interval data because, unlike the maximum of a quadratic function like variance, the minimum need not occur on a corner. The configurations of scalars within the intervals of the puffy data set that produced the extreme variances are shown below and depicted in Figure 14.

| Smallest | Largest <br> variance |
| :--- | :--- |
| configuration | configuration |
| 5.8833 | 3.5 |
| 6.9 | 8.8 |
| 6.1 | 8.4 |
| 5.8833 | 2.8 |
| 5.8833 | 9.7 |
| 6.5 | 9.9 |
| 3.8 | 0.15 |
| 4.9 | 4.5 |
| 7.1 | 7.9 |

From these bounds on population variance (defined with division by $N$ ), one can also compute bounds on the sample variance (defined with division by $N-1$ ), as summarized in this table:

$$
\begin{array}{lll} 
& \text { Population statistic } & \text { Sample statistic } \\
\text { Variance } & {[0.916,10.975]} & {[1.031,12.347]}
\end{array}
$$

We've used outward-directed rounding to display these intervals with only three decimal places, so the last digit of both upper values is bigger than what one might otherwise expect.


Figure 14. Configuration of scalar values within the puffy data set leading to extremal variances.
The rest of the subsections of 4.5.1 describe algorithms that are much more efficient at computing the upper bound on variance for various special cases of interval data. Unless you are particularly interested in the algorithms, you could skip this material and continue reading at section 4.5.2 on page 58 .

### 4.5.1.2.2 No-nesting data

For the case of no-nesting data, we can arrange the intervals in lexicographic order by their endpoints. In such an ordering, $x_{i} \leq x_{j}$ if and only if either $\underline{x}_{i} \leq \underline{x}_{j}$, or $\underline{x}_{i}=\underline{x}_{j}$ and $\bar{x}_{i} \leq \bar{x}_{j}$. Starks et al. (2004) proved that the maximum of $V$ is always attained if, for some $k$, the first $k$ values $x_{i}$ are equal to $\underline{x}_{i}$ and the next $N-k$ values $x_{i}$ are equal to $\bar{x}_{i}$. The proof is by reduction to a contradiction: if in the maximizing configuration $\left(x_{1}, \ldots, x_{N}\right)$, some $\bar{x}_{i}$ is smaller than some $\underline{x}_{j}$, where $i<j$, then we can increase $V$ while keeping $E$ intact, which is in contradiction of the assumption that the configuration was maximizing. Specifically, if $\Delta_{i} \leq \Delta_{j}$, an increase in $V$ could be achieved by replacing $\bar{x}_{i}$ with $\underline{x}_{i}=\bar{x}_{i}-$ $2 \Delta_{i}$ and $\underline{x}_{j}$ with $\underline{x}_{j}+2 \Delta_{i}$. Otherwise, an increase could be achieved by replacing $\underline{x}_{j}$ with $\bar{x}_{j}$ $=\underline{x}_{j}+2 \Delta_{j}$ and $\bar{x}_{i}$ with $\bar{x}_{i}-2 \Delta_{j}$. As a result of these considerations, we arrive at the following algorithm.

Algorithm for computing upper bound on variance for no-nesting interval data.
0 . Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, and $\left.\underline{x}_{i} \neq \bar{x}_{i} \operatorname{implies}\left[\underline{x}_{i}, \bar{x}_{i}\right] \not \subset\right] \underline{x}_{j}, \bar{x}_{j}[$ for all $i=1$, $\ldots, N$, and any $j=1, \ldots, N$.

1. Sort the intervals $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right]$ into lexicographic order.
2. For $k=0,1, \ldots, N$, compute the value $V=M-E^{2}$ for the corresponding configurations $x^{(k)}=\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{N}\right)$. (Note that, when we go from a vector $x^{(k)}$ to the vector $x^{(k+1)}$, only one component changes, so only one term changes in each of the sums $E$ and $M$, which makes them easy and fast to compute).
3. The largest $V$ computed in step 2 is the desired upper bound on the variance for the no-nesting interval data.

How good is this algorithm? The lexicographic ordering takes $\mathcal{O}(N \log N)$ time.
Computing the initial values of $E$ and $M$ requires linear time $\mathcal{O}(N)$. For each $k$, computing the new values of $E$ and $M$ requires a constant number of steps, so overall, computing all $N$ values of $E$ and $M$, and hence $V$, requires linear time. Thus, the overall time of this algorithm is $\mathcal{O}(N \log N)$.

Numerical example. Suppose $x_{1}=[0,3], x_{2}=[2,4]$, and $x_{3}=[1,4]$. It is easy to check that none of these three intervals is a proper subset of the interior of any of the others, so the three intervals are a no-nesting data set. Sorting the intervals in lexicographic order and reindexing them yields $x_{1}=[0,3], x_{2}=[1,4]$, and $x_{3}=[2,4]$. The algorithm considers these four configurations

$$
\begin{aligned}
& x^{(0)}=(3,4,4), \\
& x^{(1)}=(0,4,4), \\
& x^{(2)}=(0,1,4), \\
& x^{(3)}=(0,1,2) .
\end{aligned}
$$

For $x^{(0)}$, we have $E=(3+4+4) / 3=11 / 3$, and $M=\left(3^{2}+4^{2}+4^{2}\right) / 3=41 / 3$, so $V=(41 / 3)-$ $(11 / 3)^{2}=123 / 9-121 / 9=2 / 9$. The vector $x^{(1)}$ differs from $x^{(0)}$ only in the first component; it has $X_{1}=\underline{x}_{1}=0$ instead of $X_{1}=\bar{x}_{1}=3$. To get the new value of $E$, we can simply subtract $\left(\bar{x}_{1}-\underline{x}_{1}\right) / N=(3-0) / 3=1$ from the old value, which gives $E=8 / 3$. Similarly, to get the new value of $M$, we subtract $\left(3^{2}-0^{2}\right) / 3=3$ from the old value. This gives $M=32 / 3$. Therefore $V=(32 / 3)-(8 / 3)^{2}=32 / 3-64 / 9=32 / 9$. Next, the vector $x^{(2)}$ differs from $x^{(1)}$ only by the second term, so it has $X_{2}=\underline{x}_{2}=1$ instead of $X_{2}=\bar{x}_{2}=4$. Thus, to get the new value of $E$, we can simply subtract $\left(\bar{x}_{2}-\underline{x}_{1}\right) / N=(4-1) / 3=1$ from the previous value, which yields $E=5 / 3$. To get the new value of $M$, we can subtract $\left(4^{2}-1^{2}\right) / 3=5$ from the previous value, which gives $M=17 / 3$. So $V=17 / 3-(5 / 3)^{2}=17 / 3$ $-25 / 9=26 / 9$. Finally, the vector $x^{(3)}$ differs from $x^{(2)}$ only by the third term. It has $X_{3}=\underline{x}_{3}=2$ instead of $X_{3}=\bar{x}_{3}=4$. So, to get the new value of $E$, we can simply subtract $\left(\bar{x}_{3}-\underline{x}_{3}\right) / N=(4-2) / 3=2 / 3$ from the previous value, which gives $E=1$. The new value of $M$ is obtained by subtracting $\left(4^{2}-2^{2}\right) / 3=4$ from the previous value, which gives $M=5 / 3$ and $V=5 / 3-1^{2}=2 / 3$. Of the four values of variance computed, the largest is $32 / 9$, so it is the upper bound on the variance.

### 4.5.1.2.3 Arrangeable data

Arrangeable data sets consist of measurements that can be partitioned into $D$ subgroups, each of which is a no-nesting data set. For arrangeable data, we can similarly prove that if we sort the intervals in each subgroup into lexicographic order, then the maximum of the variance is attained when, for intervals corresponding to each subgroup, the values $X_{i}$ corresponding to this subgroup form a sequence ( $\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{K_{j}}, \bar{x}_{K_{j}+1}, \bar{x}_{K_{j}+2} \ldots, \bar{x}_{N_{j}}$ ), where $N_{j}$ is the total number of values in the $j$ th subgroup. To find the maximum of the variance, we must find the values $K_{1}, \ldots, K_{D}$ corresponding to the $D$ subgroups. For
these values, $V=M-E^{2}$, where $\mathrm{M}=\Sigma M_{j}$ and $E=\Sigma E_{j}$, where $E_{j}$ and $M_{j}$ denote the averages of $X_{i}$ and of $X_{i}^{2}$ taken by using only data in the $j$ th subgroup.

For each subgroup $j$, we can compute all $N_{j+1}$ possible values $E_{j}$ and $M_{j}$ in linear time. There are fewer than $N^{D}$ combinations of $K_{i}{ }^{\prime}$ s. For each combination, we need $D$ additions to compute $E=\Sigma E_{j}, D$ additions to compute $M=\Sigma M_{j}$, and a constant number of operations to compute $V=M-E^{2}$. Thus, overall, this algorithm needs $\mathcal{O}\left(N^{D}\right)$ time.

### 4.5.1.2.4 Thin data

Xiang et al. (2007a) described a linear-time algorithm for computing the upper bound on variance for thin interval data, i.e., interval data in which the intervals when symmetrically narrowed by dividing each width by the sample size $N$, none is a proper subset of the interior of another. Interval data sets that have no intersections or have the no-nesting property are special cases of thin interval data. A data set is thin if

$$
\left|\bar{x}_{i}-\underline{x}_{i}-\bar{x}_{j}+\underline{x}_{j}\right| \leq N\left|\underline{x}_{i}+\bar{x}_{i}-\underline{x}_{j}-\bar{x}_{j}\right|
$$

for all $i \neq j$. Because these 'narrowed' intervals have the no-nesting property, they can be ordered lexicographically without ambiguity. This also means that the midpoints of the original intervals can likewise be ordered. Starks et al. (2004; Dantsin et al. 2006) showed that, in such an ordering, the largest possible variance is attained by a configuration of scalar values within the respective intervals that occupy the left endpoints for the first $K$ intervals and the right endpoints for the remaining intervals, for some integer $K$. A brute force search for the index value $K$ that maximizes variance can be found with an algorithm that runs in $\mathcal{O}(N \log N)$ time (Dantsin et al. 2006), but by exploiting observations about how tentative variance calculations change at nearby corners of the Cartesian space formed by the input intervals, Xiang et al. (2007a) were able to derive an even better algorithm that runs in linear time $\mathcal{O}(N)$, which is given below.

Algorithm for computing upper bound on variance for thin interval data.
0. Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, and $\left|\bar{x}_{i}-\underline{x}_{i}-\bar{x}_{j}+\underline{x}_{j}\right| \leq N\left|\underline{x}_{i}+\bar{x}_{i}-\underline{x}_{j}-\bar{x}_{j}\right|$ for all $i \neq j$.

1. Initialize $I^{-}=\varnothing$ and $I^{+}=\varnothing$..
2. Initialize $I=\left\{i: \bar{x}_{i} \neq \underline{x}_{i}, i=1, \ldots, N\right\}$, the set of indices of nondegenerate intervals.
3. $\operatorname{Set} E^{-}=E^{+}=0$.
4. Compute $e=\sum_{i: x_{i}=\bar{x}_{i}} x_{i}$.
5. Iterate until $I=\varnothing$ the following steps:
a. Compute the index $m$ of the median of the set $\left\{Z_{i}: Z_{i}=\left(x_{i}+\bar{x}_{i}\right), i \in I\right\}$ and $M=\left(\underline{x}_{m}+\bar{x}_{m}\right)$ for the corresponding interval.
b. Partition the elements of $I$ into two sets $P^{+}=\left\{i:\left(\underline{x}_{i}+\bar{x}_{i}\right) \leq M, i \in I\right\}$ and $P^{-}=\left\{j: M<\left(\underline{x}_{j}+\bar{x}_{j}\right), j \in I\right\}$.
c. Compute $e^{-}=E^{-}+\sum_{i \in P^{-}} \underline{x}_{i}$, and $e^{+}=E^{+}+\sum_{i \in P^{+}} \bar{x}_{i}$.
d. Compute $e^{*}=e+e^{-}+e^{+}$.
e. Compute $Y=\left(N M-\bar{x}_{m}+\underline{x}_{m}\right) / 2$.
f. If $Y=e^{*}$ then replace $I^{-}$with $I^{-} \cup P^{-}, I^{+}$with $P^{+}$, and $I$ with $\varnothing$, but
g. Otherwise
i. If $Y<e^{*}$ then assign
6. $I=P^{+}$,
7. $I^{-}=I^{-} \cup P^{-}$, and
8. $E^{-}=e^{-}$, or
ii. Else if $Y>e^{*}$ then assign
9. $I=P^{-}$,
10. $I^{+}=I^{+} \cup P^{+}$, and
11. $E^{+}=e^{+}$.
12. Compute the variance of the vector of scalar values $X_{1}, \ldots, X_{N}$, where $X_{i}=\underline{x}_{i}$ for $i \in I^{-}$ and $X_{j}=\bar{x}_{j}$ for $j \in I^{+}$, and $X_{k}=\underline{x}_{k}=\bar{x}_{k}$ if $x_{k}$ is a degenerate interval.
13. This variance is the desired bound upper bound for the thin interval data set.
$I^{-}$is the set of indices for intervals whose left endpoints we have already inferred will participate in the configuration maximizing variance, and the set $I^{+}$identifies those intervals whose right endpoints will. The set $I$ holds the indices of the intervals about which we are still undecided. At each iteration of the algorithm, the set $I$ is divided in half, and the values of $E^{-}$and $E^{+}$are the sums

$$
E^{-}=\sum_{i \in I^{-}} \underline{x}_{i}, \quad E^{+}=\sum_{i \in I^{+}} \bar{x}_{i} .
$$

That is, $E^{-}$is the sum of all the participating left endpoints and $E^{+}$is the sum of all of the participating right endpoints. At each iteration within the algorithm, a median must be calculated, which can be done in linear time (Cormen et al. 2001), and all other operations with the elements of $I$ require a time that is linear in its number of elements. We start with $I$ having $N$ elements, or less if there are degenerate intervals, and at each step it is halved. Therefore the overall computation time is no greater than $C(N+N / 2+$ $N / 4+\cdots$ ), where $C$ is some constant. But this sum is no larger than $2 C N$, which means it is linear in $N$.

One might expect that having this $\mathcal{O}(N)$ algorithm for thin data obviates the $\mathcal{O}(N \log N)$ algorithm for no-nesting data described in the previous section. Not only does it require fewer computational steps, but it applies to more data sets, because all no-nesting data are special cases of thin data. The $\mathcal{O}(N \log N)$ algorithm is not obsolete, however, because the actual time required for each step in these two algorithms may differ. Likewise, the $\mathcal{O}(N \log N)$ algorithm is quite a bit simpler to implement than that for the $\mathcal{O}(N)$ algorithm. Indeed, even checking for thinness requires a more complicated algorithm than does checking for the no-nesting property. Thus, the $\mathcal{O}(N \log N)$ algorithm may still be useful because it requires less effort to implement and may actually require less computation time than the more sophisticated $\mathcal{O}(N)$ algorithm, even though the former requires more steps as a function of sample size than the latter. Of course, for very large data sets, for which $N$ is large, the $\mathcal{O}(N)$ algorithm will eventually be preferable no matter the difference in time per step or overhead implementation costs.

### 4.5.1.2.5 Same-precision, binned data and detect/non-detect data

The $\mathcal{O}(N \log N)$ algorithm for no-nesting data in section 4.5.1.2.2 and the $\mathcal{O}(N)$ algorithm for thin data in section 4.5.1.2.4 both also apply to same-precision data, binned data and detect/non-detect data, which are all special cases of no-nesting and thindata. Thus, feasible algorithms are available to compute the upper bound on variance for a wide variety of reasonably sized interval data sets that commonly arise in censuses, questionnaires, cases involving privacy restrictions, and the appearance of non-detects in chemical composition or survey studies.

### 4.5.1.2.6 Scattered, few- and no-intersections data

Another feasible algorithm to compute the upper bound on variance is also possible for the case where no more than $K<N$ intervals have a common intersection. As defined in section 3.5, these are few-intersections data sets, which generalize no-intersections data sets. In fact, the algorithm described below also works with scattered data, which is the still more general case. As defined in section 3.5, an interval data set is called scattered if there are no more than $K$ intervals have a common intersection after their widths are reduced by a factor of $1 / N$.

Ferson et al. (2005a) described an algorithm that runs in quadratic time $\mathcal{O}\left(N^{2}\right)$. It is a search for the configuration of scalar values $X_{i} \in x_{i}$ that leads to the largest possible variance. The first step of the algorithm is to compute

$$
y_{i}=\left[\underline{x}_{i}+\bar{x}_{i}-\frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}, \underline{x}_{i}+\bar{x}_{i}+\frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}\right] / 2
$$

for each $i=1, \ldots, N$. We can call these the 'narrowed' intervals. They have the same midpoints as the original data $x_{i}$, but they have much smaller widths. The endpoints of these narrowed intervals are sorted together to form a sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$, which is then used to partitioned the real line into $2 N+1$ zones [ $Y_{k}, Y_{k+1}$ ], where $Y_{0}=-\infty$ and $Y_{2 N+1}=\infty$. Then, for any zones that do not intersect with interval arithmetic mean of the data $x_{i}$ (see section 4.2.1), we assign $X_{i}=\bar{x}_{i}$ if $Y_{k+1} \leq \underline{y}_{i}$, or $X_{i}=\underline{x}_{i}$ if $\bar{y}_{i} \leq Y_{k}$. For all other
unassigned values $X_{i}$, we consider both endpoints as possibilities. As a result, we obtain one or several configurations $X_{i}$. For each of these configurations, we check whether the average of the values is indeed within the current zone, and, if it is, compute the variance for the configuration. The largest such variance computed is returned as the desired maximal variance for the data $x_{i}$.

The proof that this algorithm only requires $\mathfrak{O}\left(N^{2}\right)$ time is based on the fact that for each zone, there are at most $K$ indices $i$ for which the $i$ th narrowed interval $y_{i}$ contains this zone and therefore, at most $K$ indices for which we had to consider both endpoints. As a result, for each zone, there are at most $2^{K}$ corresponding sequences $X_{i}$ to check.

With a little work, we can derive a better algorithm that runs in only $\mathcal{O}(N \log N)$ time. We first sort the lower endpoints of the narrowed intervals $\underline{y}_{i}$. This operation requires $\mathcal{O}(N \log N)$ time (Cormen et al. 2001). Without loss of generality, in fact, we'll assume that's been done and the lower endpoints are given in increasing order: $\underline{y}_{1} \leq y_{2} \leq \cdots \leq y_{N}$. Then, as in the previous algorithm, we sort all the endpoints of the narrowed intervals into a single sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$, but we will still keep track of whether each is a left or right endpoint and which datum it is associated with. This sorting also requires $\mathcal{O}(N \log N)$ time. The notation $k^{-}(i)$ will denote the left endpoint of the $i$ th narrowed interval and $k^{+}(i)$ will denote the right endpoint.

The next step of the algorithm is to produce, for each of the resulting zones [ $\left.Y_{k}, Y_{k+1}\right]$, the set $S_{k}$ of all the indices $i$ for which the $i$ th narrowed interval $y_{i}$ contains the zone. As already mentioned, for each $i$, we know the value $k=k^{-}(i)$ for which $y_{i}=Y_{k}$. So, for each $i$, we place $i$ into the set $S_{k-(i)}$ corresponding to the zone [ $\left.Y_{k-(i)}, Y_{k-(i)+1}\right]$, into the set corresponding to the next zone, etc., until we reach the zone for which the upper endpoint is exactly $\bar{y}_{i}$.

Here, we need one computational step for each new entry of $i$ into the set corresponding to a new zone. Therefore, filling in all these sets requires as many steps as there are items in all these sets. For each of $2 N+1$ zones, as we have mentioned, there are no more than $K$ items in the corresponding set; therefore, overall, all the sets contain no more than $K \cdot(2 N+1)=\mathcal{O}(N)$ steps. Thus, this calculation requires $\mathcal{O}(N)$ time.

The fourth step of the algorithm is to compute, for all integers $P$ from 0 to $N$, the sums

$$
\begin{aligned}
E_{P} & =\frac{1}{N} \sum_{i=1}^{P} \underline{x}_{i}+\frac{1}{N} \sum_{i=P+1}^{N} \bar{x}_{i} \\
M_{P} & =\frac{1}{N} \sum_{i=1}^{P} \underline{x}_{i}^{2}+\frac{1}{N} \sum_{i=P+1}^{N} \bar{x}_{i}^{2} .
\end{aligned}
$$

The values are computed sequentially. Once we know $E_{P}$ and $M_{P}$, we can compute $E_{P+1}=E_{P}+\underline{x}_{P+1}-\bar{x}_{P+1}$, and $M_{P+1}=M_{P}+\left(\underline{x}_{P+1}\right)^{2}-\left(\bar{x}_{P+1}\right)^{2}$. The transition from $E_{P}$ and
$M_{P}$ to $E_{P+1}$ and $M_{P+1}$ requires a constant number of computational steps, so, overall, we need $\vartheta(N)$ steps to compute all the values $E_{P}$ and $M_{P}$.

The fifth step of the algorithm is to compute, for each zone $k$, the corresponding values of the variance. For that, we first find the smallest index $i$ for which $Y_{k+1} \leq y_{i}$. We will denote this value $i$ by $p(k)$. Since the values $\underline{y}_{i}$ are sorted, we can find it by using bisection (Cormen 2001). It is known that bisection requires $\mathcal{O}(\log N)$ steps, so finding such $p(k)$ for all $2 N+1$ zones requires $\vartheta(N \log N)$ steps.

Once $i \geq p(k)$, then $\underline{y}_{i} \geq y_{p(k)} \geq Y_{k+1}$. So, in accordance with the justification for the quadratic-time algorithm, we should assign $X_{i}=\bar{x}_{i}$, as in the sums $E_{p(k)}$ and $M_{p(k)}$. In accordance with the same justification, the only values $i<p(k)$ for which we may also assign $X_{i}=\bar{x}_{i}$ are the values for which the $i$ th narrowed intervals contains this zone.
These values are listed in the set $S_{k}$ of no more than $K$ such intervals. So, to find all possible values of $V$, we can do the following. We consider all subsets $s \subseteq S_{k}$ of the set $S_{k}$; there are no more than $2^{K}$ such subsets. For each subset $s$, we replace, in $E_{p(k)}$ and $M_{p(k)}$, values $\underline{x}_{i}$ and $\left(\underline{x}_{i}\right)^{2}$ corresponding to all $i \in s$, with, correspondingly, $\bar{x}_{i}$ and $\left(\bar{x}_{i}\right)^{2}$. Each replacement means subtracting no more than $K$ terms and then adding no more than $K$ terms, so each computation requires no more than $2 K$ steps. Once we have $E$ and $V$ corresponding to the subset $s$, we can check whether $E$ belongs to the analyzed zone and, if so, compute $V=M-E^{2}$. For each subset, we need no more than $2 K+2$ computations, so for all no more than $2^{K}$ subsets, we need no more than $(2 K+2) \cdot 2^{K}$ computations. For a fixed $K$, this value does not depend on $N$, so this means we need only a constant amount of calculation $\mathcal{O}(1)$ steps for each zone. To perform this computation for all $2 N+1$ zones, we need $(2 N+1) \cdot \mathcal{O}(1)=\mathcal{O}(N)$ time.

The last step of the algorithm is to find the largest of the resulting values $V$, which will be the desired value upper bound on the variance of the data $x_{i}$. Finding the largest of $\mathcal{O}(N)$ values requires $\mathcal{O}(N)$ steps. Summing up all the computational effort required by this algorithm gives $\mathcal{O}(N \log N)+\mathcal{O}(N \log N)+\mathcal{O}(N)+\mathcal{O}(N)+\mathcal{O}(N \log N)+\mathcal{O}(N)=$ $\mathcal{O}(N \log N)$ steps. This proves the computes the upper bound on variance in $\mathcal{O}(N \log N)$ time.

### 4.5.1.3 When only some intervals are nondegenerate

In some situations, most of the data collected are considered precise and are represented as scalar values. One example of this is when we have a mostly complete data set that is contaminated with only a few missing values. This situation can be exploited to simplify the calculations. Suppose that, in a data set with $N$ values, only $H \ll N$ are nondegenerate intervals. This section briefly outlines the economies that can be enjoyed in the methods described so far for computing variance.

Finding the lower bound on variance as outlined in section 4.5.1.1 would only require determining $X_{i}$ for the $H$ nondegenerate intervals, which would mean only having to
check $2 H$ zones formed by their endpoints. The calculations would require $\Theta(H \log H)$ time to sort the $H$ endpoints, and $\mathcal{O}(H)$ time to compute most of the sequential values $S_{k}, N_{k}$ and $M_{k}^{\prime}$ and their implied $V_{k}$, although they would still use $\mathcal{O}(N)$ time to produce the initial values of $S_{k}, N_{k}$ and $M_{k}^{\prime}$. Thus, the overall time for this exercise would be only $\vartheta(H \log H+N)$, which will typically be much smaller than $\mathcal{O}(N \log N)$.

Computing the upper bound on the variance would also benefit substantially by having to deal with only $H$ intervals. In the general case, which was described in section 4.5.1.2.1, the overall computational time would only be $\mathcal{O}\left(N+2^{H}\right)$ rather than the much larger $\mathcal{O}\left(2^{N}\right)$. For few-intersections an scattered data (discussed in section 4.5.1.2.6), the calculations would require only $\mathcal{O}(H \log H+N)$ time. For the case of arrangeable data (discussed in section 4.5.1.2.3) arising from $D$ measuring instruments, the calculations would require $\mathcal{O}(H \log H)$ steps for sorting, $\mathcal{O}(N)$ steps for the original arrangement, and $H^{D}$ steps to compute the values for all $H^{D}$ possible combinations of $K_{i}$. If $2 \leq D$, then $H$ $\log H \leq H^{D}$, so the overall computational time would be $\mathcal{O}\left(N+H^{D}\right)$.

### 4.5.1.4 Cheap conservative bounds on variance

One reason that few investigators have studied the implications of interval uncertainty for routine statistics may be that it is, in general, extremely hard (Ferson et al. 2002a; 2002b; Kreinovich 2004) to compute the variance or related measures of dispersion and that no approximate methods are available. This section offers an approximate method for quantitatively computing variance for interval data sets. The result is rigorous in the sense that it is sure to enclose the true variance, but the upper bound may be somewhat larger than it needs to be.

Recall that the lower bound on variance can always be computed using the algorithm described in section 4.5.1.1 which should be workable for almost any data set since it runs in $\mathfrak{O}(N \log N)$ time (the same effort required to sort a list of $N$ values). It is the upper bound on variance that can be difficult. In this approach it is computed separately using an idea suggested by Roger Nelsen.

Suppose (without loss of generality) that we have separately sorted the left endpoints of all the intervals $\left\{\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{N}\right\}$ and the right endpoints $\left\{\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{N}\right\}$ of all the intervals so that $\underline{x}_{i} \leq \underline{x}_{j}$ and $\bar{x}_{i} \leq \bar{x}_{j}$ whenever $1 \leq i<j \leq N$. Compute the variance for the vector $\left\{\underline{x}_{1}, \underline{x}_{2}, \ldots, \underline{x}_{K}, \bar{x}_{K+1}, \bar{x}_{K+2} \ldots, \bar{x}_{N}\right\}$ for all integers $K$ between 1 and $N$. The largest variance of these $N-2$ computations is a conservative estimate of the upper bound of the variance of the interval data. This algorithm is effectively tracing out a hypothetical distribution that matches with the left side of the data's empirical distribution (section 4.1) for low probabilities and then matches with the right side of the empirical distribution for high probabilities. The discontinuous jump from the left side to the right side occurs at the spot that maximizes the resulting variance. This distribution might be called the dispersive distribution because it has the largest dispersion that could exist for any distribution inside the p-box.

Numerical examples. Let us compute the conservative upper bounds on variance for the skinny and puffy data sets. We saw in section 4.1 that the left side of the empirical distribution for the skinny data set is the distribution $\{1.00,2.68,3.66,7.52,7.73,9.44\}$ and its right side is $\{1.52,2.98,4.58,7.67,8.35,9.99\}$. By checking the variance of the distribution formed by taking the $K$ first elements of the left side and the $N-K$ last elements from the right side, we find that the $K=3$ yields the distribution, i.e., \{1.00, $2.68,3.66,7.67,8.35,9.99$ \}, with the largest population variance, which is 10.760 (with upward-directed rounding). Likewise, the p-box for the puffy data set is the pair of distributions $\{0.15,2.8,3.5,3.5,4.5,6.1,6.5,6.9,7.1\}$ and $\{3.8,4.9,6.4,6.7,7.9,8.4$, $8.8,9.7,9.9\}$. For this data set, $K=4$ leads to $\{0.15,2.8,3.5,3.5,7.9,8.4,8.8,9.7,9.9\}$ whose population variance 11.448 (with upward rounding) is the largest possible for any value of $K$. The dispersive distributions are depicted in Figure 15. The upper bounds on variance computed this way are conservative (i.e., no smaller than) the exact upper bounds computed previously. In the case of the skinny data, the results are just the same. In the case of the puffy data, the conservative bound is about 0.5 larger than it absolutely needs to be.


Figure 15. Empirical distributions (gray) and dispersive distributions (black) that lead to conservative upper bounds on variance.

### 4.5.2 Standard deviation and standard error

The standard deviation $s$ of an interval data set can be computed immediately from the variance $v$ (section 4.5.1) simply by taking its square root,

$$
s=[\underline{s}, \bar{s}]=\sqrt{v}=[\sqrt{\underline{v}}, \sqrt{\bar{v}}] .
$$

When the variance is a nondegenerate interval, the standard deviation will be too.
Numerical examples. The sample standard deviation for the skinny data set is [ $\sqrt{ } 9.503$, $\sqrt{ } 12.912]=[3.082,3.594]$. (Remember that intervals are outward rounded as described in section 3.2, so that, although the sample standard deviation is computed to be [3.0827..., $3.5933 \ldots$... the left endpoint rounds down and the right endpoint rounds $u p$ to the interval reported here.) The population standard deviation for the skinny data set is $[\sqrt{ } 7.919$,
$\sqrt{ } 10.760]=[2.814,3.281]$. For the puffy data set, the sample standard deviation is $[\sqrt{ } 1.031, \sqrt{ } 12.347]=[1.015,3.514]$, and the population standard deviation is $[\sqrt{ } 0.916, \sqrt{ } 10.975]=[0.957,3.313]$.

The standard error, which is the standard deviation associated with the mean, can also be computed from the sample variance immediately by scaling for the sample size,

$$
s_{X}=\left[\underline{s}_{X}, \bar{s}_{X}\right]=[\underline{s} / \sqrt{N}, \bar{s} / \sqrt{N}]=\sqrt{v / N}=[\sqrt{\underline{v} / N}, \sqrt{\bar{v} / N}] .
$$

Again, whenever the variance is a nondegenerate interval, the standard error will be too.
Numerical examples. The standard error for the skinny data set, i.e., the standard deviation of its mean, is $[\sqrt{ } 9.503, \sqrt{ } 12.912] / \sqrt{ } 6=[1.258,1.467]$. For the puffy data set, the standard error is $[\sqrt{ } 1.031, \sqrt{ } 12.347] / \sqrt{ } 9=[0.338,1.172]$.

### 4.5.3 Range and interquartile range

The range of a data set that contains intervals is the tightest interval in which all possible data values lie. It can be evaluated simply as the interval between the smallest left bound and largest right bound in the data set,

$$
\left[\min _{1 \leq i \leq N} \underline{x}_{i}, \max _{1 \leq i \leq N} \bar{x}_{i}\right] .
$$

The interquartile range for a data set containing intervals is the interval from the smallest value such that $25 \%$ of the values in the data set lie below it and the largest value such that $75 \%$ of the values lie above it. It is very easy to evaluate the interquartile range, and it can be done graphically. The interquartile range is often used as a characterization of dispersion because it is less sensitive to outliers than the standard deviation (or range), just as the median is less sensitive than the mean. Such characterizations are called robust statistics (Huber 1981).

Both the range and the interquartile range are sometimes expressed as displacements in the $X$ direction, rather than as intervals of possible $X$-values between percentiles. These statistics say how wide the scatter of data is, rather than where it is. The formula for the displacement range for an interval data set is

$$
\left[\max \left(0, \max _{1 \leq i \leq N} \underline{x}_{i}-\min _{1 \leq i \leq N} \bar{x}_{i}\right), \max _{1 \leq i \leq N} \bar{x}_{i}-\min _{1 \leq i \leq N} \underline{x}_{i}\right]=p_{100}-p_{0}
$$

where $p_{100}$ and $p_{0}$ are the interval estimates of the $100^{\text {th }}$ and $0^{\text {th }}$ percentiles respectively (see section 4.3) and the minus sign between them denotes the interval difference (section 3.1). When there are intervals in the data, even the displacement range will still generally be an interval, because we cannot be sure what the span is between the smallest
datum and the largest datum. The displacement version of the interquartile range can be evaluated as

$$
p_{75}-p_{25},
$$

where $p_{75}$ and $p_{25}$ are the interval estimates of the $75^{\text {th }}$ and $25^{\text {th }}$ percentiles respectively, and any negative values are truncated to zero. These displacement statistics do not respect stochastic dominance, so evaluating them requires examining the intervals together, rather than their sets of endpoints separately.

Numerical examples. The range for the skinny data set is [1, 9.99], and the range for the puffy data set is [0.15, 9.9]. The interquartile range for the skinny data set is [2.68, 8.35], and the interquartile range for the puffy data set is [3.5, 8.8], as depicted in Figure 16 along with the p-boxes characterizing the distributions of the data sets. The displacement range for the skinny data is the interval [7.92, 8.99]. The largest possible displacement range of 8.99 occurs when the realized value in the data interval [1.00, 1.52] is 1 and the realized value within the data interval $[9.44,9.99]$ is 9.99 . This is the difference in the $X$ direction between the upper, far-right corner of the p-box and the lower, far-left corner. The smallest possible displacement range of 7.92 occurs when these data intervals take on the realized values 1.52 and 9.44 respectively. This is the difference between the upper, left corner and the lower, right corner of the p-box. The displacement interquartile range for the skinny data is $[4.75,5.67]$. The displacement range for the puffy data is [3.3, 9.75] and its displacement interquartile range is [0.1, 5.3].


Figure 16. Interquartile ranges (as set of possible values) for interval data sets.
You may want to skip the next two sections which discuss methods to compute statistical moments and skewness. Resume reading about confidence intervals in section 4.8 on page 66 .

### 4.6 Moments

This section outlines the calculation of moments about the origin and central moments about the mean for data sets that may contain intervals.

### 4.6.1 Moments about the origin

The $Q^{\text {th }}$ moment about the origin of a data set is the average of the $Q^{\text {th }}$ powers of the individual data, where $Q$ is a nonnegative integer. When $Q$ is odd, the moment function is monotone and it respects stochastic dominance, so the $Q^{\text {th }}$ moment is

$$
\left[\frac{1}{N} \sum_{i}^{N} \underline{x}_{i}^{Q}, \quad \frac{1}{N} \sum_{i}^{N} \bar{x}_{i}^{Q}\right], \quad \text { if } Q \text { is odd } .
$$

The zeroth moment is identically one, even for interval data sets. The first moment is the arithmetic mean of the data set (section 4.2.1).

When $Q$ is even, the moment function is not monotone, unless the data happen to all have constant sign. In the general case, the formula becomes

$$
\frac{1}{N}\left(\sum_{i}^{N}\left[\underline{x}_{i}, \bar{x}_{i}\right]^{Q}\right), \quad \text { if } Q \text { is even }
$$

where

$$
[\underline{x}, \bar{x}]^{Q}= \begin{cases}{\left[\bar{x}^{Q}, \underline{x}^{Q}\right]} & \text { if } \bar{x} \leq 0 \\ {\left[0, \max \left(\underline{x}^{Q}, \bar{x}^{Q}\right)\right]} & \text { if } \underline{x} \leq 0 \leq \bar{x} \\ {\left[\underline{x}^{Q}, \bar{x}^{Q}\right]} & \text { if } 0 \leq \underline{x}\end{cases}
$$

is the integral-power function for intervals, which accounts for intervals that are negative, positive and straddle zero.

Numerical examples. Because both data sets consist of strictly positive values, all the moments for the skinny and puffy data sets can be computed easily and exactly. Some results are shown in the following table.

|  | Skinny |  | Puffy |  |
| :---: | :---: | :---: | :---: | :---: |
| $0^{\text {th }}$ moment | 1 |  | 1 |  |
| $1^{\text {st }}$ moment | 5.338, | 5.849 ] | 4.56, | 7.39 ] |
| $2^{\text {nd }}$ moment | [ 37.832, | $43.420]$ | [ 25.56, | 58.54 ] |
| $3{ }^{\text {rd }}$ moment | [ 299.609, | 359.409 ] | [ 154.09, | 487.30 ] |
| $4^{\text {th }}$ moment | [2490.269, | 3134.390 ] | [ 972.13, | 4200.83 ] |

### 4.6.2 Central moments of even order

The $Q^{\text {th }}$ central moment, or central moment of order $Q$ is defined as

$$
M_{Q}=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\frac{1}{N} \sum_{j=1}^{N} x_{j}\right)^{Q},
$$

which is to say, it is the average $Q^{\text {th }}$ power of the deviations from the mean. The moment is of even order if $Q$ is even, and otherwise it is odd.

To evaluate the $M_{Q}$ associated with an interval data set, we will first consider the lower bound. The partial derivative

$$
\frac{\partial M_{Q}}{\partial x_{i}}=\frac{Q}{N}\left(x_{i}-E\right)^{Q-1}-\frac{Q M_{Q-1}}{N}
$$

where $E$ denotes the true scalar arithmetic mean of the data (which may be unknown), is nonnegative if and only if $\mu \leq x_{i}$ for all $i$, where

$$
\mu \equiv E+\left(Q M_{Q-1}\right)^{1 /(Q-1)} .
$$

Thus, once we know where $\mu$ is located with respect to the endpoints, we can find the configuration of the scalars $X_{i} \in x_{i}$ that minimize $M_{Q}$, and compute $\mu$ itself from its definition above evaluated at that configuration. The value $M_{Q-1}$ can be computed based on the corresponding population moments up to $Q-2$. Once we know the moments for one zone, computing the moment for the next zone requires a constant-time calculation. Therefore, to find the lower bound $\underline{M}_{Q}$ involves sorting the endpoints, computing the original values of the moments, and computing the moments for all zones to identify the smallest one.

Evaluating the upper bound $\bar{M}_{Q}$ is NP-hard in general, but feasible algorithms are possible for a variety of the special kinds of interval data set described in section 3.5. For instance, for no-intersection or few-intersections data sets, a similar analysis of partial derivatives leads straightforwardly to an $\mathcal{O}(N \log N)$ algorithm for the upper bound.

For a same-precision data set in which all the nondegenerate intervals have the same width, the problem of finding the upper bound is like that of the variance. In this case, the maximum is always attained at a corner of the data set $\left(\underline{x}_{(1)}, \ldots, \underline{x}_{(k)}, \bar{x}_{(k+1)}, \ldots, \bar{x}_{(N)}\right)$ for some ordering of the indices. The following arguments work not only for central moments, but also for generalized central moments

$$
M_{\psi}=\frac{1}{N} \sum_{i=1}^{N} \psi\left(x_{i}-E\right)
$$

for an arbitrary convex function $\psi(X) \geq 0$ for which $\psi(0)=0$ and $\psi "(X)>0$ for all $X \neq 0$. Let us first show that the maximum cannot be attained in an interior of any of the intervals. In this case, at the maximizing point the first derivative

$$
\frac{\partial M_{\psi}}{\partial x_{i}}=\frac{1}{N} \psi^{\prime}\left(x_{i}-E\right)-\frac{1}{N^{2}} \sum_{j=1}^{N} \psi^{\prime}\left(x_{j}-E\right)
$$

should be equal to zero and the second derivative

$$
\frac{\partial^{2} M_{\psi}}{\partial x_{i}^{2}}=\frac{1}{N} \psi^{\prime \prime}\left(x_{i}-E\right)\left(1-\frac{2}{N}\right)+\frac{1}{N^{3}} \sum_{j=1}^{N} \psi^{\prime \prime}\left(x_{j}-E\right)
$$

is non-positive. Because the function $\psi$ is convex, $\psi^{\prime \prime}(X) \geq 0$, so this second derivative is a sum of nonnegative terms, and the only case when it is nonnegative is when all these terms are zeros, that is, when $x_{j}=E$ for all $j$. In this case, $M_{\psi}=0$ which, for nondegenerate intervals, is clearly not the largest possible value of $M_{\psi}$. Therefore, for every $i$, the maximum of the generalized central moment is attained either when $x_{i}=\underline{x}_{i}$ or when $x_{i}=\bar{x}_{i}$. This proves the maximum is at a corner of the data set, and thus that the general case of searching for the maximum, at worst, requires $\mathcal{O}\left(2^{N}\right)$ time.

We will now prove that the maximum is always attained for one of the vectors $\left(\underline{x}_{(1)}, \ldots, \underline{x}_{(k)}, \bar{x}_{(k+1)}, \ldots, \bar{x}_{(N)}\right)$. To prove this, we need to show that if $x_{i}=\bar{x}_{i}$ and $x_{j}=\underline{x}_{j}$ for some $i<j$ (and $\underline{x}_{i} \leq \underline{x}_{j}$ ), then the change described in that proof, while keeping the average $E$ intact, increases the value of $M_{\psi}$. Without loss of generality, we can consider the case $\Delta_{i} \leq \Delta_{j}$. In this case, the fact that $M_{\psi}$ increase after the above-described change is equivalent to $\psi\left(\underline{x}_{i}+2 \Delta_{i}-E\right)+\psi\left(\underline{x}_{j}-E\right) \leq \psi\left(\underline{x}_{i}-E\right)+\psi\left(\underline{x}_{j}+2 \Delta_{i}-E\right)$, i.e., that $\psi\left(\underline{x}_{i}+2 \Delta_{i}-E\right)-\psi($ $\left.\underline{x}_{i}-E\right) \leq \psi\left(\underline{x}_{j}+2 \Delta_{j}-E\right)-\psi\left(\underline{x}_{j}-E\right)$. Since $\underline{x}_{i} \leq \underline{x}_{j}$ and $\underline{x}_{i}-\mathrm{E} \leq \underline{x}_{j}-E$, this can be proven if we show that for every $\Delta>0$ (and, in particular, for $\Delta=2 \Delta_{i}$ ), the function $\psi(x \Delta)-\psi(x)$ is increasing. Indeed, the derivative of this function is equal to $\psi^{\prime}(x+\Delta)-\psi^{\prime}(x)$, and because $\psi^{\prime \prime}(x) \geq 0$, we do have $\psi^{\prime}(x+\Delta) \geq \psi^{\prime}(\mathrm{x})$. The idea behind the algorithm is that finding the upper bound of $M_{\psi}$ only requires checking all $N$ vectors of the type
$\left(\underline{x}_{(1)}, \ldots, \underline{x}_{(k)}, \bar{x}_{(k+1)}, \ldots, \bar{x}_{(N)}\right)$.
Computability. For finding the lower bound of the central moment, sorting the endpoints requires $\mathcal{O}(N \log N)$ time, computing the original values of the moments takes $\mathcal{O}(N)$ time, and computing the moments for all zones takes $\mathcal{O}(N)$ time. So the overall effort to compute the lower bound requires $\mathcal{O}(N \log N)$ time. For computing the upper bound, computability varies for the different data cases. The algorithm for both no-intersections data sets and few-intersections data sets requires $\mathcal{O}(N \log N)$ time. For the case of sameprecision data, checking all $N$ vectors requires $\mathcal{O}(N \log N)$ steps. An algorithm for a several-instruments data set originating from $M$ measuring instruments (producing intervals of $M$ different widths) would require $\mathcal{O}\left(N^{M}\right)$ time. When only $H$ out of $N$ intervals are nondegenerate, there can also be some economy. In this case, the algorithms
for finding the lower and upper bounds on a central moment for the general case would need, respectively, only $\mathcal{O}(N+H \log H)$ time instead of $\mathcal{O}(N \log N)$ time, and only $\mathcal{O}\left(N+2^{H}\right)$ time instead of $\mathcal{O}\left(2^{N}\right)$ time.

### 4.6.3 Central moments of odd order

As explained in the previous section, the $Q^{\text {th }}$ central moment is a central moment of odd order if $Q$ is odd. The first central moment is always zero, even if the inputs are intervals. The derivative has the same form $\partial M_{Q} / \partial X_{i}=(Q / N)\left(X_{i}-E\right)^{Q-1}-(Q / N) M_{Q-1}$, but due to the fact $Q$ is odd, it leads to a more complex description of the condition $\partial M_{Q} / \partial X_{i} \geq 0$. This condition is equivalent to $X_{i} \geq \mu^{+}$or $X_{i} \leq \mu^{-}$, where

$$
\mu^{ \pm} \equiv E \pm\left(Q M_{Q-1}\right)^{1 /(Q-1)} .
$$

Thus, to find all the values $X_{i}$ in the configuration that extremizes the statistic, instead of knowing a single zone where $\mu$ lies, we now need to know two zones: a zone containing $\mu^{-}$and a zone containing $\mu^{+}$. There are $\mathcal{O}\left(N^{2}\right)$ such pairs of zones, and each needs to be tried.

Computability. For general interval data sets, computing both $\underline{M}_{Q}$ and $\bar{M}_{Q}$ with this approach would require $\mathcal{O}\left(2^{N}\right)$ time. If $K$ or fewer intervals intersect, only $\mathcal{O}\left(N^{2}\right)$ time is needed. If only $H$ out of $N$ intervals are nondegenerate, then we need $\mathcal{O}\left(N+2^{H}\right)$ time instead of $\mathcal{O}\left(2^{N}\right)$, and $\mathcal{O}\left(N+H^{2}\right)$ instead of $\mathcal{O}\left(N^{2}\right)$.

Numerical examples. The third central moment for the skinny data is [-6.963, 2.556]. The smallest possible value of the third central moment arises from the configuration vector ( $1,2.98,7.67,8.35,9.44,4.58$ ); the largest arises from the configuration vector $(1.52,2.68,7.52,7.73,9.99,3.66)$. The third central moment for the puffy data set is [ $-30.435,7.871]$. The associated extremal configurations are (6.4, 8.8, 8.4, 6.7, 9.7, $9.823871978,0.15,4.9,7.9)$ and (3.5, 6.9, 6.1, 2.8, 3.5, 9.9, 3.8, 4.5, 7.1). Notice that all but one of the values in these extremal configurations are endpoints from the orifinal interval data. The one that isn't has many decimal places. The bounds and extremal configurations were found using Microsoft Excel's Solver facility (Fylstra et al. 1998) which uses simplex, generalized-reduced-gradient, and branch-and-bound methods to solve optimization problems.

### 4.7 Skewness

Skewness is a measure of the asymmetry of a distribution. A distribution is said to be positively skewed, or right-skewed, if its right tail is longer than symmetry would suggest, and negatively or left-skewed if its left tail is longer. The standardized moment of skewness is

$$
\gamma_{1}=\mu_{3} / \sigma^{3}
$$

where the numerator $\mu_{3}$ denotes the third central moment about the mean and denominator $\sigma^{3}$ denotes the cube of the standard deviation. Karl Pearson also suggested an alternative measure of skewness as

although this measure does not generally agree with the standardized moment of skewness.

As we saw with the variance in section 4.5.1, the optimal calculation of the skewness coefficient for data sets containing intervals will be considerably more complicated that it would be for a data set with only point estimates. As yet, little attention has been devoted to algorithms that could be used to compute exact bounds on either of these coefficients. However, it is possible to use naive interval analysis to obtain an enclosure of the desired interval. This enclosure is guaranteed to bound the true skewness of the data set, but probably will not be optimally tight. Alternatively, an inside-out approximation can be obtained by selecting scalar values from each of the intervals and computing the skewness coefficient. As this process is repeated for different possible configurations of point values within the respective intervals, the smallest and largest skewnesses observed characterize a range that must lie inside the true interval for skewness given the uncertainty expressed in the data intervals. The combination of the enclosure obtained by naive interval analysis and what might be called the 'inner estimate' obtained by sampling may be informative.

Numerical examples. As computed in section 4.6.3, the third central moments for the skinny and puffy data sets are, respectively, the intervals [ $-6.963,2.556$ ] and $[-30.435$, 7.871]. We saw in section 4.5 .2 the corresponding population standard deviations to be the intervals [2.814, 3.281] and [0.957, 3.313]. From these results we can compute a sure (but probably not optimal) bound on the standardized moment of skewness for the skinny data set as $[-6.963,2.556] /[2.814,3.281]^{3}=[-0.313,0.115]$. The same statistic for the puffy data set is $[-30.435,7.871] /[0.957,3.313]^{3}=[-34.725,8.981]$. As computed in sections 4.2 .1 and 4.3 , the arithmetic means for the skinny and puffy data sets are, respectively, the intervals [5.338, 5.849] and [4.56, 7.39], and the medians are [5.59, $6.125]$ and $[4.5,7.9]$. Now we can compute bounds on Pearson's measure of skewness for the skinny data as $([5.338,5.849]-[5.59,6.125]) /[2.814,3.281]=[-0.279,0.093]$, and for the puffy data as $([4.56,7.39]-[4.5,7.9]) /[0.9573,3.3128]=[-3.489,3.019]$. Because of the repeated parameters involved in these formulations, the resulting intervals may be wider than is necessary to contain all the skewness values that might arise from the interval data. Monte Carlo simulations involving 100,000 sample vectors selected at random from the interval data sets were used to find inner bounds for the standardized and Pearson skewnesses. The results of the simulation are given in the table along with the intervals just computed using naive interval calculations:

| Skinny | Standardized skewness | Pearson's skewness |
| :--- | :--- | :--- |
| Monte Carlo simulation | $[-0.183,0.060]$ | $[-0.175,0.013]$ |
| Naive interval calculation | $[-0.313,0.115]$ | $[-0.279,0.093]$ |
| Puffy |  |  |
| Monte Carlo simulation | $[-1.654,0.675]$ | Pearson's skewness |
| Naive interval calculation | $[-34.725,8.981]$ | $[-0.778,0.704]$ |
| Standices |  |  |

The naive interval calculations-which are so called pointedly because they do not account for the repeated parameters-yield outer estimates that are sure to enclose the true ranges of skewness but are probably too wide. The Monte Carlo simulations yield inner estimates that are almost certain to underestimate the true ranges. The discrepancies between these two kinds of bounding estimates reveals the computational consequences of not having exact methods for computing skewness as we do for means and variances.

### 4.8 Confidence intervals

Frequentist confidence intervals* are widely used to characterize the sampling uncertainty of statistics computed from random sample data, i.e., from subsets of a

[^5]population rather than the entire population. For instance, confidence intervals on the mean are very widely used as a characterization of the location of a data set, just like the mean, median, and mode are, except that confidence intervals also capture the effect of sample size (cf. Killeen 2005). They are wide when there are few samples and tighten as the sample size increases. In practice, confidence limits on means are often used as conservative estimates of data location when the paucity of samples makes the ordinary means unreliable estimates. It might be argued that confidence intervals are a part of inferential statistics, but we consider them here in their use as descriptions of the central tendency of a distribution.

A confidence interval for an unknown population parameter at the $P \%$ level is a range defined in such a way that it will contain the true value of the parameter (at least) $P \%$ of the time it is computed from random sample data. The value $P \%$ is called the confidence level, or sometimes the coverage. As a result of this prescription, confidence intervals are not unique. There are many distinct confidence intervals that could be specified for a single parameter and a single data set that differ in how they are centered. The endpoints of confidence intervals are called upper and lower confidence limits, which can be symbolized by $U$ and $L$ respectively. The upper confidence limit is often of critical interest and is commonly denoted by the abbreviation UCL.

The most commonly used confidence limits are those for the mean of a variable assumed to follow a normal distribution. In this case, the confidence interval is

$$
\left[L_{\alpha}, U_{\alpha}\right]=\left[\bar{X}-t_{\alpha, N} \frac{s}{\sqrt{N}}, \bar{X}+t_{\alpha, N} \frac{s}{\sqrt{N}}\right]
$$

where $N$ is the sample size, $\bar{X}$ is the sample mean, $s$ is the sample standard deviation, $t_{\alpha, N}$ is the critical value from the Student's $t$ distribution associated with the desired confidence level and the given sample size. It was of course Gosset (Student 1908) who recognized the need for the multiplication by the $t$ statistic to correct for the fact that the standard deviation was being estimated from data rather than known parametrically.

Computations of confidence limits usually ignore interval uncertainty in the data unless it has the form of non-detects (left censoring) which is widely recognized as problematic. In practice, many analysts pretend the uncertain values are zero or set them at the detection limit which is presumably the largest they could possibly be, or sometimes set them to a value that is one half the detection limit to split the difference. Some analysts actually use pseudorandom numbers to assign arbitrary values within the range between zero and the detection limit to each of the non-detects, and then compute the confidence limit as if those values had been measured. All of these "substitution" strategies are seriously flawed and cannot be used to estimate the confidence limit well or even conservatively (Helsel 1990; 2005). The problem is that the direction of bias of the substitution methods is unknown. Setting the non-detects to their detection limits will likely overestimate the mean, but will tend to underestimate the standard deviation. Conversely, setting non-detects to zero will underestimate the mean but overestimate the standard deviation. Because the confidence limits are functions of the difference between
the two statistics, we cannot be sure about whether they will be over- or underestimated. When censoring is moderate, Cohen's method is often used to account for non-detects (Gilbert 1987; EPA 2000, page 4-43ff). It is a maximum likelihood method for correcting the estimates of the sample mean and the sample variance to account for the presence of non-detects among the data. This method requires that the detection limit be the same for all the data and that the underlying data are normally distributed. Current guidance from the U.S. EPA (2002) suggests an interval statistics (bounding) approach to computing the bounds on the confidence limits in the presence of non-detects and other forms of data censoring using mathematical optimization, but it does not provide convenient algorithms for this.

Section 4.2.1 and 4.5.2 described ways to compute the interval average and interval standard deviation, and one might be tempted to just plug these intervals into the expression above. However, as often happens in interval computations, the resulting interval for $U$ would be wider than the actual range because the values for the mean and the standard deviation are computed based on the same inputs $x_{1}, \ldots, x_{N}$ and cannot, therefore, change independently. Let us consider the simple case when $x_{1}=x_{2}=[0,1]$. In this case, the range of the mean is $\left(x_{1}+x_{2}\right) / 2$ is equal to $[0,1]$, where the largest value 1 is attained only if both values are 1 . The sample standard deviation is $[0,1 / 2]$, with the largest value attained only in two cases: when $x_{1}=0$ and $x_{2}=1$, or when $x_{1}=1$ and $x_{2}=0$. If we were simply to combine these intervals, we would conclude that $U$ is within the interval $[0,1]+t_{95,2}[0,1 / 2] / \sqrt{ } 2=\left[0,1+t_{95,2} / \sqrt{ } 8\right]$, where $t_{95,2}$ is the critical value of the Student's $t$ distribution that is associated with $95 \%$ confidence and a sample size of 2 (i.e., one degree of freedom). But it is easy to show that $U$ cannot be as large as this interval suggests. The only way it could be this large is for both the mean and standard deviation to have their highest values. This is never possible with a single configuration of values for $x_{1}$ and $x_{2}$, because the configuration that leads to the highest mean value doesn't lead to the highest value of the standard deviation and vice versa. Thus, the actual range of $U$ must be narrower than would be computed by naively combining the two intervals.

The rest of section 4.8 concerns the derivation of algorithms to compute confidence limits and confidence intervals, both with and without an assumption of normality for the underlying distribution. If you don't need to know how this is done, you might skip to section 4.9 on page 75 .

### 4.8.1 Inner bounds on confidence limits

Kreinovich et al. (2003; 2004b; 2005a) described a feasible algorithm for computing the lower bound on the upper confidence limit $\underline{U}$ and the upper bound on the lower confidence limit $\bar{L}$. These are the inner bounds on the endpoints of the confidence interval. The idea underlying this algorithm is similar to that for computing the lower bound on variance $\underline{V}$. The minimum of a differentiable function of a scalar value $X_{i}$ over an interval is attained either inside this interval or at one of the endpoints. If the minimum is attained inside the interval, the derivative $\partial U / \partial X_{i}$ is equal to zero. If function is minimized at the left endpoint $X_{i}=\underline{x}_{i}$, then $\partial U / \partial X_{i} \geq 0$, and if it is minimized at the right endpoint $X_{i}=\bar{x}_{i}$ then $\partial U / \partial X_{i} \leq 0$. For the upper bound $U$, we have

$$
\frac{\partial U}{\partial X_{i}}=\frac{1}{N}+K_{0} \frac{X_{i}-E}{S N}
$$

where $K_{0}$ is some constant involving the critical value from the $t$ distribution. So the derivative equals zero when and only when $X_{i}$ takes on the value $M=E-S / K_{0}$.
Comparing $M$ with $X_{i}$ likewise tells us whether the derivative is non-positive or nonnegative, so we can say that either

$$
\begin{gathered}
M \leq X_{i}=\underline{x}_{i}, \\
X_{i}=\bar{x}_{i} \leq M, \text { or } \\
\left.X_{i}=M \in\right] \underline{x}_{i}, \bar{x}_{i}[,
\end{gathered}
$$

(where the inverted brackets denote the open interval that excludes its endpoints). Hence, if we know the location of the value $M$ with respect to all the intervals $x_{i}$, we will immediately know the values of the scalar configuration $X_{i}$ that extremizes $U$ by these three rules. To find the minimum, therefore, we will analyze how the endpoints of the input intervals divide the real line and consider all the resulting zones.

Let us sort all $2 N$ endpoints together into one sequence and denote them by $Y_{1} \leq \cdots \leq Y_{2 N}$. For each input interval $i$ for which $M$ is not an element of the interior of the interval, the scalar value Xi that extremizes $U$ is uniquely determined by the first two rules above. For each input interval $i$ for which $M \in] \underline{x}_{i}, \bar{x}_{i}\left[\right.$, the extremizing scalar value $X_{i}$ should be equal to $M$, and that $M$ must be the same for all such intervals. To determine what it is, we use its definition $M=E-S / K_{0}$ where the values of $E$ and $S$ are computed from the same configuration of scalars $X_{i}$. This equation is equivalent to $0 \leq E-M$ and $S^{2} / K_{0}{ }^{2}=$ $(M-E)^{2}$. Substituting the values of $X_{i}$ into the formula for the mean $E$ and for the standard deviation $S$, we get a quadratic equation for $M$. For each zone of the real line partitioned by the $Y$ 's, we can uniquely determine the values $X_{i}$ that may correspond to a minimum of $U$. These considerations justify the following algorithm.

Algorithm for computing inner bounds on confidence limits $\underline{U}$ and $\bar{L}$.
0 . Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$.

1. Sort all $2 N$ endpoints $\underline{x}_{i}, \bar{x}_{i}$ into a single sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$. Let $Y_{0}=-\infty$ and $Y_{2 N+1}=+\infty$. The real line is thus partitioned into $2 N+1$ zones.
2. For each zone [ $Y_{k}, Y_{k+1}$ ], $k=0,1, \ldots, 2 N$, do the following steps:
a. Compute the values

$$
\begin{aligned}
& e_{k}=\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j} \\
& m_{k}=\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}^{2}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j}^{2},
\end{aligned}
$$

and let $N_{k}$ be the total number of such $i$ 's and $j$ 's.
b. Letting $\alpha=1 / K_{0}$, compute the values

$$
\begin{gathered}
A_{k}=e_{k}^{2}\left(1+\alpha^{2}\right)-N \alpha^{2} m_{k}, \\
B_{k}=2 e_{k}\left(N_{k}\left(1+\alpha^{2}\right)-N \alpha^{2}\right), \text { and } \\
C_{k}=N_{k}\left(N_{k}\left(1+\alpha^{2}\right)-N \alpha^{2}\right) .
\end{gathered}
$$

c. Solve the quadratic equation $A_{k}-B_{k} M+M^{2}=0$ to obtain $M$.
d. For computing $\underline{U}$, select only those solutions for which $M N_{k} \leq e_{k}$ and $M \in$ [ $\left.Y_{k}, Y_{k+1}\right]$. For computing $\bar{L}$, select only thos solutions for which $M N_{k} \geq$ $e_{k}$ and $M \in\left[Y_{k}, Y_{k+1}\right]$. For each selected solution, compute the values of

$$
\begin{aligned}
E_{k} & =\frac{e_{k}}{N}+\frac{N-N_{k}}{N} M, \\
W_{k} & =\frac{m_{k}}{N}+\frac{N-N_{k}}{N} M^{2}, \\
U_{k} & =E_{k}+K_{0} \sqrt{W_{k}-E_{k}^{2}}, \\
L_{k} & =E_{k}-K_{0} \sqrt{W_{k}-E_{k}^{2}},
\end{aligned}
$$

3. The smallest $U_{k}$ computed in step 2 d is the desired lower bound on $U$. The largest $L_{k}$ computed in step 2d is the desired upper bound on $L$.

This algorithm is fairly efficient. Sorting the endpoints requires $\mathcal{O}(N \log N)$ steps (Cormen 2001). The quantities $e_{k}, m_{k}$ and $N_{k}$ computed in step 2 a at any step $k>1$ depend simply on the analogous values computed in the previous step $k-1$. We can improve the algorithm in an obvious way so that its initial computation of all quantities requires linear time $\mathcal{O}(N)$, and for each zone, it needs only a constant-time operation to update all quantities, solve the quadratic equation, and compute the corresponding values of the confidence limits. Thus, the algorithm requires $\Theta(N \log N)$ time overall.

Numerical example. Suppose that $K_{0}=2$ and we have $N=2$ intervals, $[-2,-1]$ and $[1,2]$ and we want to compute the upper bound on the upper confidence limit. In this example, sorting leads to $Y_{1}=-2, Y_{2}=-1, Y_{3}=1, Y_{4}=2$, so the real line is divided into five zones, $[-\infty,-2],[-2,-1],[-1,1],[1,2]$, and $[2, \infty]$. We show the computations for each of these five zones. In this case, $\left[Y_{0}, Y_{1}\right]=[-\infty,-2]$. Because $x_{j} \geq-2$ for all $j$, the sum $e_{0}$ gets the value $(-2)+1=-1$, and $m_{0}$ gets the value $(-2)^{2}+1^{2}=5$, and $N_{0}$ is 2 . Because $\alpha$ $=1 / K_{0}=1 / 2$, we have

$$
\begin{gathered}
A_{0}=(-1)^{2} \times\left(1+(1 / 2)^{2}\right)-2 \times(1 / 2)^{2} \times 5=-5 / 4, \\
B_{0}=2 \times(-1) \times\left(2 \times\left(1+(1 / 2)^{2}\right)-2 \times(1 / 2)^{2}\right)=-4, \text { and } \\
C_{0}=2 \times\left(2 \times\left(1+(1 / 2)^{2}\right)-2 \times(1 / 2)^{2}\right)=4 .
\end{gathered}
$$

The corresponding quadratic equation $4 M^{2}+4 M-5 / 4=0$ has two roots

$$
M_{1,2}=\frac{-4 \pm \sqrt{4^{2}+4 \times(5 / 4) \times 4}}{2 \times 4}=\frac{-4 \pm 6}{8}
$$

Neither of the roots, $M_{1}=-1.25$ or $M_{2}=0.25$, is in the zone $[-\infty,-2]$. For the second zone, $\left[Y_{1}, Y_{2}\right]=[-2,-1], e_{1}=1, m_{1}=1$, and $N_{1}=1$. Consequently, $A_{1}=3 / 4, B_{1}=6 / 4$, and $C_{1}=3 / 4$. Diving both sides of the quadratic equation by $3 / 4$ yields $M^{2}-2 M+1=0$, whose double root $M_{1,2}=1$ is outside the zone. For the third zone $[-1,1], e_{2}=0, m_{2}=2$, and $N_{2}=2$, so $A_{2}=-1, B_{2}=0$, and $C_{2}=4$, and the roots $M_{1,2}= \pm 1 / 2$, both of which are inside the zone. However, only the root $-1 / 2$ satisfies the inequality $M N_{2} \leq e_{2}=0$. For this root, $E_{2}=0 / 2+(2-2) / 2$

$$
\begin{aligned}
& E_{2}=\frac{0}{2}+\frac{2-2}{2} \times\left(-\frac{1}{2}\right)=0, \\
& W_{2}=\frac{2}{2}+\frac{2-2}{2} \times\left(-\frac{1}{2}\right)^{2}=1,
\end{aligned}
$$

and

$$
U_{2}=0+2 \sqrt{1-0^{2}}=2
$$

For the fourth zone, $[1,2], e_{3}=-1, m_{3}=1$, and $N_{3}=1$, so $A_{3}=3 / 4, B_{3}=-6 / 4$, and $C_{3}=$ 3/4. Again, diving both sides of the quadratic equation by $3 / 4$ yields $M^{2}+2 M+1=0$, whose double root $M_{1,2}=-1$ is outside the zone. Finally, for the fifth zone [2, $\infty$ ], all of the right endpoints of the input intervals are less than or equal to 2 , so $e_{4}=1, m_{4}=5$, and $N_{4}=2$, so $A_{4}=-5 / 4, B_{4}=4$, and $C_{4}=4$. The corresponding quadratic equation has roots $M_{1,2}=(4 \pm 6) / 8$, both of which are outside the zone. The largest (and only) value of $U$ computed was 2 , so the upper bound on the upper confidence limit on the mean is 2 .

### 4.8.2 Computing the outer bounds on confidence limits

Computing the upper bound on the upper confidence limit $\bar{U}$ or computing the lower bound on the lower confidence limit $\underline{L}$ is an NP-hard problem (Kreinovich et al. 2003; 2004b; 2005a). If the quantity $\beta=1+1 / K_{0}^{2} \leq N$, then the corresponding maximum and minimum are always attained at the endpoints of the intervals $x_{i}$, so to compute the outer bounds on the confidence limits it is sufficient to consider all $2^{N}$ combinations of such endpoints, which are the corners of the Cartesian product of the input intervals. This is true, for instance, if $K_{0}$ is larger than one and the sample size $N$ is two or larger, in other words, for almost all cases of practical interest. The sections below consider some special cases of interval data that offer better prospects computationally than this general case.

Numerical example. Let us compute upper and lower bounds on the upper confidence limit on the mean (UCL) for the skinny and puffy data sets. The skinny and puffy data were given on page 28 and plotted in Figure 6. Assuming their underlying distributions are normal, we can use the corner-checking algorithm just described to compute the upper bounds on the $95 \%$ UCLs and the algorithm described in section 4.8.1 to compute
the lower bounds. These calculations are a bit too cumbersome to reproduce here; for instance, the corner-checking algorithm for the puffy data requires calculating values for each of $2^{9}=512$ configurations of scalars from within the respective intervals. We used one-sided critical $t$-values. The resulting normal one-sided $95 \%$ UCL is [5.958, 8.863] for the puffy data and $[8.070,8.613]$ for the skinny data, both with outward-directed rounding. These interval UCLs are plotted in Figure 17. Note that UCL for the skinny data has a smaller upper bound than that for the puffy data, even though it was based on fewer data. Keep in mind that the intervals displayed in the figure are not analogous to confidence intervals for ordinary scalar data sets, but rather to the upper confidence limit, which is always a scalar value whenever the data are all scalars.

## Skinny



Figure 17. Normal one-sided $\mathbf{9 5 \%}$ upper confidence limits on the mean (UCLs) for the skinny and puffy data.

### 4.8.2.1 No-intersection and scattered data

The outer confidence limits can be calculated efficiently in the special case when the interval data $x_{i}, i=1, \ldots, N$, do not intersect with each other, or when they are scattered in the sense that the narrowed intervals

$$
y_{i}=\left[\tilde{x}_{i}-\beta \frac{\Delta_{i}}{N}, \tilde{x}_{i}+\beta \frac{\Delta_{i}}{N}\right]=\left[\underline{x}_{i}+\bar{x}_{i}-\beta \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}, \underline{x}_{i}+\bar{x}_{i}+\beta \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}\right] / 2,
$$

do not intersect, where $i=1, \ldots, N, \beta=1+1 / K_{0}{ }^{2}$, and $\widetilde{x}$ and $\Delta$ denotes the midpoint and halfwidth of an interval. These narrowed intervals have the same midpoints as the original data $x_{i}$, but they can have much smaller widths, depending on the sample size $N$ and $K_{0}$. In fact, a feasible algorithm is even possible when no more than $\mathrm{K}<\mathrm{N}$ of the narrowed intervals have a common intersection (Kreinovich 2005a).

Algorithm for computing outer bounds on confidence limits $\underline{L}$ and $\bar{U}$ for scattered data.
0 . Data are $x_{i}=\left[\underline{x_{i}}, \bar{x}_{i}\right], i=1, \ldots, N$, such that, given $\beta=1+1 / K_{0}{ }^{2}$, the narrowed intervals

$$
y_{i}=\left[\underline{x}_{i}+\bar{x}_{i}-\beta \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}, \underline{x}_{i}+\bar{x}_{i}+\beta \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}\right] / 2
$$

have no mutual intersection.

1. Sort all $2 N$ endpoints of the narrowed intervals $y_{i}, \bar{y}_{i}$ into a single sequence $Y_{1} \leq Y_{2} \leq$ $\ldots \leq Y_{2 N}$. Let $Y_{0}=-\infty$ and $Y_{2 N+1}=+\infty$. The real line is thus partitioned into $2 N+1$ zones.
2. For each zone $\left[Y_{k}, Y_{k+1}\right], k=0,1, \ldots, 2 N$, and for each $j$ from 1 to $N$, select one or more values for $X_{j}$ according to these rules:
a. If $Y_{k+1}<y_{j}$, then set $X_{j}=\bar{x}_{j}$.
b. If $Y_{k+1}>y_{j}$, then set $X_{j}=\underline{x}_{j}$.
c. For all other $j, \operatorname{set} X_{j}$ to both possible values $\bar{x}_{j}$ and $\underline{x}_{i}$ and consider both sequences.

The result will be one or multiple configurations of $X_{j}$ for each zone.
3. For each of the configurations $X_{j}$ assembled in step 2,
a. Compute the mean $E$ and standard deviation $S$ for the configuration $X_{j}$.
b. If $E-S / K_{0} \in\left[Y_{k}, Y_{k+1}\right]$, then compute $U=E+K_{0} S$.
c. If $E+S / K_{0} \in\left[Y_{k}, Y_{k+1}\right]$, then compute $L=E-K_{0} S$.
4. The largest $U$ computed in step 3 b is the desired upper bound on the upper confidence limit on the mean $\bar{U}$. The smallest $L$ computed in step 3 c is the desired lower bound for the lower confidence limit on the mean $\underline{L}$.

These algorithms require quadratic time. However, modifications to the algorithms are possible that would enable the computations to be done in only $\vartheta(N \log N)$ time. The modifications are similar to those described in section 4.5.1.2.6 on page 55 for computing the upper bound on variance (see also Xiang 2006).

### 4.8.2.2 No-nesting data

For the case of no-nesting data, we can prove that the maximum of $U$ and the minimum of $L$ are attained at one of the corners of the Cartesian product of the input intervals. In other words, the configuration of scalar values that corresponds to these extremes consists of either the right or left endpoint from every interval. This is similar to what we saw for the problem of computing the upper bound on variance in section 4.5.1.2.2. Indeed, practically the same proof works, because increasing $V$ without changing $E$ will also increase $U=E+K_{0} \sqrt{ } V$ as well.

Therefore, an efficient algorithm would first sort the intervals $x_{i}$ into lexicographic order so that $x_{i} \leq x_{j}$ if and only if either $\underline{x}_{i} \leq \underline{x}_{j}$, or both $\underline{x}_{i}=\underline{x}_{j}$ and $\bar{x}_{i} \leq \bar{x}_{j}$. Then, for each $k=0$, $1, \ldots, N$, the algorithm would compute the values $V=M-E^{2}$ and $L$ and $U$ for the corresponding configurations $x^{(k)}=\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{N}\right)$. As in the algorithm for variance, when we go from a vector $x^{(k)}$ to the vector $x^{(k+1)}$, only one component changes, so only one term changes in each of the sums $E$ and $M$, which makes them easy and fast to compute sequentially.

Sorting takes $\mathcal{O}(N \log N)$ time. Computing the initial values of $E$ and $M$ requires linear time $\mathcal{O}(N)$. For each $k$, computing the new values of $E$ and $M$ requires a constant number of steps so, overall, computing all $N$ values of $E, M$ (and hence $V$ ) requires linear time. Thus, the overall time of this algorithm is $\vartheta(N \log N)$.

### 4.8.2.3 Arrangeable data

Outer confidence limits can be computed for arrangeable data with an algorithm similar to that used for computing the upper bound of variance (section 4.5.1.2.3 on page 51). This allows computation for this special case in $\mathcal{O}\left(N^{D}\right)$ where $D$ is the number of subgroups in the data set that each have no nesting.

### 4.8.3 Confidence intervals without a normality assumption

This section considers the problem of computing confidence intervals about the mean when the normality assumption about the underlying distribution is not tenable.

### 4.8.3.1 Non-normal distributions

The confidence limits described above assume that the underlying data are drawn from a normal distribution, which may not always be a reasonable assumption. When the underlying population cannot be assumed to be normal, the central limit theorem is sometimes employed to estimate approximate confidence limits on the mean, provided that $N$ is reasonably large. This method can easily be generalized to handle interval data. However, the method is rather sensitive to skewness in the underlying distribution and cannot be recommended for skewed data (Johnson 1978; Chen 1995; Zhou and Gao 2000; EPA 2002). Specific methods for a few specific distributions have been described, including the gamma distribution (Wong 1993; Stuart and Ord 1994) and the lognormal distribution (Land 1972; 1975; Gilbert 1987; Zhou and Gao 1997), but these cannot readily be generalized for interval data because they use complex expressions based on maximum likelihood. Alternative methods (e.g., Hall 1988; 1992; Schulz and Griffin 1999) can also be complicated, and the basic problems of skewness and uncertainty about the shape of the underlying distribution-even before the issue of censoring or interval uncertainty-make this area of statistics somewhat controversial.

### 4.8.3.2 Distribution-free confidence limits on the mean

We can also compute distribution-free confidence limits on the mean, which make no assumption about the distribution shape, by using the Kolmogorov-Smirnov confidence limits on the distribution of the data (section 4.1.2). Because these are distribution-free bounds on the distribution, the means computed from the left and right sides of the p-box therefore represent distribution-free bounds on the mean. This construction assumes only that the data are randomly sampled and the underlying distribution is stationary and continuous. For the limits on the mean to be finite, however, this method requires known lower and upper finite constraints on the underlying variable. Although this approach is probably very conservative if the constraints on the variable are loose, it represents the only* known method for obtaining true confidence limits on the mean that does not depend on an analyst's making shape assumptions about the distribution of the variable.

[^6]Numerical example. Kolmogorov-Smirnov 95\% confidence bands on the distributions for the skinny and puffy data distributions were shown in Figure 8. We can compute distribution-free confidence intervals on the mean for these data sets from the bounds of the Kolmogorov-Smirnov confidence bands. If we truncate these distributions at zero and twenty-saying the values of $X$ cannot be outside this range-then the confidence intervals on the mean will be finite. The resulting distribution-free $95 \%$ confidence intervals on the mean for the skinny and puffy data are [1.160, 14.694] and [1.706, 13.787], respectively, and are depicted in Figure 18. Comparing this figure with Figure 17, we may note that, without the normality assumption, the right bound for the skinny data is now larger than the right bound for the puffy data. (Keep in mind, however, that the confidence intervals in Figure 18 are not exactly analogous to the upper confidence limits shown in Figure 17.)


Figure 18. Distribution-free $\mathbf{9 5 \%}$ confidence intervals on the mean for the skinny and puffy data.

### 4.8.4 Confidence limits for other statistics

Horowitz and Manski (2000) considered the problem of obtaining a joint confidence interval for a pair of bounds with asymptotic probability of containing both bounds on an interval population parameter. They focused on confidence intervals of the form

$$
\left[\underline{s}_{n}-Z_{n \alpha}, \bar{s}_{n}+Z_{n \alpha}\right]
$$

where $\underline{s}_{n}$ and $\bar{s}_{n}$ are the respective sample estimates based on $n$ samples of the interval bounds $\underline{s}$ and $\bar{s}$ on the population parameter of interest, and $Z_{n \alpha}$ is chosen so that asymptotically $\mathrm{P}\left(\underline{s}_{n}-Z_{n \alpha} \leq \underline{s}, \bar{s} \leq \bar{s}_{n}+Z_{n \alpha}\right)=1-\alpha$. They suggested deriving $Z_{n \alpha}$ from the asymptotic bivariate distribution of $\underline{s}_{n}$ and $\bar{s}_{n}$, or obtaining it from a bootstrap simulation.

### 4.9 Fitting named distributions to interval data

Analysts often need to fit probability distributions from particular families (like normal, lognormal, Weibull, etc.) to sample data. For instance, the standard approach to modeling measurement uncertainty (to be discussed in section 8) fits data to normal distributions. There are several common strategies for fitting named distributions to data, including the method of matching moments, regression techniques, maximum likelihood
methods and kernel smoothing methods. A thorough discussion of fitting distributions to interval data sets is really beyond the scope of this report, but this section outlines the main approaches and the prospects for developing necessary algorithms to extend them to the case of data containing incertitude.

### 4.9.1 Method of matching moments

Perhaps the most commonly used approach for fitting distributions to data sets is the method of matching moments, in which the distribution is assumed to have the same moments about the origin as the observed data. This method of fitting distributions to data is very easy to apply for distribution shapes that can be specified by a single parameter, such as the Bernoulli, binomial (if the number of trials is fixed), chi-squared, exponential, geometric, Pascal, Poisson, Rayleigh, and reciprocal distributions. For these shapes, only the mean of the data needs to be computed to define the fitted distribution. If this mean is an interval rather than a point estimate, then fitting by the method of matching moments yields a p-box rather than a precise distribution. Ferson et al. (2003) described how to derive the p-box specified by a single interval parameter. For each of the distributions named above, the fitted p-box is simply the envelope of the two distributions corresponding to the two endpoints of the mean. The resulting p-box encloses all distributions of the specified shape that could be fitted by the method of moments to a configuration of scalar values taken from within the respective intervals in the data set. It can be said that the p-box represents the assumption about the shape of the underlying distribution, as informed by the available data.

Numerical examples. Suppose we want to fit exponential distributions to the skinny and puffy data (not that these data particularly suggest this would be a good model). As we saw in section 4.2.1, the means of the skinny and puffy data sets are [5.338,5.849] and [4.56, 7.39] respectively. If exponential distributions are parameterized by $\lambda$ such that $1 / \lambda$ is the distribution mean, then $\lambda$ for the skinny data set is $[0.1709,0.1874]$ and $\lambda$ for the puffy data set is $[0.135,0.220]$. The classes of all exponential distributions that have means inside these ranges respectively are depicted as the p-boxes shown in Figure 19.


Figure 19. P-boxes from fitting exponential distributions to the skinny and puffy data sets by the method of matching moments.

The specifications of many other distributions require two parameters, such as the beta, Erlang, extreme value, gamma, Gaussian, Gumbel, Laplace, logistic, lognormal, loguniform, normal, Pareto, power function, rectangular, and uniform distributions. For these shapes, both the mean and the second moment need to be computed from the data set to define the fitted distribution. The approach described in Ferson et al. (2003) extends to this two-parameter case, and it produces a p-box that is guaranteed to enclose the named distribution fitted to the interval data by the method of matching moments. For example, the parameters of a beta distribution are

$$
\begin{aligned}
& v=E(x)\left(\frac{E(x)(1-E(x))}{E\left(x^{2}\right)-E(x)}-1\right) \\
& w=(1-E(x))\left(\frac{E(x)(1-E(x))}{E\left(x^{2}\right)-E(x)}-1\right)
\end{aligned}
$$

where $E(x)$ is the arithmetic mean of the data and $E\left(x^{2}\right)$ is their second moment about the origin. But when the input data are intervals rather than point estimates, the appearance of repeated parameters in these expressions suggests that using naive interval analysis to compute them will overstate the uncertainty in the result. Not only is $E(x)$ repeated; both of the terms $E(x)$ and $E\left(x^{2}\right)$ implicitly contain each of the underlying interval data, so that means that each value $x_{i}$ is in fact repeated several times in both expressions. If any of these values are intervals, their uncertainties are inserted into the evaluations multiple times. Even if we computed best possible bounds on $v$ and $w$ with special strategies such as subinterval reconstitution (Moore 1966; Corliss 1988; Ferson and Hajagos 2004), there would still be a problem because the resulting two interval parameters are not independent, and the p-box constructed from them would not be the best possible p-box given the sample data themselves. The reason is that the moments are not independent of each other (and any parameters derived from them would also not be independent).

Understanding the source of the dependence between the interval parameters suggests a strategy around the difficulty. Consider the bounds on the mean and the standard deviation. The largest possible mean cannot be paired with the largest possible standard deviation because there is no configuration of scalar values within their respective intervals of the data set that extremize both the mean and the standard deviation. A strategy that yields a much tighter result can be derived by taking account of this dependence.

Let us consider the problem for the normal distribution as an important special case. The cumulative distribution function for any normally distributed variable $\mathrm{N}(\mu, \sigma)$ with mean $\mu$ and standard deviation $\sigma$ is

$$
F(X)=\Phi\left(\frac{X-\mu}{\sigma}\right)
$$

where $\Phi$ is the standard normal distribution function* which is a strictly increasing function of $X$. This means that, for every value of $X$, the interval bounds on the distribution function can be computed as $[\Phi(\underline{r}), \Phi(\bar{r})]$, where $[\underline{r}, \bar{r}]$ is the interval of possible values of the ratio $r=(X-\mu) / \sigma$. Thus, to find the bounds on the normal distributions at any value of $X$, it is sufficient to find this interval $[\underline{r}, \bar{r}]$.

Suppose we fix the value along the $X$-axis for which we'll compute the vertical bounds on the distribution functions. The value of $r$ varies as a continuous function of the configuration of scalar values from within the Cartesian product of input intervals $x_{1} \times x_{2}$ $\times \cdots \times x_{N}$, so its smallest and largest values are attained at some configurations (although $r$ may be infinite if $\sigma$ is zero). Let $\left(X_{1}{ }^{*}, X_{2}{ }^{*}, \ldots, X_{N}{ }^{*}\right)$ be a configuration at which $r$ is maximized. Consider a function $r\left(X_{1}{ }^{*}, \ldots, X_{i}, \ldots, X_{N}{ }^{*}\right)$ whose arguments are all fixed at these extremizing points except for the $i$ th one, which we might vary. (Of course when $X_{i}$ $=X_{i}^{*}$ the function is maximal.) There are three possible cases:

- If the ratio $r$ attains its maximum at $\left.X_{i} \in\right] \underline{x}_{i}, \bar{x}_{i}[$, i.e., inside the data interval, then by calculus $\partial r / \partial X_{i}=0$ at this point.
- If $r$ attains its maximum at the left endpoint $X_{i}=\underline{x}_{i}$, then the derivative $\partial r / \partial X_{i}$ at this point cannot be positive. If it were, we would have even larger values of $r$ for $X_{i}$ larger than $\underline{x}_{i}$.
- Similarly, if $r$ attains its maximum at the right endpoint, then the derivative must be larger than or equal to zero.

Analogous considerations tell us about the derivatives at the minimum for $r$. Analysis of these elementary considerations leads to the following algorithm (Xiang et al. 2007b).

## Algorithm for bounding normal distributions fitted by the method of moments.

0 . Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, which are assumed to be randomly sampled from a normal distribution.

1. Select a scalar value $X$ at which bounds on the fitted cumulative distribution are to be evaluated.
2. For every possible partition of the indices $\{1, \ldots, N\}$ into the sets $I^{-}, I^{+}$, and $I^{0}$, do:
a. For every $i \in I^{-}$, set $X_{i}=\underline{x}_{i}$.
b. For every $i \in I^{+}$, set $X_{i}=\bar{x}_{i}$.
c. If $I^{0}$ is not empty, then:

[^7]i. Compute
\[

$$
\begin{gathered}
A=\sum_{i \in I^{-}} \underline{x}_{i}+\sum_{j \in I^{-}} \bar{x}_{j}=\sum_{k \in I^{-} \cup I^{+}} X_{k}, \text { and } \\
M=\sum_{i \in I^{-}}\left(\underline{x}_{i}\right)^{2}+\sum_{j \in I^{-}}\left(\bar{x}_{j}\right)^{2}=\sum_{k \in I^{-} \cup I^{+}}\left(X_{k}\right)^{2} .
\end{gathered}
$$
\]

ii. Let $N_{0}$ denote the cardinality of $I^{0}$, and solve the quadratic equation

$$
M+\frac{1}{N_{0}}(N B-A)^{2}=N\left(\frac{N B-A}{N_{0}}\right)(x-B)+N B^{2}
$$

for the value of $B$.
iii. If the quadratic equation has no real solutions, skip this partition and go to the next one.
iv. If at least one of the real solutions of $B$ belongs to all the intervals $x_{i}, i \in I^{0}$, then set $X_{i}=(N B-A) / N_{0}$.
d. Compute $r$ for every non-skipped partition.
3. Let $\underline{r}$ be the smallest value of $r$ computed in step 2 d , and let $\bar{r}$ be the largest value of $r$ computed in step 2d.
4. The bounds [ $\Phi(\underline{r}), \Phi(\bar{r})$ ], where $\Phi$ is the standard normal distribution function, are the desired bounds on the fitted distributions at the value of $X$ selected in step 1.
5. Repeat steps 1 through 4 for all values of $X$ for which bounds on the fitted distribution are sought.

Xiang et al. (2007b) show this algorithm always produces exact (i.e., both rigorous and best-possible) bounds on the distributions that would be fitted by the method of moments to scalar data consistent with the given intervals, but it uses a rather brute-force approach to solving the problem. For each of the $N$ indices, we have three choices (assigning to sets $I^{-}, I^{+}$, or $I^{0}$ ). That means there are $3^{N}$ possible assignments. Thus this algorithm requires an exponential number of computational steps. (Although the algorithm requires a separate search for each $X$-value along a continuum of such values, in practice, we would pick some finite number of values, say $N_{p}$. There would thus be $N_{p}$-times more number of steps, but this factor doesn't grow with $N$ so it is neglected in the order calculation, even though it may need to be rather large.) A much more efficient algorithm to bound normal distributions fitted to interval data could probably be devised, but it awaits discovery.

Numerical example. Suppose we assume the underlying distribution for the puffy data set is normal and seek to fit bounds on this normal distribution by the method of matching moments. As we saw in section 4.6.1, the first and second moments of the puffy data set are $[4.56,7.39]$ and $[25.56,58.54]$ respectively. These correspond to a mean and variance of $[4.56,7.39]$ and $[0.9164,10.9745]$ (which is the population variance, rather than the sample variance). The p-box formed naively from these interval
parameters for a normal distribution is depicted in Figure 20 as the outer bounds (shown in thin gray lines). The tighter black p-box represents the best possible bounds on a normal distribution fitted to the 9 interval values in the puffy data set by the method of matching moments using the algorithm above with $3^{9}=19,683$ steps for each value of $X$. It evaluated vertical bounds at $N_{p}=100$ values along the $X$-axis, and used an outwarddirected discretization scheme (Ferson and Hajagos 2004; section 3.5.6.3 of Ferson et al. 2003) for plotting to ensure the bounds retain their rigorousness for intermediate values of $X$ for which exact bounds were not computed. This outward-directed plotting creates the step-function appearance which may be visible in the graph of the bounds. The breadth of this p-box is the result of the incertitude in these data. The enclosing gray pbox is also guaranteed to bound the fitted normal distributions, but does not do so optimally because it does not take account of the dependencies among the moments of possible configurations of scalar values within their respective intervals. To compare the fit against the data themselves, Figure 21 shows the fitted p-boxes in black, for both the skinny and puffy data sets, and superimposes in gray the empirical distributions originally depicted in Figure 6.


Figure 20. P-box (black) for normal distributions fitted to the puffy data set by the method of matching moments and an enclosing p-box (gray) fitted to the bounds on the moments only.


Figure 21. P-boxes (black) for normal distributions fitted by the method of matching moments and the corresponding empirical distributions (gray).

Some distributions, such as Simpson's triangular distribution and the trapezoidal distribution require three, four or more parameters, so would have to match in the mean, variance, and skewness, kurtosis, etc. The naive approach of computing a p-box based on three or more interval moments without accounting for the dependencies among the moments would, again, be guaranteed to enclose the true distribution, but would not yield the best possible p-box that could do so.

The method of matching moments is not always available. For instance, it cannot be used for the Cauchy distribution whose moments are infinite. Although the method of moments is far-and-away the most commonly used approach for fitting distributions to data, it lacks certain desirable optimality properties enjoyed by other approaches such as maximum likelihood and regression techniques.

The rest of section 4.9 reviews other ways to fit named distributions to data sets containing intervals. You may elect to skip to section 5 on page 88 .

### 4.9.2 Fitting distributions by regression

Besides the method of moments, another commonly used technique for fitting named distributions to a data set is an approach based on linear regression. In this approach, the data values are ranked, and the ranks are transformed to grades by dividing each rank by $(N+1)$, so the grades range on the interval $[0,1]$. The grades are then subjected to a probability transform associated with the distribution shape being fitted. The transformed grades and the data are subjected to linear regression analysis, and the statistics from the regression are interpreted to parameterize the fitted distribution. For the normal distribution, the transformation is the inverse cumulative distribution function for the standard (zero mean and unit variance) normal distribution. The original data values are then linearly regressed on their thus transformed grades. The intercept of the best fit line
is taken as the fitted mean of the normal distribution and the slope is taken as the standard deviation.

Although the method of fitting distributions by linear regression seems to require ranking the input data, we can extend this method for an interval data set. Although intervals cannot generally be ranked by magnitude, it is possible under the spike interpretation of intervals to rank the unknown scalar quantities represented by the intervals. The values associated with the ranks are, naturally, imprecise. Interval regression (e.g., Markov 1990; Manski and Tamer 2002; Marino and Palumbo 2002; 2003) can then be used to complete the distribution fitting. The regression technique used must allow intervals in the dependent variable. There are several different kinds of interval regressions that might be used, but this topic is beyond the scope of this report. Although the approach outlined here analogizes the use of regression techniques to fit a distribution to a scalar data set and generalizes it for interval data, it is not clear whether this approach can be structured to yield the best possible bounds on the family of distribution functions that would be obtained from considering all possible configurations of scalar points within their respective intervals of the data set and fitting distributions by regression to these configurations of scalar values.

Numerical examples. The approach is intuitively straightforward for the skinny data set displayed in Figure 4, in which the intervals do not overlap. In this case, we can rank the $x$-values (even though they're not precise) and assign them transformed grades based on their ranks. The regression plot for a normal distribution fitted to the skinny data is shown on the left graph of Figure 22. It seems less obvious, however, how the approach would be applied if the data intervals overlap, because the intervals cannot be sorted by magnitude. For instance, the intervals of the puffy data set displayed in Figure 5 cannot be uniquely sorted. We can nevertheless determine bounds on the smallest (scalar) value of this data set. What is it? It could certainly be any value in the interval $x_{7}=[0.15,3.8]$. But it might also be the value represented by $x_{4}=[2.8,6.7]$, or the one represented by $x_{5}$ $=[3.5,9.7]$, or even the one represented by $x_{1}=[3.5,6.4]$. But, in any case, the smallest scalar value in the data set has to be a number no larger than 3.8 , because $x_{7}$ cannot be any larger than this value. We can find bounds on the second smallest value in the data set in a similar way. This value could surely be no smaller than 2.8 (the left endpoint of $x_{4}$ ). It might be this value if there one value is in $x_{7}$ (less than or equal to 2.8 ) and one value at the left edge of $x_{4}$. The largest magnitude the second smallest value in the data set could possibly have is 4.9 , which is the right endpoint of $x_{8}$. Similar deductions can be used to bound the third smallest value in the data set, and so forth. These bounds on the ranked data seem complicated, but they are actually very easy to compute in practice. All we need to do is separately sort the left and right endpoints of the input data. The $i^{\text {th }}$ value in the sorted list of left endpoints is the lower bound on the $i^{\text {th }}$ smallest (scalar) value in the data set. An interval regression can then be done on these bounds on the $i^{\text {th }}$ smallest value against the grades $i /(N+1)$ transformed according to the shape of the distribution to be fitted. The regression plot for a normal distribution fitted to the puffy data set is shown on the right graph of Figure 22.


Figure 22. Regressions of $X$ against normal scores.

### 4.9.3 Maximum likelihood methods

The idea behind the maximum likelihood approach to fitting a statistical distribution to a data set is to find the parameters of the distribution that maximize the likelihood of having observed the data. Assuming the data are independent of each other, the likelihood of the data is the product of the likelihoods of each datum. The likelihood of each datum is simply the probability associated with that value by the distribution if the parameters had been the actual ones.

When the data are intervals rather than point estimates, there is no longer a single maximum likelihood distribution, but a class of them. For instance, suppose we have one data sample which is the interval $x=[1,2]$ and we want to find the maximum likelihood exponential distribution given this datum. The probability density function for an exponential distribution is

$$
\lambda \exp (-\lambda x)
$$

where $1 / \lambda$ is its parametric mean. We evaluate this quantity as a function of $\lambda$, and find a class of functions, a few of which are depicted in the upper, left-hand graph of Figure 23. There are many possible likelihood functions because we are unsure about the precise value of the datum represented by $x$. The graph reveals that the values of $\lambda$ which have the highest likelihood range from $1 / 2$ to 1 . Thus, the class of exponential distributions with $\lambda \in[1 / 2,1]$ would be the result of fitting an exponential distribution to the interval datum $x=[1,2]$ by maximum likelihood.

If there were instead two independent data points, $x_{1}=[1,2]$ and $x_{2}=[3,4]$, the likelihood classes would be computed for each data interval separately. The two graphs at the top of Figure 23 show the range of resulting likelihood functions that would be obtained for each of these two data. The graph on the left shows the likelihood functions associated with the datum $x_{1}$, and the graph on the right shows the likelihood functions associated with the datum $x_{2}$. The likelihood functions within these two classes are pairwise multiplied (because the data are independent). The resulting Cartesian space of likelihood functions is depicted as the lower graph in Figure 23. The maximum
likelihood values of $\lambda$ are in the interval [ $1 / 3,1 / 2]$. Thus, the class of exponential distributions with $\lambda \in[1 / 3,1 / 2]$ is the result of fitting an exponential distribution to the two data by the method of maximum likelihood to the two data intervals.


Figure 23. Fitting an exponential distribution to two intervals by maximum likelihood.
In this case, we could have simply used the formula for the maximum likelihood estimate for the exponential parameter $\lambda$, which is

$$
\hat{\lambda}=\frac{1}{\sum_{i=1}^{N} x_{i}}
$$

by plugging in the interval data. Because there are no repeated parameters in this expression, it yields the exact bounds on $\lambda$, which are $([1,2]+[3,4]) / 2)^{-1}=[1 / 3,1 / 2]$, as previously seen.

But the formulas for the maximum likelihood estimates for parameters of other distributions are not always so simple. The formulas for the normal distribution specify the arithmetic mean and the (population) standard deviation, which, as we saw in section 4.9.1, are dependent on each other. As a result, as we saw with the method of matching moments, it is relatively easy to obtain conservative results by using the interval analogs for the arithmetic mean and standard deviation to obtain a bounding pbox. Further research is needed to demonstrate how this p-box can be tightened by taking account of the dependence between the mean and the standard deviation.

Likewise, the formulas for the maximum likelihood estimates for the parameters of a Weibull distribution, for instance, are the solutions to the simultaneous equations

$$
\begin{aligned}
& \hat{b}=\left[\frac{1}{N} \sum_{i=1}^{n} x_{i}^{\hat{c}}\right]^{1 / \hat{c}} \\
& \hat{c}=\frac{N}{(1 / \hat{b})^{\hat{c}} \sum_{i=1}^{N} x_{i}^{\hat{c}} \log x_{i}-\sum_{i=1}^{N} \log x_{i}}
\end{aligned}
$$

where $N$ is the number of samples. Because $\hat{b}$ and $\hat{c}$ occur on both sides of the equal signs, they are not easy to solve for, even when the data are scalar values. When the input data $x_{i}$ are intervals, the problem of solving for these maximum likelihood estimates becomes enormously difficult and, because the uncertain inputs $x_{i}$ are repeated within and across these equations, their uncertainties are inserted into the evaluations many times leading to parameters with inflated uncertainties. Consequently, it does not seem feasible to apply these formulas to interval data sets. The problem will probably require that new formulas appropriate for interval data sets be derived. It is not necessarily the case, however, that the resulting formulas will be significantly more complex than those already used for scalar data.

Numerical examples. In the case of the exponential distribution, the maximum likelihood approach and the method of matching moments (section 4.9.1) yield the same result. Thus, the results of fitting the skinny and puffy data sets to an exponential distribution via maximum likelihood are displayed in Figure 19.

Meeker and Escobar (1995) describe an alternative maximum likelihood approach commonly employed for interval-censored data that is not formulated in terms of a class of possible likelihood functions. Instead, it computes a single likelihood in terms of the probability of being within an interval. This approach is widely used and is important because it provides analysts with a convenient way to handle interval data. However, it is not compatible with the approach to incertitude adopted in this report. To see why we might object to the approach, consider the following simple, albeit rarefied, example of fitting a normal distribution with unit variance to the interval datum $[\underline{x}, \bar{x}]=[1,2]$. The likelihood of the normal distribution with parameters $\mu$ and $\sigma=1$ would be

$$
\Phi\left(\frac{\bar{x}-\mu}{\sigma}\right)-\Phi\left(\frac{\underline{x}-\mu}{\sigma}\right)=\Phi(2-\mu)-\Phi(1-\mu)
$$

where $\Phi$ is the standard normal cumulative distribution function. This difference of the cumulative probabilities gives the probability, under the model, of being in the interval [1, 2]. This approach produces a unique solution to the maximum likelihood problem, which is the distribution centered on the interval and defined by $\mu=(\underline{x}+\bar{x}) / 2=(2+1) / 2$ $=1.5$.

Although proponents of this approach argue that it accounts for the interval uncertainty and does not make any distributional assumption within the interval, we see these advantages as insufficient for the purpose of propagating incertitude. The fact that it produces a single result strongly violates our intuition about the uncertainty represented by the interval. We argue that this approach creates a unique* solution where none is justified. Presuming that the interval represents incertitude as characterized in this report, there is surely nothing to require the normal distribution centered at the interval midpoint to be any more likely, given the evidence, than one centered at any other point within the interval. Because there is nothing to distinguish the possibility that the datum's true value-if we could measure it precisely-might be 1.5 from the possibility that is 1.25 , or 1.001 , or any value between 1 and 2 , there should be nothing to distinguish the centered distribution as having more likelihood in any sense that is informed by the evidence than any distribution with a mean at another point in the interval. The assumption of normality cannot, by itself, create this result. There is clearly some symmetry or uniformity principle in play here, even if it is not immediately recognizable. Defenders of this approach might suggest that it is okay for the estimate to understate the uncertainty about the best fit distribution because the result is usually expressed along with confidence bounds of some kind. This is the same defense that could be mounted for any of the statistical methods that neglect incertitude, and it seems unconvincing to us. Once the incertitude has been lost through the creation of a precise likelihood function, it cannot really be recovered in subsequent analysis or disquisition based soley on that likelihood function.

Although this alternative approach to interval-censored data has been useful in introducing interval data to statisticians and giving them a strategy to deal with such data, it is not compatible with the perspectives adopted in this report. In short, it handles interval uncertainty but does not capture and propagate it in a way doesn't additional structure to the problem beyond what is embodied in the intervals and the admitted assumptions (in the case of the example above, the normality assumption). Fortunately, as we saw in the first part of this section, other maximum likelihood approaches can be constructed that fully express and account for incertitude in data.

To respect the incertitude in interval data, we want to be conscientious in not inadvertently introducing assumptions about where a value might lie within its interval, but this does not preclude our drawing inferences a posteriori about the probability distribution for the value within an interval. For instance, suppose that the seventh interval in the puffy data set (page 28) were replaced by a much wider interval [0.15, $100]$ which would lead to a mean for the data set of $[4.56,18.08]$. These bounds on the mean have implications for the probability of the datum within the wide seventh interval. We know, for instance, that the chance that a value drawn at random from an exponential distribution, even with a mean as big as 18.08 , being larger than 50 is less than $7 \%$.

[^8]Intuitively, therefore, we can say something about the probability distribution within this wide seventh interval after considering the data, even though we could not say anything when it was first recorded. The proper inference about such chances is subtler than this because it must also account for sampling uncertainty and our having only 9 data values from which the mean is estimated. Although a full discussion of this topic is beyond the scope of this report, it is clear that the other data, once empowered by the assumptions of randomness and the shape of the distribution, can tell us something about what's going on inside the wide interval. Likewise, mutual inferences about each interval in the data set relative to the other data are also possible. Of course, these inferences depend crucially on the data being truly randomly drawn from an exponential distribution, and they do not come for free through the use of an overly precise formulation of the likelihood function.

### 4.9.4 Other methods for fitting distributions

There are other nonparametric methods for fitting distributions to data. These methods are nonparametric in the sense that they do not require the analyst to name a particular shape for the distribution. We mention two of these methods.

The most popular nonparametric method for estimating probability distributions is kernel smoothing (Ward and Jones 1995). Given a set of scalar data $X_{i}, i=1, \ldots, n$, from a continuous univariate probability density function $f$, the kernel estimator of the density function is

$$
\hat{f}(x, h)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h}\right)
$$

where $h$ is the "bandwidth" that controls the smoothness of the estimate and $K$ is the kernel function. The kernel can be a Gaussian density function, the uniform density function, or some other continuous, bounded, symmetric real function centered at each datum $X_{i}$. Because kernel smoothing can show arbitrarily high fidelity to the available data depending on the value of the bandwidth used, the method can uncover structure in a data set that parametric methods might miss. But, unlike the empirical distribution function of the data, the result of kernel smoothing can have tails that extend beyond the range of the observed data. Because the kernel smoothing estimator is essentially a mixture (vertical average) of $n$ kernel functions and the mixture operation extends in a straightforward way when the input data contain interval uncertainty, this method can easily be generalized to the case of interval data.

Beer (2006) describes a novel method of iterated constrained bootstrapping with random modification by which a small sample ( $\sim 200$ values) may be used to generate an arbitrarily large sample, which is essentially equivalent to defining a distribution function, based on the original sample. He argues that the method has properties that suggest the method is preferable to ordinary bootstrapping and kernel smoothing methods. Beer shows that this method can be extended immediately to interval data sets.

## 5 Inferential statistics with interval data

Inferential statistics refers to those methods by which analysts draw conclusions about statistical populations from samples observed from those populations. Inference is distinguished from mere quantitative description of the observations (which was covered in section 4). Confidence limits, which are considered by some to be within the realm of inferential statistics, were already addressed in sections 4.1.2 and 4.8. This section introduces the inference problems of testing the equality of variances, detecting outliers, and linear regression for data sets containing incertitude. For the last of these topics, the discussion is only an overview and does not offer solutions to the computational problems.

Statistical inference using hypothesis testing is widely used in engineering. Statistical methods are needed because the underlying processes that generate the patterns in data are often multifactor, complicated, and usually unknown. Virtually no serious scientist or engineer today believes Lord Rutherford's quip that, if you need statistics, you ought to have done a better experiment. The questions we are asking today are harder, and we need to wring from every hard won datum whatever information it has. Statistical inference gives analysts a way to demonstrate that something other than random chance is at work in making the patterns seen in data from an experiment.

Classical Neyman-Pearson hypothesis testing uses traditional scientific negation in positing a hypothesis and garnering evidence to reject it if possible. A hypothesis test is a procedure for deciding between alternate hypotheses on the basis of the value of a test statistic which is a function of observations in some random sample. Usually, one of the hypotheses holds that there is no pattern in the data beyond what is there by random chance. This is called the null hypothesis, and it corresponds to the possibility that there is no effect that would be measured by the test statistic. If the test statistic is far from the values it might have by random chance under the null hypothesis, the test rejects the null hypothesis. If the test statistic has a value close to those values, the test accepts, or rather fails to reject, the null hypothesis. A type I error occurs when the null hypothesis is true but the test rejects it. The type I error rate is conventionally controlled at the threshold probability level $\alpha=0.05$. If the probability computed for a statistical test is below this level, then the null hypothesis of no effect is rejected and the effect is said to be statistically significant. Even if there actually is an effect present, the rejection of the null hypothesis is not guaranteed if there is large sampling uncertainty or measurement uncertainty or both. If, however, the probability is above the threshold level, the null hypothesis fails to be rejected. The reason for this outcome might be either because the null hypothesis (that there is no effect) is true, or because the evidence against it was so slim that it did not look any stronger than fluctuations that might have arisen by random chance alone.

The conventional statistical strategy for assessing measurement uncertainty (mensural imprecision) in statistical tests is to take repeated measurements and treat the imprecision as an additional source of variation. But the labor-intensive nature of experimentation in
the laboratory and especially in the field often limits the ability of analysts to collect sufficiently many samples sizes to achieve an acceptable level of statistical power. Consequently, repeated samples are often sacrificed first, and many if not most experimental designs do not take measurement uncertainty into account. For the many experiments in which there are no repeated measurements, the effect of measurement imprecision is wholly unexplored. For such experiments, one cannot tell whether measurement uncertainty can have an effect on the results of hypothesis testing.

Using intervals to express and propagate the mensural uncertainty associated with each datum is a relatively inexpensive way to correct this situation and make a formal accounting of the impact of measurement uncertainty. In many cases, this can be done in an entirely straightforward way by putting intervals around measurements, and using the methods of interval analysis to compute bounds on the test probability. When the resulting bounds are to one side or the other of the threshold $\alpha$ level, the decision of the hypothesis test is clear. Insofar as it accounts for uncertainties that would not have otherwise been accounted for, an approach using interval statistics increases the credibility of the decision. When the bounds on the test probability straddle the threshold $\alpha$ level, the implication is that the test is inconclusive because of the mensural imprecision in the data. Sometimes this result can be remedied by collecting more data samples, but sometimes it cannot be, simply because getting more poor information (data with wide intervals) may not lead to more surety about the result. In such cases, it may be necessary to improve the measurements themselves rather than merely getting more of them.

### 5.1 Equality of variances for imprecise data

A statistical test of the null hypothesis that the variances are equal in two groups of normally distributed random samples can be made with the test statistic

$$
\frac{s_{2}^{2}}{s_{1}^{2}}
$$

where $s_{1}^{2}$ and $s_{2}^{2}$ are the respective sample variances, labeled so that $s_{1}^{2}<s_{2}^{2}$. The statistic is compared against critical values of the $F$ distribution (also called the FisherSnedecor or variance-ratio distribution) with degrees of freedom that depend on the sample sizes in the two groups. These critical values are tabled in most statistics textbooks (e.g., Crow et al. 1960, Table 5, page 234ff). When the test is extended to account for interval data, the variance estimates and the ratio test statistic are intervals as well.

Numerical example. We saw in section 4.5.1 that the sample variances for the skinny and puffy data sets are $[9.503,12.912]$ and $[1.03,12.35]$ respectively. The test for equality of variance computes its statistic as their ratio $[9.503,12.912] /[1.03,12.35]=[0.76$, 12.54], with outward directed rounding. This interval can be compared to the critical value of the $F$ distribution with degrees of freedom for the denominator $9-1=8$, and
degrees of freedom for the numerator $6-1=5$, which is the value 4.818 , or 6.757 for a two-tailed test. In this case, the incertitude in the data sets prevents us from concluding whether or not the difference between the variances of the two data sets is statistically significant at the 0.05 level.

Another numerical example. Suppose there are two data sets with 56 and 96 samples each, for which the interval variances are $s_{1}^{2} \in[100.7,116.3] \mathrm{kg}^{2}$ and $s_{2}^{2} \in[231.5,257.8]$ $\mathrm{kg}^{2}$, respectively. These variance intervals constrain the resulting ratio statistic to the interval [1.990, 2.561] with outward-directed rounding. The statistic should be compared with tabled critical values of the $F$ distribution with degrees of freedom $d f_{1}=55$ and $d f_{2}=$ 95. Because the tabled critical value of the $F$ distribution is a monotonically decreasing function of the degrees of freedom (so long as $d f_{2}>2$ ), we can infer that the bounds on the type I error rate are $p \in[0.00067,0.018]$. If the test is two-tailed, as it usually is, the probability is doubled so $p \in[0.00134,0.036]$. In this case, the null hypothesis that the masses in the two populations are homoscedastic (have equal variances) is rejected.

### 5.2 Detecting outliers

Outlier detection has numerous applications in science and engineering. In risk assessment, statistical outliers may constitute an early warning associated with extreme events. In materials testing, outliers may be indications of possible faults and future failures. Detecting outliers is also an important function in bioinformatics (Shmulevich and Zhang 2002). Likewise, the search for mineral and oil deposits is often conducted as a statistical search for outliers in survey data. The importance of interval uncertainty for such applications was emphasized by Nivlet et al. (2001a,b).

The implication of a value's being considered an outlier is that the value is so unusual, so departed from the norm, that it must have been produced by an entirely different process than that which created other values also observed. Recognizing a value as an outlier requires characterizing the statistical distribution from which it was supposedly drawn. The problem of characterizing distributions was addressed in sections 4.1 and 4.9. Of course, the information available to characterize the distribution includes the would-be outlier, so the considerations become a bit circular. Conventionally in engineering, a value is called an outlier if it is greater than some number of standard deviations from the mean of the distribution. Thus, the inferential statistics problem of outlier detection is closely related to the descriptive statistics problem of calculating confidence intervals (see section 4.8).

For every datum $x_{i}$, we can determine the degree of 'outlierness' $r$ as the smallest $k_{0}$ for which $x_{i} \notin\left[E-k_{0} \sigma, E+k_{0} \sigma\right]$, where $E$ is the expectation (arithmetic average) and $\sigma$ is the standard deviation of the underlying distribution. Hence, $r=\left|x_{i}-E\right| / \sigma$, which is a commonly used ratio in statistics. We can simplify its calculation in two ways. First, the ratio is invariant to shift translations of the data, which is to say, it remains the same if we add or subtract any fixed number to all the $x$ values, because both the difference in the numerator and the standard deviation in the denominator are unchanged when shifted by a constant. Without losing generality, we can assume that $x_{i}=0$, and we are therefore
interested in the ratio $|E| / \sigma$. Second, the lower bound of the ratio $r$ is attained when the inverse ratio $1 / r=\sigma /|E|$ is the largest, and vice versa. Thus, to find the interval of possible values for $|E| / \sigma$, it is necessary and sufficient to find the interval of possible values of $\sigma /|E|$. Computing this interval is, in its turn, equivalent to computing the interval for the square $V / E^{2}$ of the reverse ratio $1 / r$. Finally, since $V=M-E^{2}$, where $M=$ $\left(x_{1}^{2}+\cdots+x_{N}^{2}\right) / N$ is the second moment, we have $V / E^{2}=M / E^{2}-1$, so computing the sharp bounds for $V / E^{2}$ is equivalent to computing the sharp bounds for the ratio $R=M / E^{2}$.

If you are skipping the derivation of algorithms, you can resume reading with section 5.3 on page 94.

### 5.2.1.1 Lower bound on $R$

Computing the lower bound $\underline{R}$ can be accomplished with the following idea. For every $i$, the location of the minimum on the interval $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ depends on the values of the derivative

$$
\frac{\partial R}{\partial x_{i}}=\frac{2}{N \cdot E^{2}} \cdot\left(x_{i}-\frac{M}{E}\right) .
$$

Thus, once we know where $\lambda=M / E$ is located in comparison with the endpoints, we can uniquely determine all the values of the extremal configuration $X_{i}$ - and the value $\lambda$ can be determined from the condition that the ratio $M / E$ is exactly equal to $\lambda$. Thus, we arrive at the following algorithm.

## Algorithm for computing lower bound on outlierness ratio $R$.

1. Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, which have no common intersection, $\cup x_{i}=\varnothing$, (otherwise, the variance can be zero and the lower bound $\underline{R} \equiv 1$ ).
2. Sort all $2 N$ values $\underline{x}_{i}, \bar{x}_{i}$ together into a sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$, and assign $Y_{0}=-\infty$ and $Y_{2 N+1}=+\infty$. These values divide the real line into $2 N+1$ zones $\left(Y_{0}, Y_{1}\right]$, $\left[Y_{1}, Y_{2}\right], \ldots,\left[Y_{2 N-1}, Y_{2 N}\right],\left[Y_{2 N}, Y_{2 N+1}\right)$.
3. For each of these zones $\left[Y_{k}, Y_{k+1}\right], k=0,1, \ldots, 2 N$, compute the values

$$
\begin{aligned}
& N_{k}=\#\left\{i: \bar{x}_{i} \leq Y_{k}\right\}+\#\left\{j: \underline{x}_{j} \geq Y_{k+1}\right\}, \\
& e_{k}=\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j}, \\
& m_{k}=\sum_{i: \bar{x}_{i} \leq Y_{k}} \bar{x}_{i}^{2}+\sum_{j: x_{j} \geq Y_{k+1}} \underline{x}_{j}^{2} .
\end{aligned}
$$

4. Compute $\lambda_{k}=m_{k} / e_{k}$.
5. If $\lambda_{k} \in\left[Y_{k}, Y_{k+1}\right]$, then compute

$$
E_{k}=\frac{e_{k}}{N}+\lambda_{k} \frac{N-N_{k}}{N} \quad M_{k}=\frac{m_{k}}{N}+\lambda_{k}^{2} \frac{N-N_{k}}{N}
$$

and $R_{k}=M_{k} / E_{k}^{2}$.
6. The smallest of these $R_{k}$ values is the desired lower bound on $R$.

Sorting requires $\mathcal{O}(N \log N)$ time, and computing the initial values of $e_{k}, m_{k}$, and $N_{k}$ requires $\mathcal{O}(N)$ time. Updating each of these values requires a constant number of steps, so the overall time is linear. Thus, $\underline{R}$ can be computed in $\mathcal{O}(N \log N)$ time.

Numerical example. Just to make sure the mechanics are clear, let us trace through the algorithm with an example with a sample size of two, and data $x_{1}=[1,2]$, and $x_{2}=[3,4]$. In this case, $Y_{1}=1, Y_{2}=3, Y_{3}=3, Y_{4}=4$ and there are five zones: $(-\infty, 1],[1,2],[2,3]$, $[3,4]$, and $[4,+\infty)$. Applying the algorithm for each zone:

- For $(-\infty, 1]$, we have $e_{0}=1+3=4, m_{0}=1^{2}+3^{2}=10, N_{0}=2$, hence $\lambda_{0}=10 / 4=2.5$ which is outside its zone.
- For [1,2], $e_{1}=3, m_{1}=3^{2}=9, N_{1}=1$, hence $\lambda_{1}=9 / 3=3$ which is outside its zone.
- For [2,3], $e_{2}=3+2=5, m_{2}=3^{2}+3^{2}=13, N_{2}=2$, so $\lambda_{2}=13 / 5=2.6$ which is within the zone. In this case, $E_{2}=5 / 2, M_{2}=13 / 2$. Hence

$$
R_{2}=\frac{13 / 2}{(5 / 2)^{2}}=\frac{13 \cdot 4}{25 \cdot 2}=\frac{52}{50}=1.04 .
$$

- For $[3,4], e_{3}=2, m_{3}=2^{2}=4, N_{3}=1$, so $\lambda_{3}=4 / 2=2$ which is outside the zone.
- For $[4, \infty), e_{4}=2+4=6, m_{4}=2^{2}+4^{2}=20, N_{4}=4$, so $\lambda_{4}=20 / 6=3.33$ is outside the zone.

Because the only value $R_{k}$ is 1.04 , the lower bound $\underline{R}=1.04$.

### 5.2.1.2 Upper bound on $R$ in the general case

In principle, the upper bound of $R$ could be infinite if $0 \in[\underline{E}, \bar{E}]=\left[\Sigma \underline{x}_{i}, \Sigma \bar{x}_{i}\right]$. If the interval for $E$ does not contain 0 , for instance, if $0<\underline{E}$, then $\bar{R}$ is guaranteed to be finite, and we can bound it by the ratio $\bar{M} / \underline{E}^{2}$. When $\bar{R}<N$, the maximum $\bar{R}$ is always attained at the endpoints at a corner of the Cartesian product of the data intervals (Kreinovich et al. 2005a). (This is a reasonable presumption because sample size is almost always more than a handful, and values of $R$ that are any bigger than five or six would be very strong evidence for an outlier.) We can find the bound by testing all $2^{N}$ combinations of $\underline{x}_{i}$ and $\bar{x}_{i}$. This is an NP-hard algorithm.

### 5.2.1.3 Upper bound on $\boldsymbol{R}$ for data with few intersections

This section gives a more practical algorithm due to Kreinovich et al. (2005a) to compute the upper bound on $R$ for interval data in which there are fewer than $K$ intervals that overlap at any point. It also works for interval data without any intersections of course, and in fact it works in a slightly more general case in which particularly narrowed intervals don't intersect, or no more than $K$ have a common intersection.

Algorithm for computing upper bound on outlierness ratio $R$, assuming $R<N$.
0 . Data are $x_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right], i=1, \ldots, N$, such that $0 \notin[\underline{E}, \bar{E}]=\left[\Sigma \underline{x}_{i}, \Sigma \bar{x}_{i}\right]$ and no more than $K$ intervals $\left[\underline{x}_{i}^{-}, \bar{x}_{i}^{+}\right]$have a common intersection, where

$$
x_{i}^{-}=\frac{\underline{x}_{i}+\bar{x}_{i}}{\left(2+\frac{\bar{x}_{i}-\underline{x}_{i}}{N \underline{E}}\right)}, \text { and } \quad x_{i}^{+}=\frac{\underline{x}_{i}+\bar{x}_{i}}{\left(2-\frac{\bar{x}_{i}-\underline{x}_{i}}{N \underline{E}}\right)} .
$$

1. First sort all $2 N$ values $\underline{x}_{i}, \bar{x}_{i}$ together into a sequence $Y_{1} \leq Y_{2} \leq \ldots \leq Y_{2 N}$, and assign $Y_{0}=-\infty$ and $Y_{2 N+1}=+\infty$ to divide the real line into $2 N+1$ zones $\left(Y_{0}, Y_{1}\right],\left[Y_{1}, Y_{2}\right], \ldots$, [ $\left.\mathrm{Y}_{2 N-1}, Y_{2 N}\right],\left[Y_{2 N}, Y_{2 N+1}\right)$.
2. For each of these zones $\left[Y_{k}, Y_{k+1}\right], k=0,1, \ldots, 2 N$, and for each variable $i$, take
a. $X_{i}=\underline{x}_{i}$ if $x_{i}^{+} \leq Y_{k}$,
b. $X_{i}=\bar{x}_{i}$, if $x_{i}^{-} \geq Y_{k+1}$, or
c. Otherwise both values $\underline{x}_{i}$ and $\bar{x}_{i}$.
3. For each of these combinations, compute $E, M$, and $\lambda=M / E$, and check that $\lambda$ is within its zone. If it is, then compute $R_{k}=M / E^{2}$.
4. The largest $R_{k}$ so computed is the desired upper bound on $R$.

If this algorithm is implemented along the lines of the analogous algorithm for the upper bound on variance, it can also perform in $\vartheta(N \log N)$ time.

The algorithm is applicable when the 'narrowed' intervals don't intersect or don't intersect too much, but an intuitive understanding of how much overlap is possible is hard to develop. Consider a family of data sets that vary in their overall incertitude from perfect precision of point values to vacuously overlapping intervals. Figure 24 depicts such a family of data sets as six sideways triangles corresponding to $N=6$ intervals in the data set. The points of the six triangles on the far left of the graph represent the perfect point data, and any vertical slice through these six triangles corresponds to an interval data set $x_{1}, \ldots, x_{6}$ of some overall precision from the family. For the leftmost $20 \%$ of the graph, the data intervals $x_{1}, \ldots, x_{6}$ don't intersect at all, so they could certainly be handled by the algorithm. But, beyond this observation, it is impossible to discern by inspection how much overlap among the data intervals the algorithm can tolerate before it breaks down. For this example, the unshaded portion of the triangles (the leftmost $60 \%$ of the graph) represent data sets whose intervals narrowed in the sense of the algorithm do not intersect. The region with light gray shading corresponds to data sets in which the narrowed intervals intersect but only by pairs, so the algorithm applies with $K=3$. Combining the unshaded and light-gray-shaded regions covers about $95 \%$ of the data sets depicted in the graph. Beyond this degree of incertitude, the region of the graph with dark gray shading represents data sets in which triple-wise intersections of the narrowed intervals start to appear. The point of the figure is that interval data can have a
considerable amount of overlap and still be amenable to analysis by the algorithm, although the degree of overlap that can be tolerated is influenced by how evenly scattered or clustered the midpoints of the intervals happen to be.


Figure 24. Uncertainty (vertical widths) growing from left to right in a data set ( $N=6$ ) until 'narrowed' intervals intersect (light gray) and triple-wise intersect (dark gray).

### 5.2.1.4 Upper bound on $R$ for other special data cases

For no-nesting interval data such as we would expect when they are obtained from a single measurement device, the problem of computing the upper bound on $R$ is similar to the problem of computing the upper bound on the variance (see section 4.5.1.2). We can prove that the maximum $R$ is attained on one of the vectors $x=\left(\underline{x}_{1}, \ldots, \underline{x}_{K}, \bar{x}_{K+1}, \bar{x}_{N}\right)$ for some $K$ in some ordering of the indices. It is thus possible to compute the upper bound in $\mathcal{O}(N \log N)$ time. Likewise, for the case several-instruments interval data from $M$ measuring devices, we can compute the upper bound on $R$ in $\vartheta\left(N^{m}\right)$ time. Computing the upper bound on $R$ for other data cases is similar in complexity to computing bounds for the confidence limits $L$ and $U$ (see section 4.8), and the computational problems have similar complexity estimates.

### 5.3 Linear regression

Interval regression has already been mentioned in section 4.9.2 in the context of fitting distributions to data. This section will not present a complete discussion of the topic of
interval regression nor even outline the algorithms that might compute an interval regression, but only review a few of the most salient issues that it involves. Several researchers have described the application of linear regression to data sets that contain interval uncertainty (Markov 1990; Manski and Tamer 2002; Marino and Palumbo 2002; 2003). Generalizations of regression for fuzzy data have also been described (Klir and Yuan 1995; Saila and Ferson 1998), and, because fuzzy data are generalizations of interval data, these methods can be applied immediately to interval data. Principal components analysis, sometimes called "model II regression", which differs from the traditional least squares method in its error model, has also been generalized for data containing interval uncertainty (Lauro and Palumbo 2000; 2003; 2005; Gioia and Lauro 2006; Lauro et al. 2007).

There are different ways in which regression can be generalized to account for incertitude in data. One way is to compute intervals for the $p$-values that could be obtained from ordinary least squares regression when the input values are allowed to freely vary within their prescribed interval ranges. If the $p$-values are all below the 0.01 level, for instance, one might conclude that the data clearly exhibit a significant regression despite the magnitude of the incertitude that they may contain. Likewise, if the $p$-values are all above 0.05 , then one would conclude there is little evidence for a statistical signal in the data. On the other hand, if the $p$-values straddle a critical level, one might reasonably conclude that the uncertainty in the data prevents our making a clear determination about the regression.

A regression analysis generalized for interval data can also compute intervals for the slope and intercept from the collection of all regression lines, each of which is best fit to some configuration of scalar points. It may be important to keep in mind that these slopes are going to be dependent on the intercepts. If this dependence is important to the analyst, it will be reasonable to display the incertitude about the slope and intercept with a two-dimensional display rather than separate intervals. The dependence will be manifested as the possible combinations of slope and intercept filling only a proper subset of the rectangle implied by the respective intervals.

It may sometimes be useful to depict the envelope of possible regression lines, each one of which is the result of an ordinary linear regression analysis based on some configuration of bivariate scalar points from within the intervals. Figure 25 illustrates the idea. In this case, the envelope was estimated with a Monte Carlo optimization strategy involving 100,000 iterations, so the result is not guaranteed in the sense of a rigorous interval or constraint analysis, but is probably pretty good.


Figure 25. Envelope of regression lines for interval data.
Regressions with interval data also allow a kind of analysis that has no analog among traditional statistical methods. Consider the collection of lines (or other functional shapes, for that matter) that pass through every datum. These lines are not statistical in the traditional sense, but rather they are the result of a constraint analysis. An allconstraints regression treats every interval datum as a constraint and finds the set of lines that satisfies all of them. Figure 26 shows an example of such an analysis with 9 bivariate intervals. Only a few lines from the pencil (collection of lines) that pass through all nine regions are depicted, but they include the lines with the largest and smallest possible slopes and the largest and smallest possible intercepts. The collection of lines from an all-constraints regression will be non-empty whenever the largest correlation for the interval data is unity.


Figure 26. An example of an all-constraints regression.

Figure 27 depicts two hypothetical bivariate data sets with interval uncertainty. These graphs illustrate two distinct reasons why a data set may fail to contain significant evidence for a linear regression. The spherical scatter of the data in the right graph lacks a trend. Such a scatterplot would lead to a regression line with a slope near zero, or near unity if model II regression is used. The graph on the left also lacks evidence for a linear regression, but the reason is not the absence of a discernible trend (of sorts), but rather the lack of precision in the input data. Notice that if the rectangles on the left graph were replaced by their centroids, such as would be done in a traditional statistical analysis, the resulting regression could easily be statistically significant because those centroids tend to align along a particular line. Yet that line would be rather misleading as a representation of the trend in the data given their acknowledged incertitude, which could, after all, readily accommodate a line with either positive or negative slope in literally any direction (because all ten bivariate intervals intersect). A traditional linear regression will detect a signal no matter how unreliable the data points are if they happen to line up. It is sensitive to only two features of the data: their collinearity, and their count. Indeed, if there are sufficiently many points in a data set, statistical significance of the regression analysis is virtually assured. In the past, when data were hard to come by, this was rarely a problem. But in the modern technological world where data collection is automated and conducted at high speed, it may become necessary to distinguish good data from poor data in the way that is now possible by representing data with intervals.


Figure 27. Two reasons a regression may lack a strong signal.
Figure 28 also depicts two hypothetical bivariate data sets with interval uncertainty. In these cases, the uncertainty is restricted to only one of the two variables. On the left graph, the uncertainty is in the $Y$ variables while the $X$ variables are known perfectly as scalars. On the right graph, the uncertain and precise variables are reversed. These two cases are clearly special cases of the general situation in which both variables have incertitude. It is useful to distinguish these special cases because they enjoy computational economies over the general case. It should be mentioned that ordinary linear regressions on scalar data follow a similar classification based on which of the two
variables is measured with uncertainty. In classical least squares regression, the independent variable is presumed to be measured without error and the dependent variable is presumed to have uncertainty (characterized as normal distribution). For this problem, the vertical distances between the points and the regression line are minimized. This structure is reversed in the so-called Berkson case (Sokal and Rohlf 1981), in which the $Y$ variable is measured perfectly but the $X$ variable has distributional uncertainty. In this problem, the horizontal distances between the points and the line are minimized. When both independent and dependent variables are subject to errors in measurement of roughly comparable magnitude, Model II regression (Sokal and Rohlf 1981) such as principal components analysis is used, which minimizes the perpendicular distances between the line and the points. In all of these models, however, any uncertainties in measurement are characterized by probability distributions. If the measurement uncertainty captured by interval data cannot really be represented by distributions, then the classical methods need the generalizations for interval data that have recently been described (inter alia, Klir and Yuan 1995; Saila and Ferson 1998; Lauro and Palumbo 2000; 2003; 2005; Manski and Tamer 2002; Marino and Palumbo 2002; 2003).


Figure 28. Bivariate linear regressions with uncertainty in one only variable.
Numerical example. Suppose we have collected the following paired precise $X$ values and uncertain $Y$ values:

| $X$ | $Y$ |
| :--- | ---: |
| 4.95 | $[3.5,6.4]$ |
| 7.85 | $[6.9,8.8]$ |
| 7.25 | $[6.1,8.4]$ |
| 4.75 | $[2.8,6.7]$ |
| 6.6 | $[3.5,9.7]$ |
| 8.2 | $[6.5,9.9]$ |
| 1.975 | $[0.15,3.8]$ |
| 4.7 | $[4.5,4.9]$ |
| 7.5 | $[7.1,7.9]$ |

This bivariate data set is displayed in Figure 29. The least squares slope ranges on [ $0.363,1.637$ ] for these interval data. The intercept of the regression is $[-3.597,3.598]$. These intervals were computed with the optimization techniques in Microsoft Excel's Solver (Fylstra et al. 1998).


Figure 29. Data for the numerical example.
Nonparametric regression. There are also several nonparametric methods for regression analysis (Rousseeuw and Leroy 1987; Siegel 1982). One that is especially convenient to compute is the median of pairwise slopes

$$
\frac{Y_{j}-Y_{i}}{X_{j}-X_{i}}
$$

over all data pairs, $1 \leq i<j \leq N$, so long as $X_{i} \neq X_{j}$ often enough to compute the median (Theil 1950; Sen 1968). This statistic estimates the slope $\beta$ in the regression model $Y \sim \beta X+\varepsilon$ (where $\mathrm{E}(\varepsilon) \neq 0$ ), in a more robust way than does the least squares method. If the regression errors $\varepsilon$ are symmetric (or the $X_{i}$ are ordered and symmetrically located, or $N<3$ ), then the estimator is unbiased (Wang and Yu 2005).

The Theil-Sen estimator can be generalized for interval data, but, like many other statistics, it cannot be sharply computed using the methods of naive interval analysis because of the repetition of uncertain quantities implicit in the expression for the statistic.

Numerical example. Suppose we have the following bivariate interval data:

| $X$ |  | $Y$ |
| :---: | :---: | :---: |
| [4.95, | 5.5] | [3.5, 6.8] |
| [8.9, | 9.5] | [8.7, 9.6] |
| [7.25, | 7.76] | [6.1, 8.4] |
| [4.75, | 4.98] | [2.8, 5.4] |
| [6.6, | 6.8] | [5.6, 7.9] |
| [8.2, | 8.4] | $[6.5,9.9]$ |
| [1.975, | 2.031] | [0.15, 2.80] |

$$
\begin{array}{ll}
{[3.2,} & 3.3] \\
{[7.5,} & 8.0]
\end{array} \quad \begin{array}{ll}
{[3.1,} & 4.21] \\
{[7.1,} & 7.9]
\end{array}
$$

These data are plotted as the nine rectangles in Figure 30. Using Excel's Solver utility (Fylstra et al. 1998), the range of Theil-Sen slopes for these interval data was found to be [0.591, 1.628]. This interval represents the range of Theil-Sen slopes that can be obtained by any configuration of nine scalar data points constrained to lie inside their respective rectangles. The extremal configurations are also shown in the figure as open and closed squares. Note that computing the Theil-Sen slope using naive interval analysis-as the interval median of the 36 interval quotients of data pairs-yields [0.422, 4.727], which is wider than the best possible bounds on the Theil-Sen slopes. Although this interval is non-optimal, i.e., the lower bound is shallower and the upper bound is steeper than possible, its range in this case is still clearly positive, and in some cases the result of the naive interval calculation may be tight enough for practical concerns.


Figure 30. Bivariate interval data (rectangles) and configurations of points that produce the smallest slope (open squares) and largest slope (filled squares) in Theil-Sen nonparametric linear regression.

The interval statistics approaches to regression described in this section should be contrasted with statistical methods commonly employed to handle censoring in regression analyses. When only one of the two variables is left-censored, standard survival analysis methods are typically used in regression studies (Schmitt 1985; Feigelson and Nelson 1985; Isobe et al. 1986). Schmitt (1985) described a weighted least-squares regression method for data sets in which both the independent and dependent variables could include non-detects. Akritas et al. (1995) described the extension of the Theil-Sen nonparametric regression method for data with non-detects in both variables.

## 6 Computability of interval statistics

The table below summarizes the computability results for statistics of data sets containing intervals that have been established in this report and elsewhere (Ferson et al. 2002a,b; 2005a; Kreinovich and Longpré 2003; 2004; Kreinovich et al. 2003; 2004a,b; 2005a,b,c; Wu et al. 2003; Xiang 2006; Xiang et al. 2006; Dantsin et al. 2006; Xiang et al. 2007a). The column headings refer to exemplar problems. For instance, the computabilities in the Means column apply to all the various kinds of means described in section 4.2. The Variance column also applies to the calculation of standard deviation. The Breadths column applies to calculating upper and lower confidence limits, outlier detection, and even-ordered central moments. It also applies to percentiles and medians. The Covariance column also applies to calculating correlations.

| Kind of data set | Means | Variance | Breadths | Covariance | Odd central moments |
| :---: | :---: | :---: | :---: | :---: | :---: |
| No intersections | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N \log N)$ | $\bigcirc\left(N^{2}\right)$ | $\bigcirc\left(N^{2}\right)$ |
| Same precision | $\bigcirc(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N \log N)$ | $\bigcirc\left(N^{3}\right)$ | ? |
| Binned data | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N \log N)$ | $\bigcirc\left(N^{2}\right)$ | ? |
| Detect/non-detect | $\bigcirc(N)$ | $\bigcirc(N)$ | $\bigcirc(N \log N)$ | ? | ? |
| Few intersections | $\mathcal{O}(N)$ | $\mathcal{O}(N \log N)$ | $\mathcal{O}(N \log N)$ | $\bigcirc\left(N^{2}\right)$ | $\mathcal{O}\left(N^{2}\right)$ |
| No nesting | $\bigcirc(N)$ | $\bigcirc(N)$ | $\bigcirc(N \log N)$ | ? | ? |
| Thin | $\bigcirc(N)$ | $\bigcirc(N)$ | $\bigcirc(N)$ | ? | ? |
| Arrangeable | $\bigcirc(N)$ | $\bigcirc\left(N^{D}\right)$ | $\bigcirc\left(N^{D}\right)$ | ? | ? |
| General | $\mathcal{O}(N)$ | NP-hard | NP-hard | NP-hard | ? |

The symbol $N$ in the table denotes the sample size of the data set, and the tabled expressions are all "order of" estimates $\mathcal{O}(\cdot)$. These estimates exclude any fixed overhead associated with a calculation and focus on the per-sample processing cost. They do not reveal the absolute computational time required, but only the relative time as a function of sample size. The idea is to indicate how much more difficult the calculation becomes when there are a lot of samples to process. For comparison, the task of printing out $N$ numbers has a computational difficulty on the order of $N$, that is, $\mathcal{O}(N)$. The task of sorting $N$ numbers has a computational difficulty on the order of $N \log (N)$. Operations such as these are certainly feasible for reasonably small $N$, although they become more and more demanding as sample size increases. Other algorithms require computational effort that grows with the square or cube of the sample size. These are a lot more intensive when the sample size is large, but may still be practical in many cases. We see in the last row of the table that the computability is worst for the general case where we can make no assumptions about the widths of intervals or their patterns of overlap. In this situation, all the important statistics other than the mean are reported as NP-hard. NP-hard problems get harder much faster as $N$ grows and are generally not feasible for large sample sizes. In practice, exact solutions may be computable only for data sets with a handful of values. However, the happy news of this report is that, for a wide variety of common cases summarized in the other lines of the table, the computabilities are much
less onerous. A question mark in the table denotes an open research question about computability.

The rows of the table refer to the kinds of interval data sets defined in section 3.5. Recall that in a no-intersections data set no two intervals may overlap each other (unless one is a degenerate, point value). In same-precision data, the intervals all have the same width. In binned data, the intervals are either identical (overlap perfectly), or don't overlap at all (or do so only at one point at most). In detect/non-detect data sets, the only nondegenerate intervals have the form $\left[0, D L_{i}\right]$. A data set with few intersections has fewer than $K+1$ intersections among the intervals. Surprisingly, the number $K$ doesn't play in the computability results. In a no-nesting data set, no interval is entirely within another. For arrangeable data, there are $D$ subgroups each of which has no nesting.

The computabilities given in the table are theoretical, and their implications for practical computation should be well understood. The computabilities are order-of-magnitude calculations and only express relative costs of the algorithms. They reflect worst case times, neglecting the fact that the necessary calculation for a particular problem may be much less than suggested by the order given in the table. They also ignore all constant multipliers which determine the per-step computational cost as well as any overhead costs, which are usually important in practical considerations. For instance, as we explained at the end of section 4.5.1.2.4, an $\mathfrak{O}(N)$ algorithm is not necessarily better than an $\mathcal{O}(N \log N)$ algorithm for a particular problem if the time required for each step of the former is a lot longer than for the latter. When the sample size is small or moderate, it may often be the case that the $\mathcal{O}(N \log N)$ algorithm is faster than the $\mathcal{O}(N)$ algorithm. Such considerations should be implemented in practical software intended to make these calculations automatically. Nevertheless, these computability estimates are important both theoretically and practically when the sample sizes become large. They inform us about how large sample sizes can practically be. It is likely that automated data collection will become more common in the future, so sample sizes may tend to become quite large if this is the case.

There may be considerable economies that arise because only some of the data are intervals. When $H$ of the values are nondegenerate intervals and $(N-H)$ are scalar point values, the computabilities improve according to this table.

| Kind of data set | Means | Variance | Breadths | Covariance | Odd central moments |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  |
| No intersections | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $\mathcal{O}\left(N+H^{2}\right)$ | $\mathcal{O}\left(N+H^{2}\right)$ |
| Same precision | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $\mathcal{O}\left(N H^{2}\right)$ | $?$ |
| Binning data | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $\mathcal{O}\left(N+H^{2}\right)$ | $?$ |
| Detect/non-detect | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $?$ | $?$ |
| Few intersections | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $\mathcal{O}(N+H \log H)$ | $\mathcal{O}\left(N+H^{2}\right)$ | $\mathfrak{O}\left(N+H^{2}\right)$ |
| No nesting | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $?$ | $?$ |
| Thin | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ | $\mathcal{O}(N+H \log H)$ | $?$ | $?$ |
| Arrangeable | $\mathcal{O}(N)$ | $\mathcal{O}\left(N+H^{D}\right)$ | $\mathcal{O}\left(N+H^{D}\right)$ | $?$ | $?$ |
| General | $\mathcal{O}(N)$ | NP-hard | NP-hard | NP-hard | $?$ |

In both of the above tables, the computabilities refer to algorithms designed to obtain exact results. For very large sample sizes, it may be necessary to abandon these methods and seek non-optimal approaches that can at least conservatively bound the statistics being sought. For instance, the jumping algorithms to compute bounds on the variance can produce results in only $\mathcal{O}(N \log N)$ time, even in the general case where we can make no presumptions about the widths or overlapping among intervals. Such outer approximations that retain the guarantee associated with interval analyses could likewise be useful in estimating other statistics as well. Likewise, widening a few intervals in general interval data set could sometimes change it into a no-nesting, same-precision, binned or thin data set for which a convenient and fast algorithm is available. Although not epistemologically desirable, this might make calculations computationally practical and so might be part of a strategy for outer approximation.

The algorithms outlined in this report for important special cases, together with conservative bounding when those cannot be used, can make interval statistics practical for almost all applications. Only a few years ago, it might have been thought that calculating basic descriptive statistics for interval data sets would be computationally prohibitive. The surprising result summarized in this report is that, for many practically important cases, the calculations can be not only feasible but efficient.

## 7 Tradeoff between sample size and precision

When describing a restaurant, Woody Allen once joked "It's terrible. The food is bad and the portions are small". The jest hinges of course on the notion that you would care about portion size when you wouldn't want to eat the food in the first place. Data sets aren't like meals. We certainly want the data to be good, but even if they are not good we'd still want them to be abundant. Scientists and engineers are starving for data, and we always want more. We'd like the data to be perfectly precise too, but we want them even if they come with unpalatably large imprecision. Likewise, we always want better data with greater precision, perhaps especially if few measurements can be taken.

Intuitively, given a fixed budget for empirical effort, one expects there to be a tradeoff between the precision of measurements and the number of them one can afford to collect. For instance, an empiricist might be able to spend a unit of additional resources to be devoted to measurement either to increase the number of samples to be collected, or to improve the precision of the individual samples already planned. Some practitioners apparently believe, however, that this tradeoff always favors increasing the number of samples over improving their precision. This belief is understandable given that most of the statistical literature of the last century has focused on assessing and projecting sampling uncertainty, and has in comparison neglected the problem of assessing and projecting measurement uncertainty. The belief is nevertheless mistaken, as can easily be shown by straightforward numerical examples. This section introduces one such example.

Consider the problem of estimating confidence limits on the mean from sparse and imprecise data. Such confidence limits are sometimes used as a conservative estimator of the mean that accounts for the sampling uncertainty associated with having made only a few measurements. The limits are affected by the sample size, but, if the calculation also accounts for the imprecision of the data values represented by intervals, they would also be affected by the measurement precision. Using the algorithms described in section 4.8 to compute confidence limits on the mean for interval data sets, Hajagos (2005) described a nonlinear tradeoff between precision and sample size as they affect the upper bound on the upper confidence limit. He conducted Monte Carlo simulation studies in which he varied both the precision and the sample size for data sets. His result is summarized in Figure 31, in which the abscissa gives the measurement precision for all data values and the ordinate gives the sample size of measurements all at that precision that can be collected given some fixed total cost for the empirical effort (assuming that both improving precision and increasing sample size have some cost). The isoclines give the values of the average resulting upper bound on the $95 \%$ upper confidence limit for the data set computed from random samples of the given sample size taken from the underlying population, each with the prescribed interval precision implied by the measurement uncertainty given on the abscissa. The numerical details are unimportant and depend on the choices Hajagos made about the underlying distribution in his simulations. What is interesting are the facts that (1) there is a tradeoff, and (2) it is nonlinear.


Figure 31. Isoclines describing the tradeoff between measurement precision and sampling effort for the upper bound of an upper confidence limit. Redrawn from Hajagos (2005).

In planning an empirical study from which an upper confidence limit will be estimatedand presuming that its value will have some engineering significance such as how robust a system design will have to be-this tradeoff between measurement precision and sample size will become centrally important. Studying it for a particular problem will allow engineers to determine whether they would be better off getting more or better data. The nonlinearity exemplified in the figure means the optimal investment of empirical resources between increasing sampling and improving precision depends on the quantitative details of the problem. An analyst who is interested in the upper bounds on the upper confidence limit (UCL, section 4.8), might plan an optimal empirical design in reference to figures such as this. The result can be understood as decisions about the lesser of two evils: sampling uncertainty versus measurement uncertainty. Sampling uncertainty arises from not having measured all members of a population and it is represented by confidence limits. Measurement uncertainty, specifically the uncertainty associated with making a finite-precision measurement, is represented by (non-statistical) interval ranges.

Let us briefly consider the implications of this tradeoff in the design of experiments. Suppose there are several measurement options available. We could pay $\$ 10,000$ for an exquisite measurement using the best, specially constructed apparatus and the most careful protocol executed by the world's foremost experimentalists. We could instead pay $\$ 1,000$ for a measurement that is merely excellent. Or we might choose a good-but-not-great measurement that costs only $\$ 100$. At the bottom of this barrel, we might also pay 10 bucks for what is admittedly a poor measurement. If we only have $\$ 40$ to spend, then our choice is to buy four of the poor measurements. If we are prepared to spend $\$ 10 \mathrm{~K}$ on the study, we could afford to buy the exquisite measurement, but it may not be true that we would want to spend it all in one place, as it were. We could instead buy 10 excellent, or a 100 good measurements. We might even prefer to buy 1000 poor measurements if the effect if sampling uncertainty is more important, i.e., has a worse effect on our ability to draw conclusions from the study than the measurement uncertainty from those poor measurements.

To study this problem quantitatively, we need to sketch the isoclines for cost and compare them to the uncertainty surface such as the one Hajagos computed (Figure 31). Suppose that Figure 32 shows cost isoclines in the left graph and the overall uncertainty isoclines for a statistic qualitatively similar to the upper UCL on the right graph. Costs are largest in the upper, left corner of the plane where there are lots of samples of high precision. Uncertainty is largest in the lower, right corner of the plane when there are measurements are crude and few. We want to balance costs with uncertainty so that neither is disproportionately large. The shapes of these isoclines are hypothetical, but they are similar to what might be expected in many real-world situations.


Figure 32. Hypothetical isoclines for cost (left graph) and resulting uncertainty (right graph) for different experimental designs.

Suppose that our experimental budget is small such that it corresponds to the lower gray cost isocline in Figure 33. The optimal precision for this budget is denoted by the lower filled circle. It says that we ought to have a small sample size of data with intermediate precision. If the project suddenly becomes more visible and the experimental budget is substantially increased, most project managers might plan to substantially increase sample size. Suppose that we can now afford a lot more of those samples as indicated by the empty circle in the figure directly above the first filled circle. This analysis suggests that collecting a lot more samples would be a decidedly bad way to spend the extra
money. Instead, we should follow the cost isocline selected by the empty circle to its uncertainty optimum, which would be the closed circle on the left. This denotes the optimum experimental design given that we have the substantially increased budget. This optimum suggests, however, that the extra money should mostly go to improving the precision of the measurements and only a little to collecting additional samples.


Figure 33. Optimum designs (filled circles) for each of two cost isoclines (gray) superimposed on the uncertainty isoclines (black).


Figure 34. Line of best experimental designs from cheap (lower, right) to expensive (upper, left).

Figure 34 shows an L-shaped line of optimal experimental designs for many budget sizes, ranging from the very large at the topmost point on the $L$ to the very small at the rightmost point of the bottom of the L. These points were obtained by optimizing uncertainty on each cost isocline, or equivalently, by optimizing cost on each uncertainty isocline. The L-shape of this line of optimal experimental designs is interesting. It suggests that when the budget is small (at the bottom of the L ), an incremental increase in the budget should be devoted mostly to increasing precision, whereas when the budget is above the corner of the $L$, the increment should be devoted mostly to increasing sample size. Thus, it appears that the designs are either in what might be called a "moresampling" domain on the left side of the L, or in a "more-precision" domain on the bottom of the L. Of course, this particular shape depends on the local numerical details of the problem, which were hypothetical. Nevertheless, it is perhaps reasonable to anticipate that other, similar problems might also display both more-sampling and moreprecision domains.

The isoclines will depend on the details of the empirical methods employed. Naturally, they don't have to look just like these examples in any particular situation, although they often will be similar because of common economies of scales. For instance, measurement laboratories frequently offer their customers volume discounts. Statistical confidence calculations likewise have stereotypical asymptotic behaviors of diminishing returns, so the first few samples tend to tell us more than the last few samples do. Analysts should be able to construct their own isoclines for a particular project given specific cost schedules and characteristics of the experimental design.

The tradeoff that has been discussed here is that between precision and sample size, which is concerned with how one's budget for empirical work will be spent. Analysts are often also interested in another tradeoff as to how big the empirical budget should be. This tradeoff problem could be studied in a wider context that allows the comparison to be expressed purely in monetary units. For example, by translating the overall uncertainty in the statistical summary into dollars-small uncertainty is cheaper because, say, it would allow for a more efficient engineering design - one can add the up-front empirical costs of a project to the resulting long-term costs of potential overdesign and then minimize the total project cost. This would involve "value of information" considerations and could permit a reasoned inference about how much investment in empirical effort is appropriate for a project. Such considerations ought to include, and distinguish, epistemic and aleatory uncertainties.

Of course such tradeoffs between precision and sample size have been appreciated by others, who have occasionally found that devoting resources to improving precision may be preferable to collecting more samples in some situations. Using the confidence limits described by Horowitz and Manski (2000), Manski (2003, page 20f) described the computation of confidence intervals of a statistic for data with missing values and found that the incertitude arising from the missing data was much larger than the uncertainty resulting from incomplete sampling at a specified level of confidence. This result occurred unless the sample size was very small or there were very few missing values. Findings like these contradict the prevailing intuition among statisticians that it's better to
get more data than to improve measurement precision. Engineers have not traditionally subscribed to this idea, but they are being exposed to it more and more as statistical training becomes more pervasive in engineering.

Many large or publicly funded empirical studies today are governed by quality assurance guidelines (e.g., EPA 2000). Under these guidelines, measurement quality is a yes-no consideration. A measurement or a data set either meets quality criteria and is acceptable, or it does not meet these criteria and is deemed unacceptable and is excluded from the study. Although these quality criteria are context-dependent and will usually differ for different studies, the assessment of data quality is always a binary decision. This yes-no thinking extends from individual measurements to entire projects. For example, guidelines might prescribe that data from a particular laboratory or study can be used if at least $90 \%$ of the measurements have no larger than $\pm 75 \%$ uncertainty. Yet, empiricists have a strong intuition that measurement quality can vary continuously (as is evidenced by the fact that the phrase " $\pm 75 \%$ uncertainty" itself is meaningful). And one might expect that discarding even poor data would be an anathema to an empiricist if it contains any extractable information. It seems to us that a clearly better and more flexible strategy would be to keep the data while explicitly acknowledging their imprecision with some appropriate discounting. This does not seem to be practiced in data quality guidelines as commonly defined, even though it would be possible within a traditional statistical approach using a weighting scheme. Interval statistics allows still more expressiveness in accounting for incertitude in data. It seems to us that data quality criteria as currently prescribed could be improved in obvious but profound ways by judicious use of interval statistics.

## 8 Methods for handling measurement uncertainty

The interval statistics approach to modeling epistemic uncertainty associated with empirical data that is reviewed in this report can be applied to the important problem of evaluating, representing and propagating measurement uncertainty. It constitutes a possible alternative to or generalization of current approaches (Coleman and Steele 1999; Bevington and Robinson 1992; Taylor and Kuyatt 1994; Carroll et al. 1995; Dieck 1997) which require sometimes untenable assumptions and cannot really capture interval uncertainty. This approach will be of limited interest for the lucky metrologists who can properly neglect resolution uncertainty as a very small part of their overall uncertainty and don't encounter censored or missing data. For others, however, it may be much more useful, especially at the frontiers of metrology, where new measuring technologies are employed and the limits of measurability are being stretched. Section 8.1 will briefly review the standard approach to representing and propagating measurement error used by many national and international standards and metrology institutes and recommended by many scientific and engineering societies. Section 8.2 applies the methods of interval statistics to the standard approach for representing and propagating measurement uncertainty. Section 8.3 discusses how interval statistics and the standard approach might be hybridized to have the advantages of both approaches in allowing for substantial interval uncertainty and yet also acknowledging that some errors may be larger than the nominal bounds given by the empiricist. Section 8.4 will consider the question of whether there is any demonstrable need to do things differently in handling measurement uncertainty.

### 8.1 The standard approach

A measurement result is complete only if it is accompanied by a quantitative expression of its uncertainty. The uncertainty is needed to judge whether the result is adequate for its intended purpose and whether it is consistent with other similar results. Over the last few decades a broad consensus has emerged about how measurement error should be quantified and incorporated into subsequent calculations. In 1977, the International Committee for Weights and Measures (CIPM), which is the highest authority in the field of metrology, asked the International Bureau of Weights and Measures (BIPM) to study the prospects of reaching an international agreement on expressing uncertainty in measurements in collaboration with various national metrology institutes. The substantial result was the report of Kaarls (1981), the main recommendations of which were approved in 1981 by the CIPM. The appendix on page 133 of this report reproduces these recommendations. In 1985, CIPM asked the International Organization for Standardization (ISO) to develop guidance based on the BIPM recommendations, resulting in an elaborated document (ISO 1993) representing the international view of how to express uncertainty in measurements. This guidance was succinctly presented in a technical note from the National Institute of Standards and Technology (NIST) (Taylor and Kuyatt 1994). Dieck (1997) also provided a tutorial introduction to the subject. Since 1997, the Joint Committee on Guides in Metrology (JCGM) has assumed
responsibility for the guidance and has recently released a supplement on how Monte Carlo simulation can be used to extend the applicability of the approach (JCGM 2006).

The language of the guidance abandons the familiar ideas of random and systematic errors, and talks instead about Type A and Type B evaluations, the difference between which is related to how the uncertainties are estimated. The evaluation of uncertainty by a statistical analysis of a series of observations is called a Type A evaluation of uncertainty. An evaluation of uncertainty by any other means is called a Type B evaluation. The phrase "other means" typically refers to what might be called scientific judgment. Both Type A and Type B evaluations of uncertainty are expressed in terms of probability distributions summarized by a standard deviation of the mean. Typically, the distribution is presumed to be a normal (Gaussian) distribution, but sometimes a uniform (rectangular) or triangular (Simpson) distribution, or other distribution shape may be assumed. However, even if the uncertainty is initially presumed to have a uniform distribution, once it has been summarized with a standard deviation of the mean, it is subsequently treated as though it were normally distributed when used in calculations. These probability distributions represent the uncertainty about a fixed quantity that would be associated with repeated measurements of it. For instance, a statistical analysis of $N$ repeated direct measurements $X_{i}$ of some quantity would be summarized as the best estimate

Expression 1

$$
Y=\frac{1}{N} \sum_{i=1}^{N} X_{i}
$$

called the "measurement result", together with its uncertainty

Expression 2

$$
U(Y)=\sqrt{\frac{1}{N(N-1)} \sum_{i=1}^{N}\left(X_{i}-\frac{1}{N} \sum_{j=1}^{N} X_{j}\right)^{2}},
$$

which is called the "standard uncertainty" associated with the measurement result $Y$. This uncertainty is known in statistics as the standard error* associated with the collection of measurements. Note that this expression becomes smaller and smaller as the sample size $N$ gets larger and larger. This is a central feature of this approach to modeling measurement uncertainty. Because of its obvious connections with the central limit theorem for normal distributions, we might call it the 'centrality feature' of the standard approach. It represents the idea that, with sufficiently many estimates of a quantity, the uncertainty about that quantity can be made as small as desired. In contrast, an approach based on interval statistics can allow for situations in which incertitude represents a fundamental constraint on the possible precision of an estimate. Once we have reached this constraint, no matter how many more estimates are taken, the aggregate estimate cannot get any better. The standard approach recognizes no such constraint.

[^9]NIST uses the plus-or-minus symbol $\pm$ between the measurement result and its standard uncertainty to denote the normal distribution model of the measurement and its uncertainty. For instance, the expression $0.254 \pm 0.011$ denotes a normal distribution $\mathrm{N}(0.254,0.011)$ with mean 0.254 and standard deviation 0.011 which is the model for the uncertainty of the measurement result. This notation is somewhat at odds with other common uses of the $\pm$ symbol to denote a pair of values of differing sign or a range of values around a central point. One must be careful to keep in mind that the plus-minus notation between the measurement result and its standard uncertainty denotes a probability distribution, rather than an interval* or a pair of scalar values. NIST also suggests a "concise notation" in which the standard uncertainty is expressed parenthetically as mantissa digits whose power is specified positionally by the last digits of the best estimate. Thus, the concise notation $0.254(11)$ is equivalent to the normal distribution $0.254 \pm 0.011$.

Numerical examples. As an example of a Type A evaluation, we apply Expressions 1 and 2 to the skinny and puffy data sets. The skinny and puffy data were given on page 28 and plotted in Figure 6. The most likely treatment by analysts would simply ignore the express uncertainty of the intervals (although we consider another way these data sets might be handled within the ISO/NIST approach below). Replacing the intervals in the skinny data set by their midpoints yields the values $1.26,2.83,7.595,8.04,9.715$, and 4.12. The mean of these six scalars is 5.593 and their standard error is 1.361 , with ordinary rounding. Thus the model of measurement uncertainty is the normal distribution with mean 5.593 and standard error 1.361 , which can be written as $5.593 \pm 1.361$ or as 5.6(14). The scalar midpoints of the puffy data are $4.95,7.85,7.25,4.75,6.6,8.2,1.975$, 4.7, 7.5. These nine values lead to a mean of 5.975 and a standard error of 0.6768 , and, with ordinary rounding, the normal distribution written as either $5.98 \pm 0.68$ or 5.98(68). These distributions are plotted in Figure 35 as black curves against the empirical distributions originally plotted in Figure 6 shown in gray. The black distributions are steep compared to the gray distributions for two reasons. First, the uncertainties in the interval data are ignored because only the midpoints of the intervals are used, and, second, the standard error (standard deviation of the mean) is the dispersion of interest, not the standard deviation of the data themselves.

[^10]

Figure 35. Standard ISO/NIST models (black curves) of measurement uncertainty neglecting incertitude for the skinny and puffy data, superimposed on their empirical distributions (gray).

In the case of a Type B evaluation, the standard uncertainty can be estimated from calibration data or other previous data, or the manufacturer's specifications for the measuring instrument, or the analyst's past experience with the device or similar devices. It can also be estimated by backcalculation from a previously reported confidence interval assuming normality, or even by backcalculating from a reported range (that is not described as a confidence interval) by assuming a coverage probability and a distribution shape and treating the range specified as though it were a confidence interval.

The quantity being measured, the measurand, is not always measured directly. Sometimes it is measured indirectly as a function of other measured quantities. For instance, we might use Ohm's law to indirectly measure an electrical current from directly measured values for resistance and voltage, or we might indirectly measure the mass of water in a pool from direct measurements of the length, width, and height of the pool and the temperature and salinity of the water. In these cases, and, indeed, in most metrological work, we must compute the measurement from other quantities. The standard approach recommended by ISO and NIST specifies that these calculations should propagate measurement uncertainties as well as the central values. If, for example, the equation that relates an indirectly measured value $Z$ to other measured quantities of $Y_{1}, Y_{2}, \ldots, Y_{L}$ is

$$
Z=F\left(Y_{1}, Y_{2}, \ldots, Y_{L}\right)
$$

then the function $F$ should be applied to the best estimates of $Y_{1}, Y_{2}, \ldots, Y_{L}$, which are perhaps obtained from Expression 1, to obtain the best estimate of $Z$. The uncertainty associated with this calculation is the weighted quadrature sum of the input uncertainties

Expression $3 \quad U(Z)=\sqrt{\left[\frac{\partial F}{\partial Y_{1}}\right]^{2} U^{2}\left(Y_{1}\right)+\left[\frac{\partial F}{\partial Y_{2}}\right]^{2} U^{2}\left(Y_{2}\right)+\cdots+\left[\frac{\partial F}{\partial Y_{L}}\right]^{2} U^{2}\left(Y_{L}\right)}$
where $U\left(Y_{i}\right)$ is the standard uncertainty associated with $Y_{i}$, perhaps estimated from Expression 2. When the function $F$ is simple addition, Expression 3 reduces to the root sum of squares of the uncertainties. When $F$ is averaging as in Expression 1, Expression 3 reduces to Expression 2 if we allow the uncertainty of a single value to be the standard deviation of the distribution from which it's drawn. This weighted quadrature sum formula is called the "law of propagation of uncertainty" for independent inputs.

The formula is exact when $Y_{1}, Y_{2}, \ldots, Y_{L}$ are independent and normally distributed and $F$ is linear. It is also reasonable as the first terms in a Taylor approximation in other cases when the $U\left(Y_{i}\right)$ are small in magnitude. The approximation suffers when uncertainties are large and the model nonlinear, however. For example, suppose $F(A, B, C)=A B^{3} \sqrt{ } C$, where $A$ is modeled by $12 \pm 1.2, B$ is $34 \pm 17$, and $C$ is $0.78 \pm 0.195$. The central value is $F(12,34,0.78)=12 \times 34^{3} \times 0.78^{1 / 2} \approx 416,548$, and its standard uncertainty is $\sqrt{ }\left((\partial F / \partial A)^{2} U(A)^{2}+(\partial F / \partial B)^{2} U(B)^{2}+(\partial F / \partial C)^{2} U(C)^{2}\right)=\left(\left(34^{3} \times 0.78^{1 / 2} \times 1.2\right)^{2}+\right.$ $\left.\left(3 \times 12 \times 0.78^{1 / 2} \times 34^{2} \times 17\right)^{2}+\left(1 / 2 \times 12 \times 34^{3} \times 0.78^{-1 / 2} \times 0.195\right)^{2}\right)^{1 / 2} \approx 628,370$. The model of uncertainty in the measurement result is thus the normal distribution $416,548 \pm 628,370$, which is depicted in Figure 36 as the black curve in complementary cumulative form. Yet, if the variables actually have the distributions as modeled, that is, $A \sim \mathrm{~N}(12,1.2)$, $B \sim \mathrm{~N}(34,17)$, and $C \sim \mathrm{~N}(0.78,0.195)$, then the actual distribution of the random function $A B^{3} \sqrt{ } C$, which can easily be computed with Monte Carlo or other methods, is that depicted in Figure 36 as the gray curve. The actual distribution is obviously not normal in shape. It has a standard deviation almost $40 \%$ larger than the ISO/NIST approximation suggests. Only about $2 \%$ of the distribution's values are negative, rather than a quarter of them as suggested by the approximation. Moreover, the right tail of the actual distribution is severely underestimated. The ISO guidance has recently been supplemented by JCGM (2006) which discusses how Monte Carlo methods can be used in such situations.


Figure 36. Poor approximation by ISO/NIST model (black) of actual uncertainty distribution (gray) when function is nonlinear and uncertainties are large.

Sometimes uncertainty sources are not independent of one another. For instance, if the same device, say an optical range finder, is used to measure the length and width of a rectangular area, then it is likely that the errors, and thus the uncertainties, are highly correlated with each other. For such cases, the standard approach for handling
measurement uncertainty generalizes Expression 3 to take account of the covariances, or, equivalently, the correlations among the inputs (ISO 1993; Taylor and Kuyatt 1994). The covariances are sometimes called "mutual uncertainties". The standard approach allows a user to specify any* correlation between different measurement sources in the uncertainty budget. JCGM (2006) elaborates the guidance on handling correlations within Monte Carlo simulations, although it is perhaps misleading when it enthuses that "the implementation of the [Monte Carlo method] for input quantities that are correlated is no more complicated than when the input quantities are uncorrelated" (ibid., section 9.4.3.1.3). The guidelines envision an analyst specifying zero correlations for independent sources and positive or negative values from the permissible range $[-1,+1]$ for sources that may be somehow related to each other physically. Perfectly dependent sources would be assigned +1 , and perfectly negatively dependent sources would be assigned -1 . The analyst decides which correlations to use in any particular case.

Although it is not expressly stated in the guidance, the variability represented by the standard uncertainty is the mean's variability among several hypothetical studies involving the measurement, or perhaps among different scientists making the measurements. The measurand is presumed not to have any intrinsic variability itself (ISO 1993, sections 1.2 and 3.1.3). This is appropriate, or at least tenable, for many physical quantities such as the speed of light in a vacuum, Planck length, and the Newtonian gravitational constant. As a result of this focus, the ISO/NIST approach uses tight normal distributions (or sometimes rescaled $t$-distributions) to represent the imprecision of the measurement, whether it is a direct measurement or actually a calculation, and whether it is expressed as variability of repeated samplings or in some other, possibly subjective form. The distributions are 'tight' in the sense that they represent sampling variability among means of measurements, rather than the sampling variability of the measurements themselves. For example, suppose 20 measurements of a quantity have been made and the empirical distribution function of the results is shown in Figure 37 as the step function. The ISO/NIST model of the measurement imprecision is the tight normal distribution shown as the thick black curve. For comparison, the normal distribution fitted to the measurements themselves (by the method of moments) is shown as the thin gray curve. The difference is due to the ISO/NIST approach's use of the standard error, rather than the standard deviation as the statistic of uncertainty. Because the standard error is obtained by dividing the standard deviation by the square root of the sample size, the ISO/NIST model of uncertainty is always tighter than the actual data. When the sample size increases, it becomes hard to distinguish the empirical distribution from the gray curve, while the black curve used by ISO/NIST gets steeper and steeper, i.e., more and more like a spike equivalent to a point value without any uncertainty at all.
*It is apparently even possible to specify contradictory correlations between variables $A, B$ and $C$ like this:

|  | $A$ | $B$ | $C$ |
| :---: | :---: | :---: | :---: |
| $A$ | +1 | +1 | -1 |
| $B$ | +1 | +1 | +1 |
| $C$ | -1 | +1 | +1 |

This matrix is symmetric and has permissible values (between -1 and +1 ), but it is not positive semidefinite and therefore cannot be a correlation matrix (see Ferson et al. 2004a). This oversight was corrected in JCGM (2006), which recommended such matrices be "repaired" by modifying them to be positive semidefinite.


Figure 37. ISO/NIST model of measurement uncertainty (thick black curve) compared to the data's empirical distribution (step function) and fitted normal distribution (gray).

One might argue that this is a silly extrapolation and that no one collects so many repeated measurements of exactly the same quantity. But, whether or not it actually happens in fact, the asymptotic behavior is relevant in deciding whether a method for characterizing uncertainty is sensible or not. In fact, repeating measurements is exactly what empiricists are encouraged to do in order to minimize their uncertainty. Michelson and his colleagues (1935) famously conducted over a thousand separate determinations of the speed of light in 233 series over two years in Pasadena. Figure 38 displays their results, which apparently they only stopped collecting because the cows actually came home. It is worth noting, although it is hardly surprising, that the arithmetic mean of all of their estimates ( $299,774 \mathrm{~km} / \mathrm{s}$, with average deviation of $11 \mathrm{~km} / \mathrm{s}$ ) does not approach the currently accepted value of the speed of light, which is indicated by a small arrow on the right side of the figure.


Figure 38. Repeated measurements of the speed of light by Michelson et al. (1935). Data values obtained from Cutler (2001b).

### 8.2 Using interval statistics within the standard approach

The methods of interval statistics can be immediately employed within the ISO/NIST approach so that it can account for incertitude. Figure 39 depicts (in black) the traditional ISO/NIST models ignoring incertitude of the skinny and puffy data sets, which were already shown in Figure 35, together with analogous models (in gray) based on interval statistics accounting for incertitude. Following the ISO/NIST guidance (ISO 1993; Taylor and Kuyatt 1994), these models represent normal distributions fitted by the method of matching moments, but now using the techniques of interval statistics as described in section 4.9.1.


Figure 39. Standard ISO/NIST models (black) for the uncertainty of estimates from the skinny and puffy data sets, together with their interval-statistics analogs that account for incertitude.

The associated numerical summaries of the two data sets are given in the tables below. The estimates in the first column of the tables are the means of the data sets. The ISO/NIST calculations use Expression 1 with midpoints of the data intervals, and the interval statistics calculations use the generalization of Expression 1 described in section 4.2.1 for interval data. The standard uncertainties in the second column of the tables are the standard errors, computed with Expression 2 or its interval generalization described in section 4.5.2. The coverage intervals in the last column of the tables are computed from the estimate plus or minus $k$ times its respective standard uncertainty. The interval statistics calculation uses the algorithm described in section 4.8.2. These coverage intervals were based on $k=2$, which produces a probabilistically symmetric coverage interval with an associated coverage probability (or level of confidence) of approximately $95 \%$, assuming the underlying distribution is normal. According to the ISO/NIST guidance (Taylor and Kuyatt 1994, section 5.4), the values of the measurands are believed to lie within these intervals with a level of confidence of approximately $95 \%$. All interval statistics are reported with outward-directed rounding, but intervals from traditional ISO/NIST calculations are reported with ordinary rounding.

Skinny

|  | Estimate | Uncertainty | Coverage interval |
| :--- | :---: | :---: | :--- |
| ISO/NIST | 5.593 | 1.361 | $[2.871,8.315]$ |
| Interval statistics | $[5.338,5.849]$ | $[1.258,1.467]$ | $[2.583,8.591]$ |

Puffy

|  | Estimate | Uncertainty | Coverage interval |
| :--- | :---: | :---: | :--- |
| ISO/NIST | 5.975 | 0.677 | $[4.621,7.329]$ |
| Interval statistics | $[4.561,7.389]$ | $[0.338,1.172]$ | $[3.018,9.004]$ |

The coverage intervals computed above assume that the standard uncertainties have negligible uncertainty themselves. Because the sample sizes are rather low in these two data sets, that may be an untenable assumption. Some analysts in this circumstance might wish to use the Student $t$-correction to account for the small sample sizes. This correction assigns the coverage factor $k$ to the critical value for a stipulated level of confidence of the two-sided $t$-statistic having degrees of freedom one less than the sample size. Thus, the correction would use $k=2.5706$ for the skinny data set and $k=2.3060$ for the puffy data set. The results after the Student $t$-correction represent statistical confidence intervals. The ISO/NIST calculation, which ignores incertitude, then leads to the $95 \%$ coverage interval of [2.095, 9.092] for the skinny data set and [4.414, 7.536] for the puffy data set. The parallel interval statistics calculation again uses the algorithm described in section 4.8.2 to compute the outer bounds on the two-sided normal $95 \%$ upper and lower confidence limits on mean. The envelope of these outer bounds, expressed with outward-directed rounding, is [2.725, 9.314] for the puffy data and [1.771, 9.401] for the skinny data. They are so wide mostly because there are so few sample values but, in the case of the puffy data, also because their incertitude is so large. These confidence intervals can be directly compared to the distribution-free confidence limits on the means for the skinny and puffy data in Figure 18. All three sets of intervals are summarized in the following table.

|  | Skinny | Puffy |
| :--- | :---: | :---: |
| ISO/NIST | $[2.09,9.09]$ | $[4.41,7.54]$ |
| Normal with incertitude | $[1.77,9.41]$ | $[2.72,9.32]$ |
| Distribution-free | $[1.16,14.70]$ | $[1.70,13.79]$ |

For the interval statistics results in the second and third rows, we used outward-directed rounding, but for the ISO/NIST coverage intervals in the first row, ordinary rounding was used to conform with customary practice. The distribution-free intervals are widest, which is not surprising because they account for incertitude in the data and do not make use of the normality assumption. The ISO/NIST intervals are the tightest because they use normality and neglect the incertitude. The intervals in the middle row assume the underlying distributions are normal but account for the incertitude in the data sets.

Comparisons with the intervals in Figure 17 are more difficult because that figure characterizes the uncertainty of only the upper confidence limits, and also because it was based on a one-sided Student $t$-correction. It is interesting and perhaps surprising that the
configuration of scalar values within the respective data intervals that extremizes the endpoints of coverage and confidence limits may depend on whether a one- or two-sided limit is computed. This means that one cannot easily recompute coverage intervals or confidence intervals for different coverage probabilities or levels of confidence by simply altering the value of the $k$. In principle, each calculation requires a separate search for the extremizing configuration of scalars within the intervals. In practice, however, the actual numerical differences between the results may commonly be rather small in magnitude.

The objects in Figure 39 would typically be characterizations of the uncertainties of inputs to mathematical functions through which these uncertainties must be propagated. Suppose, for instance, that we are interested in the sum of the two quantities estimated from the skinny and puffy data sets. Figure 40 depicts the corresponding ISO/NIST estimate (in black) of this sum, together with its interval statistics analog (in gray). The black distribution was computed using Expression 3. Because the mathematical function is simple addition, the partials degenerate to unity. The same distribution could also have been computed using straightforward Monte Carlo simulation as described in JCGM (2006). The gray p-box in Figure 40 was obtained by straightforward calculations described and implemented by Williamson and Downs (1990; Berleant 1993; 1996; Ferson and Ginzburg 1996; Berleant and Cheng 1998; Ferson et al. 2003; Ferson and Hajagos 2004). The black distribution characterizes the estimate of the sum 5.593+5.975 $=11.568$ with combined uncertainty $\operatorname{sqrt}\left(1.361^{2}+0.6768^{2}\right)=1.520$. The coverage interval based on $k=2$ is [8.528, 14.608], which should include the actual sum with a level of confidence of about $95 \%$. In contrast, the analogous approach using interval statistics suggests a mean for the sum of $[5.338,5.849]+[4.56,7.39]=[9.898,13.239]$, a combined uncertainty of $\operatorname{sqrt}\left([1.258,1.467]^{\wedge} 2+[0.338,1.172]^{\wedge} 2\right)=[1.302,1.878]$ with outward-directed rounding. A coverage interval with coverage probability $95 \%$ can be computed using elementary interval analysis as described in section 3.1, but reading directly from Figure 40 (i.e., the $2.5^{\text {th }}$ percentile from the left bound and the $97.5^{\text {th }}$ percentile from the right bound) gives the slightly tighter coverage interval of [6.5, 16.6]. Note that this is more than $65 \%$ wider than the ISO/NIST coverage interval that neglects incertitude. This example shows that the standard approach yields a starkly different picture of the uncertainty of the result compared to the result obtained from an approach based on interval statistics. In our view, the standard ISO/NIST answer suggests the overall uncertainty is smaller than it actually is on account of the incertitude. Nothing about the range or dispersion (slope) of the ISO/NIST distribution tells us anything about the breadth of the incertitude revealed in the interval statistics results. Thus, without an analysis that specifically propagates it, this information about the reliability of the estimate would be lost.


Figure 40. Propagation of uncertainty about the skinny and puffy data sets to the sum under the ISO/NIST scheme (black) and via interval statistics (gray) assuming independence.

The black distributions in Figure 39 and Figure 40 were based on calculations that completely ignore the incertitude in the data. Could a motivated analyst account for the this incertitude using the ISO/NIST approach without interval statistics? The guidance (ISO 1993, section F.2.3.3; Taylor and Kuyatt 1994, section 4.6) prescribes that an interval such as we consider in this report should be treated as a uniform distribution so that, in particular if the interval datum is $[\underline{x}, \bar{x}]$, then the measurement result should be taken to be $(\underline{x}+\bar{x}) / 2$, with standard uncertainty $U=(\bar{x}-\underline{x}) / \sqrt{ } 12$. However, it is not clear how one would combine such estimates together in a generalization of Expression 1 on page 111. The ISO/NIST guidance (ISO 1993; Taylor and Kuyatt 1994; JCGM 2006) does not address the problem of interval uncertainty - or any other kind of uncertaintywithin the individual values $X_{i}$ that are combined together using Expression 1. They are presumed to be point estimates. Nevertheless, within the spirit of the guidance, an analyst might construct a model of the measurement and its uncertainty as the distribution of means of samples of size $N$ taken from a (equally weighted) mixture of uniform distributions representing the $N$ respective intervals. This distribution could be derived analytically or via bootstrap methods or Monte Carlo simulation (JCGM 2006).

In the case of the skinny and puffy data sets, the mixture distributions are the same as those depicted in Figure 7 on page 33. The analog of the ISO/NIST model for uncertainty based on uniform distributions representing the intervals would be the distribution of means of random samples taken from these mixture distributions, where the sample size is 6 for skinny or 9 for puffy. No matter what the shape of the mixture distribution, the associated standard uncertainty can be estimated as the square root of its variance divided by the sample size. For the skinny data set, the standard uncertainty falls from 1.361 when incertitude is ignored to 1.244 when it is modeled with uniform distributions. In the case of the puffy data, the standard uncertainty grows from 0.6768 when incertitude is ignored to 0.7118 when it is modeled with uniform distributions. Note, however, that these changes are rather small. Whether the model of measurement uncertainty is constructed as a normal distribution with the mean of the midpoints and these standard uncertainties as the standard deviations, or a Monte Carlo simulation is
used to estimate the distributions of means of samples from the mixture distributions directly, the resulting distributions are graphically indistinguishable from the black ISO/NIST distributions shown in Figure 39 that ignore incertitude altogether. Thus, we find that a conscientious analyst motivated to take account of the incertitude in the two data sets would get answers very similar to those that ignore the incertitude completely. In short, even when incertitude is included, it seems not to have much of an impact of the results.

### 8.2.1 Dependencies among sources of uncertainty

The provisions within the ISO/NIST approach for handling possible correlations among uncertainties is presumably regarded as sufficiently general for wide use because it allows any correlations to be specified. Indeed, this flexibility is probably greater than many analysts are likely to ever need in practice. After all, observations from simultaneous measurements that could parameterize such correlations directly are rare. But we argue that this parametric flexibility is not really the same as, or as important as, freedom from assumptions. Although a user can specify correlation between sources of uncertainty, this option does not imply the user escapes having to make any assumptions about cross dependence among the sources of measurement uncertainty. It is telling that this flexibility often devolves in practice to choosing between only three correlations, zero and plus or minus one, corresponding to independence and perfect dependence. This may be because empiricists rarely have any more specific information that would point to another particular correlation coefficient inside the unit interval. Even in the face of empirical evidence on the subject of correlation, there seems to be an odd prejudice against modeling them among proponents of the standard methods. Dieck (1997, pages 148-151) says that calculated correlation coefficients should not be used unless they are statistically significantly different from zero. If there are few observations, even substantial correlations can fail to be statistically significant. The decision to set all nonsignificant correlations to zero means that some uncertainties will likely be underestimated and some will likely be overestimated.

JCGM (2006, section 9.4.1.3) acknowledges that engineers may sometimes have difficulty in quantifying the covariances or correlations. The guidance suggests treating inputs as independent when there is insufficient information to assess the correlation between them (ISO 1993, section F.1.2.1.c), but this is obviously incompatible with the recognition that correlations can have noticeable impacts on the results of calculations (JCGM 2006, section 9.4.3.3). We suggest that it might be useful to have a more appropriate method that could make the requisite computations when the analyst is unsure about what correlation or dependence there might be between inputs. There are two mathematical techniques for computing convolutions that do not require any assumptions about dependence between variables. The first is interval analysis (Wise and Henrion 1986), and the second is the probabilistic approach due to Fréchet (1935; 1951) of bounding results over all possible dependencies (Frank et al. 1987; Williamson and Downs 1990; Berleant and Goodman-Strauss 1998; Ferson et al. 2004a). Only these approaches truly relax dependence assumptions. The standard methods are making assumptions about the interactions of the sources of uncertainty that may or may not be supported by evidence and which may or may not be true in fact. Although it may not
often be necessary to make calculations without any assumptions about dependence between variables, it will be useful to be able to do so in some situations. Notable examples might include models of measurement devices functioning in abnormal environments or other cases where prior empirical information is limited or nonexistent.

Numerical example. Figure 41 depicts two results from propagating through an addition operation the uncertainties in the puffy and skinny data sets that were expressed via interval statistics as the gray p-boxes in Figure 39. Both were computed using algorithms described by Williamson and Downs (1990; Ferson et al. 2004a). The first is the result of addition assuming independence. This is shown with gray shading, and it is the same as was previously displayed in Figure 40. The second p-box, outlined in black, is the result of the same addition but without any assumption at all about the dependence between the two uncertainties. These outer bounds, therefore, simultaneously express the uncertainty arising from the incertitude of the input intervals, the within-data-set variability among them, and the compounded uncertainty of not knowing the correlation or dependence that interconnects the two estimates. Note that the uncertainty grows on account of the additional uncertainty about dependence, but it does not grow very much considering that the assumptions about dependence have been totally discharged. Inspecting the graphs, one can see that the interval ranging between the smallest possible $2.5^{\text {th }}$ percentile and the largest possible $97.5^{\text {th }}$ percentile is $[6.5,16.6]$ under the independence assumption. Without any assumption about dependence, this interval widens somewhat to [4.9, 18.1].


Figure 41. Uncertainty according to interval statistics about the sum of skinny and puffy assuming independence (gray) and making no assumption about dependence (black).

The standard approach (ISO 1993; Taylor and Kuyatt 1994) cannot account for uncertainty about the correlation or dependence among inputs. Nor, indeed, can any Monte Carlo method (JCGM 2006) account for this structural uncertainty. The outer bounds depicted in Figure 43 cannot be found by merely varying the correlation coefficient over its possible range on $[-1,+1]$; such bounds would be too small and would neglect possible nonlinear dependencies between the inputs. Obtaining the correct bounds requires special-purpose (although straightforward) computation. This and analogous computations for subtraction, multiplication, division and other
mathematical operations can be made using the methods and algorithms spelled out in (Williamson and Downs 1990; Berleant and Goodman-Strauss 1998; Ferson et al. 2004a). If the analyst can assume that only linear correlations are possible between the uncertainties, or that at least the sign if not the magnitude of the dependence is known, then it is possible to tighten the bounds somewhat and reduce the overall breadth of the resulting uncertain number (Ferson et al. 2004a). The methods can also be used if specific information about the correlation between the inputs is available to obtain still tighter bounds, even if there is some incertitude about the inputs themselves. However, these methods are currently limited to cases in which the model combining the inputs is known explicitly, and would not be applicable if only partial derivatives of the function were known or if the function were implemented in a black box accessible only through Delphic query.

### 8.2.2 Accounting for incertitude in measurement uncertainty

Because the standard ISO/NIST approach gives answers that are so clearly different from those obtained under interval statistics, we are lead immediately to several practical questions. Why are they different? How should we understand this difference, and should we think of using these two approaches for different purposes or in different circumstances? To answer these questions, we must consider the fundamental ideas behind the two approaches. A basic premise of interval statistics is the notion that the epistemic uncertainty (lack of perfect knowledge) embodied in incertitude of data intervals is fundamentally different from the aleatory uncertainty (variability) among the data values. Interval statistics is constructed to maintain this distinction and to treat the two forms of uncertainty differently. This report argues that incertitude (see especially section 2 ) cannot always be intuitively modeled as though it were the same thing as sampling uncertainty.

In contrast, the ISO/NIST guidance "treats uncertainty components arising from random effects and from corrections for systematic effects in exactly the same way" and, indeed, holds the viewpoint that "all components of uncertainty are of the same nature and are to be treated identically" (ISO 1993, section E.3). This viewpoint is based on the subjectivist interpretation that sees probability as a degree of belief rather than anything necessarily realized in the physical world. It was adopted in reaction to the limitations of a purely frequentist approach that could not handle non-statistical uncertainties (ibid.). The flexibility of the ISO/NIST approach based on the subjectivist Bayesian interpretation of probability depends on the presumption that the only kind of uncertainty that exists in a measurement is equivalent to the kind that can be properly characterized as sampling uncertainty among repeated measurings. Yet one doesn't need to conflate the two kinds of uncertainty to gain the desired flexibility. Interval statistics allows an analyst to distinguish between them when doing so may be useful.

We need not take sides in the long-standing philosophical debate between frequentists and subjectivist Bayesians. The question of what to do about incertitude may be orthogonal to this debate, at least in part. We feel that interval statistics offers methods that can be useful under either interpretation of probability. In principle, many of the
ideas in this report are compatible with both frequentist and subjectivist Bayesian* approaches (except, for instance, the purely frequentist notions such as Neyman-Pearson confidence intervals). In fact, both frequentist and Bayesian approaches could use interval statistics to improve the job they do of expressing uncertainty in situations where both aleatory uncertainty (variability) and epistemic uncertainty (lack of knowledge) are present in measurements.

As we and many others have argued, no single probability distribution can properly represent the epistemic uncertainty characterized by an interval (Ahmad 1975; Shafer 1976; Walley 1991; Ferson and Ginzburg 1996; Horowitz and Manski 2000; Manski 2003; Ferson et al. 2003; Ferson and Hajagos 2004; Kreinovich 2004; Kreinovich and Longpré 2004; Starks et al. 2004; Hajagos 2005, inter alia). The examples given in section 8.2 and elsewhere in this report suggest that ignoring incertitude, or modeling it with uniform distributions, can produce numerical results that violate our intuition about just what it means to be ignorant about something. How large the incertitude within a data set is should make a difference in the inferences that can be drawn from the data. Although it may often be the case that one can ignore the incertitude, this is surely not always true. Therefore, we suggest that methods that ignore incertitude or assume uniformity over it must be viewed as approximations when they produce results that disagree with those of an interval statistics approach, which is the more comprehensive analysis. Such comprehensiveness comes at a price; obtaining results in interval statistics can be more expensive computationally than are approximations.

We emphasize that we are not simply calling for empiricists to recognize larger uncertainties than they usually acknowledge. Indeed, one's uncertainty may be either small or large. Instead, we are merely arguing that a system by which such uncertainties are represented, combined and propagated might benefit from generalization to account for various kinds of uncertainties that currently are being ignored. Chiefly of concern is the incertitude that comes from intermittent or finite precision observations, censoring, security or privacy constraints, etc., such as were described in section 2 . We certainly feel that analysts should be free to make whatever assumptions they like. Our main concern is that they should not be forced to make assumptions they are not comfortable with, merely to be able to compute an answer. Interval statistics can help to relax the assumption is that resolution uncertainty for individual measurements is negligible compared to the variability among repeated measurements. This assumption would seem to limit the application of the ISO/NIST approach to a narrow swath of mature disciplines within science and engineering, and preclude its use in cutting-edge domains where errors have not yet been brought under good experimental control. The primary advantage of an interval statistics approach relative to the ISO/NIST standard approach is that it relaxes the assumptions that these measurement uncertainties are relatively small.

[^11]
### 8.3 Harmonization

We have argued that the methods of interval statistics reviewed in this document constitute an alternative to the current practices for representing and propagating measurement uncertainty that are recommended by national and international standards bodies. This section will discuss a slightly deeper harmonization of these two approaches. This harmonization will integrate concepts from both interval statistics and the ISO/NIST approach to modeling measurement uncertainty and might constitute a hybrid approach for representing and propagating measurement uncertainty that has the advantages of both approaches in allowing for substantial interval uncertainty and yet also acknowledging that errors can be very large or even unbounded. The key to harmonizing the two approaches that will unlock this hybrid vigor is to generalize the model of a measurement's possible error. The ISO/NIST approach uses a normal distribution, and the interval statistics approach uses an interval. A better general model for measurement uncertainty would have features of both a probability distribution and an interval. Estler (1997) suggested a distribution-free model for measurement uncertainty that has these features.

Figure 42 shows a variety of possible models of the uncertainty associated with a measurement or even a single datum. The upper, left graph is a precise probability distribution, which is the traditional model for uncertainty in the ISO/NIST approach (where the standard deviation is the observed standard deviation of a population of similar measurements). A symmetric normal shape is depicted, but other distribution shapes are also possible, uniforms and triangulars being especially common. It seems clear that this model of measurement uncertainty will continue to be important in a host of practical settings even if interval statistics is embraced by the metrological community. The upper, right graph of the figure shows an interval such has been used throughout this report to model a particular kind of measurement uncertainty which we have called incertitude. We think the argument is compelling for a central role for intervals in models for measurement uncertainty in situations where incertitude cannot be neglected.


Figure 42. Possible models for measurement uncertainty about a single measurement ( $x$-axes), including the ISO/NIST normal distribution (upper left), the interval of interval statistics (upper right), and two hybrids (lower left and right).

The two lower graphs of the figure depict possible generalizations of the precise probability distribution and the interval. These objects represent uncertainty about the precise location of the probability distribution of error. Mathematically, they are pboxes, and they can also be characterized as Dempster-Shafer structures (Ferson et al. 2003). We have seen several examples of the structure in the lower, left graph of the figure in section 8.2. This structure can arise whenever quantities characterized by a probability distribution and an interval are combined in convolutions. Thus, such objects are quite natural in any problem that contains both randomness and incertitude. Note, however, if the left and right bounds are normal distributions, this structure does not generalize an interval because, no matter how far apart the bounds are, there is no core, i.e., no region of values that are associated with vacuous limits on probability. On the other hand, the lower, right graph, which might be thought of as an interval with tails, does have a core region of interval uncertainty representing empirical incertitude. Such an object commonly arises from enveloping probability distributions with intervals (rather than convolving them). As important as having the core of epistemic uncertainty, this structure's tails also acknowledge that errors are not guaranteed to be within this narrow range. This, finally, is the promised relaxation of the full confidence assumption we introduced on page 18. It might be an appropriate model of measurement uncertainty whenever an empiricist acknowledges significant incertitude in a measurement but is also aware that a measurement might be really quite wrong because of the possibility of blunders, transcription errors, system noise, and other sources. The tails allow the analyst to account for his or her lack of 'full' confidence about a reported interval. The objects in the lower graphs are not otherwise qualitatively different, nor do they require different mathematical methods to handle them. They are two instances of a general class of objects that capture both randomness as described by probability and incertitude as described by interval analysis.

Any of the models in the figure could be used to represent the measurement imprecision of an individual quantification. More importantly, collections of these models can be combined together and their uncertainty propagated through calculations. Moreover, different calculi are not required to handle distributions, intervals and the more general hybrids; they can all be treated with a single computational technology. Our previous report (Ferson et al. 2003) introduces these objects and explains how they can be used in mathematical calculations. It is relatively straightforward to form distributions of these models, which generalize the distributions of intervals considered in section 4.1 , which themselves generalized empirical distribution functions based on scalar values. Recent work has also shown that elementary descriptive statistics for collections of these objects can be computed efficiently (Kreinovich et al. 2006b). It seems likely that the use of these generalized models of measurement uncertainty can even be extended into use with inferential statistical methods, although this will require research to demonstrate conclusively.

The operational details of how a fully hybridized system would work in routine practice remain to be explored. It seems reasonable that canonical models of uncertainty might be selected to recommend for routine use. For instance, in circumstances where the normal
distribution is now recommended by the ISO/NIST methodology, a p-box qualitatively like that in the lower, left graph of Figure 42 might be recommended instead. What is needed to make the hybridization into a successful marriage in practice is the development of conventions and traditions in thinking about what appropriate uses will be for the different possible models of uncertainty. Clearly, such development will emerge from a process involving many researchers, but the first step is to recognize a need.

### 8.4 Is measurement uncertainty underestimated?

This section entertains the question of whether there is any empirical evidence to think that the standard methods metrologists have devised for expressing measurement uncertainty may be missing something.

By arguing that incertitude is sometimes present in real-world measurements and that the standard methods for handling uncertainty are not properly accounting for incertitude, this report is suggesting that the expressed uncertainty of measurements may be underestimated in some number of cases. Is there any evidence that uncertainty is being underestimated by the standard methods currently used in metrology? It has long been recognized, as a matter of fact, that there seems to be. Shewart (1939) documented overconfidence in the uncertainty statements for estimates of the speed of light. Apparently this overconfidence has extended through the entire history of this measurement. Figure 43 depicts the uncertainty about historical measured values of the speed of light in a vacuum for various determinations made through time, as expressed by the measurement teams themselves. The precise meanings of the specified intervals were not always clear in the published reports, but, giving them the benefit of the doubt, we might take them to represent plus or minus one standard deviation (rather than $95 \%$ confidence intervals as is the standard format today). The nonlinear square-root scale of the velocity axis is centered on the current definition of the speed of light so that the individual ranges can more easily be distinguished as they progressively tighten through time. This scale obscures the tightening over the years as professed by the different measurement teams. They were getting more and more confident, though not necessarily more accurate in a relative sense. Henrion and Fischhoff (1986) revisited the issue of overconfidence and noted that, if these measurements were well calibrated, one would expect about $70 \%$ of them would enclose the true value. Instead, fewer than half ( 13 out of 27) of these ranges include the currently accepted* value of the speed of light.

Youden (1972; Stigler 1996) similarly described overconfidence-which is to say, systematic underestimation of uncertainty-in the measurements of both the speed of light and the astronomical unit (mean distance from the earth to the sun). Youden's famous address is widely cited in many scientific disciplines and has sparked lots of commentary, some of which may be overstated on account of confusion about the

[^12]meaning of confidence intervals (Killeen 2005). Henrion and Fischhoff (1986) also examined the "performance" of physicists in assessing uncertainty due to possible systematic errors in measurements of physical quantities by comparing historical measurements against the currently accepted values (i.e., values recommended by standards agencies) for a variety of fundamental physical constants. They observed consistent underestimation of uncertainties. Morgan and Henrion (1990, page 59) asserted that the overconfidence "has been found to be almost universal in all measurements of physical quantities that have been looked at." This overconfidence is apparently pervasive in science generally and may be related to human abilities systemically. It is well known in the psychometric literature that lay people and even experts are routinely and strongly overconfident about their estimates (Plous 1993). When experts are asked to provide $90 \%$ confidence intervals for their judgments (which ought to enclose the true value $90 \%$ of the time on average), their ranges will enclose the truth typically only about 30 to $50 \%$ of the time. Shlyakhter $(1993 ; 1994)$ suggested that this overconfidence is so pervasive in science that we might introduce an automatic inflation factor to all uncertainty statements to account for it.

Of course this brief discussion cannot pretend to be compelling on the question about whether uncertainties are correctly estimated in practice, but it hopes to suggest, against a mountain of comfort with the status quo, that the question is legitimate and worth considering. If substantial miscalculation of uncertainties is routinely or even regularly occurring, it is inconceivable that it wouldn't matter to metrologists and engineers.


Figure 43. Measurement uncertainty for the speed of light at different years. Note the nonlinear (square root) scale of the ordinate. Redrawn from Cutler (2001a).

## 9 Conclusions and next steps

In a variety of common circumstances, interval uncertainty (incertitude) arises in realworld measurements. The mensurational and statistical phenomena of censoring, rounding, data binning, and intermittency or periodicity of measurements described in section 2 strongly imply that intervals, rather than any probability distributions, are the proper mathematical representations of the uncertainties of some measurements in many practical cases. Using intervals to express and propagate these kinds of uncertainties is a relatively inexpensive way to make a formal accounting of the impact of measurement uncertainty. In interval statistics, then, both sampling uncertainty and measurement uncertainty can be expressed in a way that distinguishes the two forms. We argue that incertitude should be incorporated into statistical analyses whenever it is non-negligibly large for the following three reasons:
(1) Incertitude can affect statistical conclusions based on these measurements.
(2) It is inappropriate to mix together data of different quality (narrow and wide intervals) without accounting for their differences.
(3) Incertitude can interact with variability (scatter) of the data in complicated ways that result in tradeoffs between measurement precision and sample size.
Some statistics for interval data are straightforward to compute. Others can often be cumbersome to compute, and some are computationally very difficult. Section 6 summarizes the computability of some common statistics for various kinds of data sets containing incertitude. These considerations become important when the data become abundant.

Alternative measurement theory. Interval statistics provides an alternative to the purely probabilistic treatment of measurement uncertainty. Sometimes it is necessary to combine highly precise measurement results with poor precision measurements in calculations. Practically minded analysts often worry whether it is reasonable to mingle together poor data with good data. They wonder how they should understand the quality of the computed results. We hold that it is wrong to mix together good and poor data without accounting for their different reliabilities. Doing so would mask the uncertainty of the poor data and dilute the informativeness of the good data. Traditional approaches might employ weighting schemes to differentiate between good and poor data. Interval statistics permits this disparate information to be combined in a coherent way that makes the consequent uncertainty of the result completely transparent in the width of its interval. The difference between interval and traditional statistics becomes stark if we consider the behavior of uncertainty estimates as the number of samples grows asymptotically large. In the traditional probabilistic approach, the uncertainty of the mean, for instance, becomes vanishingly small, even if the individual measurements have a great deal of uncertainty. In interval statistics, on the other hand, the incertitude from plus-minus ranges limit the precision with which calculations of statistics can be made no matter how large the sample size is. If I can only measure a quantity to plus or minus 1000 units, my estimate of the uncertainty about the mean cannot really get much better than 1000 units. Historians of science have long recognized that expressions of uncertainty for many empirical measurements are overconfident. The tradition of ignoring incertitude may be
part of the reason for this. The standard approach to modeling measurement uncertainty is not quite yet written in stone. NIST policy, for instance, holds that "It is understood that any valid statistical method that is technically justified under the existing circumstances may be used to determine the equivalent of [quantitative measures of uncertainty]" (Taylor and Kuyatt 1994, Appendix C, section 4). Recent supplementary guidance (JCGM 2006) on using Monte Carlo methods illustrates, if nothing else, that metrologists are interested in generalizing their methods when it is useful to do so.

Alternative for censored and missing data methods. Interval statistics also provides an alternative treatment for data censoring and missing values. In traditional probabilistic approaches, missing or censored values are often presumed to have the same distribution as the available data. Although this is not refutable by appeal to the data themselves, the assumption may still not be credible (Manski 2003; Zaffalon 2002; 2005). Analysts find it hard-and perhaps should find it hard-to justify this assumption, or any similar assumption that identifies a particular distribution for missing or censored data. The reason the data are missing in the first place may be related to their magnitudes. But an even more fundamental consideration ought to restrain the analyst's assumptions. It is the impetus behind science itself, to wit, that observations rather than guesses should guide inferences. An epistemology that allows us to make any assertion in the absence of information, in the end, doesn't compel us to believe any of its conclusions.

Experimental design. The work should also have implications for experimental design. It is often true that a coarse measurement can be made cheaply whereas a careful measurement is more expensive. This suggests there should be a tradeoff between sample size and precision within an empirical effort. Yet many practicing statisticians seem to think the tradeoff always favors increasing sample size. We argue that this is clearly wrong. The tradeoffs may be nonlinear, so that whether an incremental addition to the budget for some empirical effort should be allocated to increasing sample size or improving precision will depend on the quantitative details of the problem and, in particular, what the current budget is. Sometimes the optimal strategy will increase the number of samples to be collected, and sometimes it will increase the care devoted to the individual measurements, and sometimes it might do some of both. The methods of interval statistics should allow analysts to design empirical efforts to optimize such allocations, in effect choosing between more data or better data, to maximize the benefit on the overall conclusion. If this tradeoff is not explored as a part of experimental design, it is likely that either sampling effort or precision will be wasted. Common statistical methods such as power analyses focus on the sampling uncertainty but tend to neglect measurement uncertainty, and may even ignore incertitude all together.

Distinguishing aleatory and epistemic uncertainty. In modern risk assessments and uncertainty modeling generally, analysts conscientiously distinguish between epistemic and aleatory uncertainty. This conscientiousness about the distinction should extend to data handling and statistical methods as well, but this has generally not been the case. For instance, guidance promulgated by national and international standards agencies for handling uncertainty in empirical data does not adequately distinguish between the two forms of uncertainty and tends to confound them together. Likewise, because most of the
statistical methods developed over the last century have focused on assessing and projecting sampling uncertainty (which arises from having observed only a subset of a population) and neglect measurement uncertainty (which arises from imperfect mensuration, censoring or missing values), almost all of the statistical methods widely employed in risk analysis presume that individual measurements are infinitely precise, even though this is rarely justifiable.

### 9.1 What should we call this?

It might be worth reflecting on what the subject matter of this report should be called. We might simply say that this material is a part of the field of robust statistics, but this masks the unity and specific uses of the present approach. The phrase "imprecise statistics" is evocative and would denote the field of statistics of imprecise data, just as circular statistics is the sister field focusing on circular (periodic) data. However, this name seems doomed to produce misunderstanding because the phrase can also be parsed to mean "poor or ill-posed statistics". In the recent past, we have seen the phrase "fuzzy logic" devolve from denoting the mathematical methods that can handle fuzzy specifications in an exact way into misapprehension as referring to clouded or invalid logic, probably because of the cognate phrase "fuzzy thinking".

Manski's (2003) phrase "statistics of incomplete data" seems too focused narrowly on missing data problems. Because the general issue concerns identifying distributions and their statistics insofar as possible based on only partial information, Manski also uses the phrase "partial identification" to characterize the basic problem, but this sounds perhaps too much like a riddle rather than an informative name.

In this report, we have settled on the phrase "interval statistics" even though it is not perfect. Firstly, it does not capture the generalization to using p-boxes to represent measurement uncertainty. What's worse is that the name "interval statistics" runs the risk of being misunderstood as somehow applying only to intervals and not being relevant to studies involving variability or probabilistic ideas. We have noticed in the past that prejudice against interval analysis exists in some quantitative disciplines and simply using the word "interval" sometimes engenders distrust or rejection of the method. The methods and ideas discussed in this report are, of course, intended to bridge interval analysis and traditional statistics based exclusively on probability theory. Perhaps in future developments the phrase "statistics of imprecise data" will be preferred.

### 9.2 Next steps

Research effort is needed to derive practical algorithms for computing interval generalizations of some remaining important statistics and statistical tests. Most useful immediately would be interval versions of analysis of variance and $t$-tests for both unpaired and paired data. Development effort is also needed to implement these algorithms, including those described in this report, in a friendly statistical software package so that they will be accessible to engineers widely.

Methodological research is needed on the integration of interval statistics into the standard protocols for assessing and propagating measurement uncertainty so that this complementary approach can be deployed in uncertainty-critical situations. It will be important to develop case studies in which the competing approaches are compared, side by side, so that the advantages of each method are highlighted and the prospects for synthesis between them are clearly illuminated. It will also be important to explore exactly how a hybridization of interval statistics with the standard ISO/NIST approach could work in practice. In generalizing the normal distribution of the ISO/NIST approach to account for epistemic uncertainty like incertitude, we might elect to use a p-box or Dempster-Shafer structure on the real line as the model of knowledge and uncertainty for an individual datum, i.e., for each measurement. This would generalize both the normal distributions used in the standard approach and the intervals used in this report.
Kreinovich et al. (2006b) have discussed the prospects of computing descriptive statistics on such objects. Further research is needed to address several questions before such a hybridization could be recommended for routine use in metrology. For instance, would a simple generalization of a normal distribution that has interval parameters be workably flexible model of uncertainty in situations where incertitude is non-negligible in measurements? Is there a need to represent intervals as distinct from such generalizations of normal distributions? Should the law of uncertainty propagation be considered a definition or merely an approximation? If the latter, what practical criteria should govern whether it or a more accurate formula is used to compute the uncertainty of derived variables? Can calculations that make no assumptions about dependence between input variables lead to usefully tight characterizations of uncertainty for derived variables? What models and constructs beyond those already in ISO/NIST guidance could or should be recommended for routine use in measurements? The approach currently recommended is the product of decades of use and refinement. A graceful generalization that could achieve the goal of a more comprehensive representation of incertitude as well as other forms of aleatory and epistemic uncertainty may require attention to other details and consideration of further subtleties, and may therefore need some time to mature.

## 10 Appendix

The following is the text of Recommendation INC-1 (1980) of the Working Group on the Statement of Uncertainties convened by International Bureau of Weights and Measures (BIPM, Bureau International des Poids et Mesures) at the behest of the International Committee for Weights and Measures (CIPM, Comité International des Poids et Mesures) and approved by it, as captured from the National Institute of Standards and Technology website http://physics.nist.gov/cuu/Uncertainty/international1.html. See Kaarls (1981).

## Recommendation INC-1 (1980) <br> Expression of experimental uncertainties

1. The uncertainty in the result of a measurement generally consists of several components which may be grouped into two categories according to the way in which their numerical value is estimated.

Type A. Those which are evaluated by statistical methods
Type B. Those which are evaluated by other means
There is not always a simple correspondence between the classification into categories A or B and the previously used classification into "random" and "systematic" uncertainties. The term "systematic uncertainty" can be misleading and should be avoided. Any detailed report of uncertainty should consist of a complete list of the components, specifying for each the method used to obtain its numerical value.
2. The components in category A are characterized by the estimated variances $s_{i}^{2}$ ( or the estimated "standard deviations" $s_{i}$ ) and the number of degrees of freedom $v_{i}$. Where appropriate the covariances should be given.
3. The components in category B are characterized by quantities $u_{j}{ }^{2}$, which are considered to be approximations to the corresponding variances, the existence of which is assumed. The quantities $u_{j}^{2}$ may be treated like variances and the quantities $u_{j}$ like standard deviations. Where appropriate, the covariances should be treated in a similar way.
4. The combined uncertainty should be characterized by the numerical value obtained by applying the usual method for the combination of variances. The combined uncertainty and its components should be expressed in the form of "standard deviations."
5. If for particular applications, it is necessary to multiply the combined uncertainty by an overall uncertainty, the multiplying factor must always be stated.

## 11 Glossary

accuracy The closeness of a measurement to its measurand's true value.
aleatory uncertainty The kind of uncertainty resulting from randomness or unpredictability due to stochasticity. Aleatory uncertainty is also known as variability, stochastic uncertainty, Type I or Type A uncertainty, irreducible uncertainty, conflict, and objective uncertainty
best possible As tight as can be justified (said of bounds). An upper bound is best possible if is the smallest such bound possible, and a lower bound is best possible if it is the largest lower bound possible.
censoring Imprecision in data such that only upper bounds are known (left censored data or non-detects), lower bounds are known (right censored or suspended data), or non-equivalent upper and lower bounds are known (interval censored data).

CIPM International Committee for Weights and Measures, which is the highest authority in the field of metrology.
cumulative distribution function A distribution function.

D-parameter A real-valued statistic or function $D$ of a distribution function or a random variable such that $D(F) \leq D(G)$ whenever $F$ stochastically dominates $G$. A Dparameter is said to respect stochastic dominance.
data (singular: datum) Empirical information, usually in numerical form. In this report, data may be scalar (point) values or intervals, including the vacuous intervals $[-\infty, \infty]$ and $[0, \infty]$.

Dempster-Shafer structure A set of focal elements (in this report, closed intervals of the real line), each of which is associated with a non-negative real values that sum to unity.

Dempster-Shafer theory A variant of probability theory in which the elements of the probability space to which nonzero mass is attributed, called focal elements, are not singletons but rather sets which represent the indistinguishabilty of alternatives within bodies of evidence. Dempster-Shafer theory is sometimes called evidence theory.
distribution function The function $F$ associated with some variate that describes the probability $F(X)$ that the variate will take on a value not greater than $X$. The distribution function associated with a data set of scalar values describes the probability $F(X)$ that a value selected at random (i.e., uniformly and independently)
from the data values will have a value less than or equal to $X$. Also known as a cumulative distribution function.
dominates Stochastically dominates.
EDF Empirical distribution function.
empirical distribution function A distribution function for a data set. Sometimes abbreviated EDF.
epistemic uncertainty The kind of uncertainty arising from imperfect knowledge, rather than variability. Also called ignorance, subjective uncertainty, Type II or Type B uncertainty, reducible uncertainty and state-of-knowledge uncertainty.
error The difference between a measurement and its measurand's true value.
Gaussian distribution Normal distribution.
incertitude Uncertainty characterized by an interval (rather than a probability distribution).
interval The set of all real numbers lying between two fixed numbers called the endpoints of the interval. In this report, intervals are usually closed so that the endpoints are considered part of the set. An interval is sometimes conceived as a contiguous subset of the extended real numbers, so that its endpoints may include $-\infty$ or $+\infty$. An alternative definition of an interval $[A, B]$ is the set of all cumulative probability distribution functions $F$ defined on the real numbers such that $F(X)=0$ for all values $X<A$, and $F(X)=1$ for all values $X>B$. These alternative definitions lead to distinct theories about intervals.
interval data In this report, data that may include values that are intervals.
ISO International Organization for Standardization, a non-governmental organization of national standards institutes headquartered in Geneva.
lexicographic order Ordering of elements in a Cartesian product space such that the element $A$ is less than or equal to another element $B$ whenever the first component of $A$ is less than or equal to the first component of $B$, or the first $k$ components of $A$ and $B$ are equal and the $k+1^{\text {st }}$ component of $A$ is less than or equal to the $k+1^{\text {st }}$ component of $B$. Also known as dictionary or alphabetic order because it is how dictionaries arrange words (which are elements of a Cartesian product space of letters).
mean The probability-weighted average of a set of values or a probability distribution. The mean is also called the expected value or the expectation of a random variable. It is the first moment of a probability distribution.
measurand A specific quantity subjected to measurement.
measurement The value resulting from an approximation or estimation of a quantity, or, sometimes, the process of approximating or estimating a quantity.
measurement error The difference between a measured quantity and its actual or true value. The phrase is also sometimes used to refer to the imprecision or uncertainty about a measurement, although the phrase measurement uncertainty is now preferable for this meaning.
measurement uncertainty The uncertainty about the accuracy of a measurement.
median A magnitude that is greater than half of the values, and less than half of the values, in a data set or taken on by a random number. This value is the $50^{\text {th }}$ percentile and the 0.5 quantile of a probability distribution.
mensuration The act or process of taking a measurement.
metrology The science of measurement.
missing data Unobserved or lost values in a data set. A missing value can be represented by a vacuous interval $[-\infty, \infty]$, or $[0, \infty]$ if the variable is surely nonnegative.
mode Value that occurs most frequently in a set of values or a probability distribution.
naive interval analysis The evaluation of mathematical expressions by sequential application of the elementary rules of interval arithmetic, without regard to the possibility that the result can become unnecessarily wide in some situations.
narrowed intervals Given any interval data set $x_{i}, i=1, \ldots, N$, the transformed intervals

$$
y_{i}=\left[\tilde{x}_{i}-\gamma \frac{\Delta_{i}}{N}, \tilde{x}_{i}+\gamma \frac{\Delta_{i}}{N}\right]=\left[\underline{x}_{i}+\bar{x}_{i}-\gamma \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}, \underline{x}_{i}+\bar{x}_{i}+\gamma \frac{\left(\bar{x}_{i}-\underline{x}_{i}\right)}{N}\right] / 2,
$$

where $i=1, \ldots, N, \gamma$ is a constant, and $\tilde{x}=(\underline{x}+\bar{x}) / 2$ is an interval's midpoint, and $\Delta=(\bar{x}-\underline{x}) / 2$ is its halfwidth. The narrowed intervals $y_{i}$ have the same respective midpoints as the original data $x_{i}$, but they have smaller widths, depending on $\gamma$ and the sample size $N$.

NIST National Institute of Standards and Technology, an agency of the United States Department of Commerce.
non-detect An observation below the limit of detection or limit of resolution of a measurement device or protocol.
normal distribution A probability distribution having a particular shape from a family of distributions characterized by continuous, unimodal and symmetric density with infinite tails in both directions and parameterized by a mean and standard deviation.

NP-hard At least as difficult computationally as any problem in the NP (nondeterministic polynomial time) class of problems. It is widely presumed that every algorithm that solves all cases of an NP-hard problem requires exponential computational time, growing in complexity with sample size or other problem feature.
outward-directed rounding The convention used to preserve rigorousness of interval calculations and outputs by rounding the lower endpoints of intervals downward and the upper endpoints of intervals upward (rather than in each case to the nearest number in some number of digits).
optimal Best possible.
p-box A probability box.
percentile A value that divides the range of a set of data or a distribution such that a specified percentage of the data or distribution lies below this value.
precision The narrowness of uncertainty about, or the reproducibility of, a measurement.
probability bounds analysis An analysis or calculation involving interval probabilities or probability boxes.
probability box A class of distribution functions $F(X)$ specified by a bounding pair of distribution functions $\underline{F}(X)$ and $\bar{F}(X)$ such that $\underline{F}(X) \geq F(X) \geq \bar{F}(X)$ for all $X$ values.
quantile A value that divides the range of a set of data or a distribution such that a specified fraction of the data or distribution lies below this value.
random sample A set of values drawn from a population in such a way that, each time an item is drawn, every item in the population has an equal chance of being selected.
random error Error that occurs when recording a true value $X$ as $X+\varepsilon$ where $\varepsilon$ is a realization of a random variable. When the mean of the random variable $\varepsilon$ is zero, the random error is said to be unbiased. Contrasted with systematic error.
real number An element of the real line consisting of positive and negative integers, rational numbers, irrationals and transcendental numbers. A rational number or the limit of a sequence of rational numbers. Also called scalars.
rigorous Strict or sure, as opposed to merely approximate. Often said of bounds which can be rigorous without being best possible.
sampling uncertainty The uncertainty about a statistic or a probability distribution arising from incomplete sampling of the population being characterized by the statistic or distribution.
scalar A precise real number, or, sometimes, a precise rational number.
standard deviation A measure of the dispersion among data values computed as the square root of their variance.
standard error The standard deviation of a statistic. In this report, it refers to the standard deviation of the mean. Thus, it is a characterization of the standard deviation of a population of means (of some specified sample size) drawn at random from an underlying distribution of values.
standard uncertainty The estimated standard deviation associated with a measurement result. Usually, the measurement result is an average so the standard uncertainty is the standard deviation of a mean, which is also called the standard error.
stochastically dominates Having a cumulative distribution function entirely to the left of another cumulative distribution function (which is said to be dominated). If $F$ and $G$ are cumulative distribution functions, then $F$ stochastically dominates $G$ if $F(X) \geq G(X)$ for all values of $X$.
systematic error The difference between the true value of a quantity and the value to which the mean of repeated measurements converges as more measurements are taken. It is the error that occurs when the result of measuring a quantity whose actual value is $X$ appears to be $f(X)$, where $f$ is a fixed function. Contrasted with random error.
uncertain number A numerical quantity or distribution about which there is uncertainty. Uncertain numbers include intervals, probability distributions, probability boxes, Dempster-Shafer structures as special cases. Uncertain numbers also include scalars (real numbers) as degenerate special cases.
uncertainty The absence of perfectly detailed knowledge. Uncertainty includes incertitude (the exact value is not known) and variability (the value is changing). Uncertainty may also include other forms such as vagueness, ambiguity and fuzziness (in the sense of border-line cases).
variability The fluctuation or variation due to randomness or stochasticity. Variability is also called aleatory uncertainty, stochastic uncertainty, Type 1 or Type A uncertainty, irreducible uncertainty and objective uncertainty.
variance A measure of the dispersion or variability of a set of data $X_{i}, i=1, \ldots, N$, as the average of squared deviations of the data from their arithmetic mean. When the data set effectively covers all the members of a population, the variance is computed as $\Sigma\left(X_{i}-\Sigma X_{i} / \mathrm{N}\right)^{2} / N$. This is called the population variance. When the data set is only a subset of the population considered, the variance is better estimated as $\Sigma\left(X_{i}-\Sigma X_{i} / \mathrm{N}\right)^{2} /(N-1)$. This formulation is called the sample variance.
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[^0]:    *The phrase 'interval data' as used in this report refers to a data set that consists partly or entirely of intervals, rather than exclusively of point values. The phrase should not be confused with another common usage that refers to the metric properties of the scale on which data are measured. In that usage, interval data, as distinguished from nominal, ordinal, and ratio data, are characterized on a scale on which relative difference is meaningful but for which the zero point is arbitrary.

[^1]:    *Such a spike is sometimes called the delta distribution for the value. It is a degenerate probability distribution that lacks variability. Each spike actually has a 'left tail' at probability level zero extending from negative infinity to the foot of the spike, and an analogous 'right tail' at probability level one extending from the top of the spike to positive infinity. These tails are not shown in the figure.

[^2]:    *The general problem of sorting requires $\mathcal{O}(N \log N)$ time, although there are algorithms to sort in only linear time $\mathcal{O}(N)$ in special cases, or with special knowledge about the data. Indeed, there are also lineartime algorithms to obtain the median of a data set (Cormen et al. 2001), although such algorithms are more complicated.

[^3]:    *Mathematicians and computer scientists recognize many fine distinctions between computabilities for difficult problems, but these distinctions will not concern us here. Once a problem is NP-hard, it is already difficult enough to make it infeasible for large and possibly even moderate sample sizes. Problems whose solutions require exponential time are even worse than NP-hard.

[^4]:    *Xiang et al. (2007) recently suggested an algorithm for computing the lower bound on variance that requires only linear time in $N$.

[^5]:    *Confidence intervals might seem similar in spirit to the intervals considered in this report as data, but the similarity is only apparent and not profound in any way. There are two main differences. The first difference is that a confidence interval is a statistical statement about the data and the coverage one can expect for the parameter. It is not a sure claim with full confidence like the intervals the report has been discussing (see page 17). It is not asserting that the parameter is within the given interval. It is not even asserting anything about the probability that the parameter is within the interval. It is only characterizing the long-term performance in terms of coverage (by saying it is $P \%$ ). The calculations made with intervals elsewhere in this report were based on a full-confidence assumption. Because confidence intervals lack this assumption, it is not mathematically reasonable to make calculations with confidence intervals as such. One could apply the rules of interval arithmetic (section 3.1) to confidence intervals, but the numerical results of such calculations would not generally have any particular meaning in terms of the coverage we might expect for the results in future experiments. Although it is sometimes possible to define joint confidence regions for bivariate or multivariate problems, the necessary mathematics is quite cumbersome and our abilities in such cases are entirely rudimentary.

    The second main difference between the intervals considered in this report and traditional confidence intervals is that the latter are limited to characterizing sampling uncertainty that arises from not having measured every element in the statistical population. Our intervals, in contrast, can be used to characterize a variety of other kinds of uncertainty such as we described in section 2 . This can include measurement uncertainty from intermittent or censored measurements, significant digits, data binning, privacy or security restrictions, missing data and gross ignorance. In principle, it might be possible to extend interval statistics as described in this report to intervals that also include sampling uncertainty as well as the other forms of uncertainty. This might be as simple as an analyst's appending an assumption of full confidence (as defined on page 17) to traditional confidence intervals computed at some confidence level that he or she considered to be good enough for a particular application. Grosof (1986), among many others, has suggested this. On the other hand, a mathematically correct treatment of sampling uncertainty within interval statistics that would be useful in engineering applications may require a more elaborate and careful integration of two epistemological views about data that are embodied in interval analysis and probabilistic sampling theory. This section on the application of interval statistics to computing confidence intervals is perhaps a first step in this direction, but a full discussion of this interesting subject is beyond the scope of this report.

[^6]:    *Contra Estler 1997; contra Singh et al. 1997; 2000; Schulz and Griffin 1999; see Huber 2001.

[^7]:    *The function symbolized as $\Phi(X)$ is the integral from $-\infty$ to $X$ of the standard normal density function $\phi(X)=(2 \pi)^{-1 / 2} \exp \left(X^{2} / 2\right)$. It has no closed-form expression, but it is widely available in computer implementations. For instance, in Excel spreadsheets it can be evaluated with the formula $\operatorname{NORMSDIST}(X)$. In the R statistical programming environment, it can be computed with the formula pnorm $(X)$.

[^8]:    *If the width of the interval is large compared to the dispersion $\sigma$, the likelihood function may have a flat top so that there is a range of means that share the same maximal likelihood of unity, but this range is always strictly smaller than the interval itself, which is contrary to the intuition about what is likely given the evidence. In such cases, the likelihood of $\mu$ at the endpoints of the interval is always one half the likelihood associated with $\mu$ at the interval's midpoint.

[^9]:    *This quantity is also commonly called a standard deviation, because it is the standard deviation of a distribution of mean values (all of the same sample size $N$ ), but this usage can be confusing because it may be ambiguous as to whether it refers to the dispersion of the original $X$ values or of the means of $X$ values.

[^10]:    *Confusingly, NIST also uses the $\pm$ symbol between the measurement result and an "expanded uncertainty", which is the standard uncertainty multiplied by a coverage factor such as 2,3 or some critical value from the Student $t$ distribution that produces something very similar to a confidence interval around the measurement result. When the coverage factor is 2 or 3 , the level of confidence is taken to be about $95.4 \%$ or $99.7 \%$, as would be expected assuming normality. When the coverage factor is one and the number following the $\pm$ sign is the standard uncertainty, the coverage probability is presumed to be about $68.2 \%$. The usage, it could be argued, denotes an interval, although the distributional qualities of the model invoked are always paramount. NIST's guidance on reporting uncertainty requires the term following the $\pm$ symbol to be explicitly named and the value of the coverage factor, if used, to be given.

[^11]:    *It should be emphasized that handling incertitude differently is not necessarily antithetical to a Bayesian approach. The subjectivist definition of probability as a measure of the degree of belief that an event will occur does not preclude being agnostic about one's belief. Recent work in robust Bayes analysis (Insua and Ruggeri 2000; Pericchi 2000; Berger 1994; Pericchi and Walley 1991; Berger 1985) demonstrates that Bayesian methods can be usefully combined with methods that treat interval-like uncertainty.

[^12]:    *In 1983, the uncertainty about the speed of light officially became zero. That year the SI unit meter was redefined in terms of $c$, the speed of light in a vacuum, rendering the speed of light to be a defined value at exactly $299,792,458$ meters per second. Therefore the speed of light is now a constant by definition without any empirical uncertainty. How convenient!

