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Abstract—The paper presents a robust continuous nonlinear
model predictive control (CNMPC) for a grid-connected pho-
tovoltaic (PV) inverter system. The objective of the proposed
approach is to control the power exchange between the grid
and a photovoltaic system, while achieving unity power factor
operation. As the continuous nonlinear MPC cannot completely
remove the steady-state error in the presence of disturbances, the
nonlinear disturbance observer-based control is adopted to esti-
mate the offset caused by parametric uncertainties and external
perturbation. The stability of the closed-loop system under both
nonlinear predictive control and disturbance observer is ensured
by convergence of the output-tracking error to the origin. The
proposed control strategy is verified using a complete laboratory-
scale PV test-bed system consisting of a photovoltaic emulator,
a boost converter, and a grid-tied inverter. High performance
with respect to DC-link voltage tracking, grid current control,
disturbance rejection, and unity power factor operation has been
demonstrated.

I. INTRODUCTION

M
ODEL Predictive Control (MPC) is now regarded as
one of the most promising approaches in control en-

gineering due to the drastic improvements in the processors
capabilities. The idea behind the MPC is to find an optimal
control minimizing a cost function whose form depends on the
performance specifications. Thus the MPC can be formulated
as an optimization problem [1].

A look at the literature reveals that MPC has been exten-
sively applied in power converters [2]–[8] and the Discrete-
Time Linear Model (DTLM) is widely used in MPC synthesis
because it gives a fast analytical solution of the optimiza-
tion problem. For power converters, the most popular MPC
scheme, known as finite control set model predictive control
(FCS-MPC), evaluates a cost function for all possible voltage
vectors, and selects the one which gives the lowest cost
function value [5].

In recent years, this technique has been successfully applied
in power converters for renewable energy systems, where the
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main control objective is to regulate the DC-link voltage, and
the power injected into the grid [9]–[14]. In [15], a predictive
control is implemented to realize maximum power point
tracker algorithm, where the main work is concerned with a
stand-alone photovoltaic system. Although satisfactory results
can be obtained with such a strategy, a precise knowledge
of the model is required to obtain accurate prediction of the
system behavior. Another shortcoming is that a significant
computational effort is still required to determine the optimal
switching states, in particular, for power converters with higher
levels. However, the main drawback lies in the use of high
and variable switching frequency, which raises concern about
switching losses in semiconductor devices and feasibility for
medium and high power applications.

In the aforementioned works, Discrete-Time model (DTM)
is used to predict the system behavior, whereas the three-phase
grid-connected inverter can be approximated by a continuous-
time nonlinear model, and the use of DTM may not be the right
choice for the controller design. However, it is still a challenge
to apply MPC for nonlinear systems having fast dynamics,
such as adjustable electrical drives and power converters used
in renewable energy and power system applications due to the
heavy on-line computational burden. Over the last few years,
several nonlinear predictive control laws have been proposed
to reduce the computational effort. The majority of these works
are based on continuous time affine nonlinear model [16]–[22],
where the prediction model is obtained by the use of Taylor
series expansion. A methodology for constructing closed-
form nonlinear MPC is proposed in [16]–[18], where the
one step ahead approach is used to predict the future system
output by using Taylor series expansion up to the relative
degree. The multi-step ahead prediction approach is introduced
in [19], where it is used to approximate the nonlinear receding
horizon control problem. As pointed out in [18], predictive
control based on Taylor series expansion cannot guarantee zero
steady-state error in the presence of model uncertainty and
external perturbation. In this context, a disturbance observer
has been proposed in [20], combining the CNMPC in order
to compensate for the offsets. That work is extended to mutli-
input multi-output (MIMO) system in [21]. In [22], it was
shown that the closed-loop stability is guaranteed for nonlinear
systems having the relative degree less than or equal to four.

Nowadays, the closed-form CNMPC becomes more mature
and there exists a steadily increasing interest in real time im-
plementation of this technique to nonlinear systems with fast
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dynamics such as electrical drives and power converters [23].
In [24], a composite controller consisting of CNMPC and a
disturbance observer is implemented in real-time to a perma-
nent magnet synchronous motor, and improved performance is
reported. In CNMPC, the resulting control is closely related to
feedback linearization [25]. Hence, in the presence of unknown
disturbances and parameter uncertainties, the system output
tracks its reference signal with an error which does not die
out completely. Clearly, this is the effect of the disturbances
that need to be decoupled from the system output, which is
still a challenge problem for unmatched disturbances.

To overcome this problem, a mathematical model that does
not exhibit unmatched disturbances is utilized in [26] to
design a feedback-linearization for three-phase grid-connected
photovoltaic inverter system, where only simulation tests are
considered. Relying on the assumption that the matching
conditions are satisfied, a feedback linearization is practi-
cally implemented to three-phase grid-connected photovoltaic
system in [27], where the boost converter is not used, and
the maximum power point tracking (MPPT) is achieved by
adjusting the DC-link voltage, therefore, the real PV dynamics
is not considered. The shortcoming of the work presented
in [26], [27] is that the closed-loop system exhibits zero
dynamics, which requires stability analysis. To overcome such
a drawback, another model is adopted in [28], where the
grid-connected PV system is fully linearized, which means
that there is no zero dynamics. In this case, the disturbance
appearing in the model is not necessarily matched and can
be considered as unmatched, in particular, in the absence of
the information about the PV current. In the aforementioned
works, integral action is employed to cancel the effect of
model uncertainty, and the PV current is assumed to be avail-
able for measurement, which is not always true. Although, the
measurement of PV current can be available, a low pass filter
is required to minimize the current ripples caused by the boost
converter. In [29], the disturbance observer is experimentally
implemented to estimate the power disturbances in the DC
sub-grid such as the battery and the PV unit, where only
few realistic scenarios were performed. Such a disturbance
observer is used in a recent work [30], to recover the nominal
performance of electric motor drives under model uncertainties
and external disturbances.

In this paper, a continuous nonlinear model predictive
control (CNMPC) is combined with a disturbance observer
to practically control a grid-interlinked photovoltaic system
in real time using a laboratory test-bed consisting of a PV
unit, a boost converter, a DC-link capacitor, an inverter, and a
line filter. Such a control scheme does not require the current
information of the PV unit, which appears in the model as
unmatched disturbance. More specifically, it turns out that the
disturbance observer can be used to cancel the effect of all
parameter variation and external disturbance, whether matched
or unmatched. More interestingly, unlike FCS-MPC scheme,
the proposed approach can operate at a low and constant
switching frequency without compromising the power quality.
The control objective is to regulate the DC-link voltage while
maintaining the quadrature-axis grid current equal to zero to
ensure unity power factor operation.

The paper is organized as follows. In Sect. II, the model
of the three-phase grid-connected photovoltaic system is pre-
sented. CNMPC is developed in Sect. III for the system
under investigation. Sections IV, V and VI give details of the
Laboratory setup, controller implementation, and experimental
results, respectively. The conclusion is drawn in Sect. VII.
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Fig. 1. Schematic diagram of a grid-interlinked photovoltaic inverter system.

II. MATHEMATICAL MODEL

The schematic diagram of the grid-interlinked PV system
investigated in this work is shown in Fig. 1. The PV output
voltage v0 is regulated by adjusting the duty cycle d of the
boost converter, so that the PV system operates at a speci-
fied power point, e.g., maximum power point. The DC-link
voltage vdc is viewed as an input to the boost converter and
is regulated through the control of the grid-side inverter. The
control of the AC-side PV inverter represents the main focus
of this paper. The general model of the grid-side converter is
detailed in [28]. Following the steps shown in [31], one can
use the model described in [28] to write the perturbed model
in the nonlinear affine form as follows

{

ẋ = f (x) + g1u (t) + g2b (t)
yi = hi (x) , i = 1, 2

(1)

where the state vector x consists of d-axis current id, q-axis
current iq , and DC-link voltage vdc, and the input vector u is
made of d-axis and q-axis components of the inverter voltage
as follows

x =
[

id iq vdc
]T

, u =
[

vd vq
]T

(2)

The vector field f(x) is given by

f (x) =





−R
L
id + ωiq − ed

L

−R
L
iq − ωid − eq

L

− 3
2Cvdc

(edid + eqiq)



 (3)

and g1 and g2 are defined as

g1 =
[

gd gq
]

=





1
L

0
0 1

L

0 0



 , g2 =





1
L

0 0
0 1

L
0

0 0 1
C





(4)
Here, R, L and C, are respectively the filter resistance, the
filter inductance and the DC-link capacitor. The variable ω
denotes the angular frequency of the grid voltage. In general,
the grid code requires a constant frequency, and only a small
frequency variation is allowable to ensure reliable, efficient
and secure operation.
It should be noted that the dq model is obtained from abc
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model by applying dq transformation using a phase-locked
loop (PLL) approach. Such an algorithm is used to estimate
the angular frequency and the reference angle for the rotating
reference frame based on the voltage measurements. In this
work, the design of the three-phase PLL relies on the assump-
tion that there are no zero sequence components and the grid is
balanced. The PLL structure proposed in [32], is used as a ba-
sis to estimate the reference angle, so as to guarantee eq = 0
in the steady-state regime, meaning that d-axis is chosen to be
aligned with the fundamental of the grid voltage. The structure
of the PLL based on synchronous reference frame is depicted
in Fig. 2. The idea is to use a proportional-integrator (PI)
controller to achieve zero q-axis grid voltage. A small signal
analysis using the linearized model of the three-phase PLL is
employed to tune the parameters of the PI controller according
to the performance specifications [33].
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Fig. 2. Structure of the PLL used to synchronize the PV system with the grid,
with ωg and Emax are, respectively, the nominal angular frequency and the
peak value of the grid voltage. The PI controller parameters are as follows:
KPLL = 92 and TPLL = 0.0217 s [33].

Using the above structure of the PLL, the reactive power
control can be implemented through control of q-axis current.
Hence, the variables to be controlled are q-axis current and
DC-link voltage, which implies

y1 = iq , y2 = vdc (5)

The disturbance vector b(t) = [bd bq bv]
T represent perturba-

tion resulting from parameter variations ∆R, ∆L and ∆C, and
uncertainties in grid voltage measurement ed and eq , as well as
the unknown external disturbance i0 generated by photovoltaic
system. It follows that the disturbances can be expressed as






bd = ∆Rid − ω∆Liq +∆ed +∆Ldid
dt

+ δd
bq = ∆Riq + ω∆Liq +∆eq +∆L

diq
dt

+ δq
bv = 3

2vdc
(∆edid +∆eqiq) + i0 +∆C dvdc

dt
+ δv

(6)

where the variables δd, δq , and δv can be considered as un-
known external disturbances acting on the system, such as the
PWM offset and the angular frequency variation. Furthermore,
as the control input is represented by vd and vq , the nonlinear
system is with both matched and unmatched disturbances.
Here, unmatched disturbance bv depends on the PV current i0,
which is considered as unknown variable. Additionally, the PV
current contains high frequency component due to the boost
converter.
Assumption: The states are assumed to have constant steady-
state. Following (6), and considering only the dc component
of the current i0, it can be assumed that the disturbance is
bounded, and satisfies

lim
t→∞

ḃ = 0 (7)

Knowing the nominal value of the current id, the boundaries
of the disturbance, at steady-state, can be numerically ap-
proximated by substituting all possible combinations of the

extreme values of ∆R, ∆L, ∆C, ∆ed, ∆eq and i0 into
the vector b defined by (6). However, unlike some existing
robust controllers, such bounds are not required to enhance
the disturbance rejection capability, which reduces the design
complexity.

III. CONTINUOUS NONLINEAR PREDICTIVE CONTROL

A. Formulation of the control law

As in [22], continuous CNMPC seeks a control signal
which minimizes a quadratic cost function consisting of the
difference between the system output y and the trajectory to
be tracked yr. For the system under investigation, the cost
function can be written as follows

ℑ =
1

2

T1
∫

0

q21e1(t+ τ)
2
dτ +

1

2

T2
∫

0

q22e2(t+ τ)
2
dτ (8)

where q1 and q2 are the weighting parameters and Ti is the
predictive time for the output yi. The tracking errors e1 and e2
are expressed as follows

{

e1 (t+ τ) = iqref (t+ τ)− iq (t+ τ)
e2 (t+ τ) = vdcref (t+ τ)− vdc (t+ τ)

(9)

It is worth noting that by using two different predictive times,
it is possible to combine current and voltage into a single
cost function although their dynamics are different. On the
other hand, it can be shown that the resultant optimal control
does not depend on the values of q1 and q2 [23]. Therefore,
one can choose q1 = 1 and q2 = 1 although both outputs are
with different magnitudes. The optimal control can be obtained
from the necessary condition of optimality

dℑ
du

= 0 (10)

To solve the nonlinear optimization problem (8), each pre-
dicted term ei(t + τ), with i = [1, 2], is expanded into
a (ρi + ri)

th order Taylor series expansion using the Lie
derivative hi(x) along a field of vectors f(x). Here, ρi
represents the relative degree for each of the outputs, and
the standard Lie derivative notation is used [34]. The control
order is denoted by r, which is chosen as zero in this work
in order to simplify the notation. In the continuous nonlinear
MPC design method, it is necessary to calculate the relative
degree for each output yi. The relative degrees for both iq
and vdc are respectively ρ1 = 1 and ρ2 = 2. Since, the total
relative degree of the system is given by ρ1 + ρ2 = 3, and
is equal to the system’s order, there is no zero dynamics. In
addition, the states are assumed available for measurement,
which implies that the nonlinear system (1) is input-output
feedback linearizable if the relative degree is well-defined.
This can be verified by showing that the following matrix

G (x) =

[

Lgdh1 (x) Lgqh1 (x)
LgdLfh2 (x) LgqLfh2 (x)

]

=

[

0 1
L

− 3ed
2LCvdc

− 3eq
2LCvdc

] (11)

is nonsingular, at least locally. Indeed, one can remark
that G(x) is invertible if vdc and ed are different from zero.



4

In practice, vdc and ed cannot be equal to zero for the
three-phase grid-connected photovoltaic system. Hence, the
nonlinear system (1) is input-output feedback linearizable.
Now, according to the definition of the relative degree, one
can write

{

ẏ1 (t) = Lfh1 (x) + Lg1h1 (x)u+ Lg2h1 (x) b
ẏ2 (t) = Lfh2 (x) + Lg2h2 (x) b

(12)

where

Lg2h2 (x) b =
bv
C

(13)

Considering (13), ÿ2 can be expressed as

ÿ2 (t) = L2
fh2 (x) + Lg1Lfh2 (x)u+ Lg2Lfh2 (x) b+

ḃv
C
(14)

It can be shown (see the Appendix A) that the continuous
nonlinear predictive control law is expressed as

u = G−1 (x)

(

H (x)−M (x) b−
[

0
1
C

]

ḃv

)

(15)

where

H (x) =









1
∑

j=0

K1
j

(

i
(j)
qref − Lj

fh1 (x)
)

2
∑

j=0

K2
j

(

v
(j)
dcref − Lj

fh2 (x)
)









(16)

and

M (x) =

[

M1 (x)
M2 (x)

]

=

[

Lg2h1 (x)
K2

1Lg2h2 (x) + Lg2Lfh2 (x)

]

=

[

0 1
L

0
−3ed

2CLvdc
0

(

K2

1

C
+ −3edid

2C2v2

dc

)

]

(17)
The controller gains K1

0 , K1
1 , K2

0 , K2
1 and K2

2 are given by
{

K1
0 = 3

2T1

, K1
1 = 1

K2
0 = 10

3T 2

2

, K2
1 = 5

2T2

, K2
2 = 1

(18)

As the predictive times T1 and T2 are positives, It can easily
be shown that the polynomials

{

K1
1s+K1

0 = 0
K2

2s
2 +K2

1s+K2
0 = 0

(19)

are Hurwitz.
In the case of a step response, it can be shown that the
current loop is a typical first-order system; with a time constant
equal to 0.66×T1, while the closed-loop system for the DC-
link voltage control is a second-order system, whose natural
angular frequency ωn, damping ratio ξ, and settling time ts
are given by

ωn = 1.82T−1
2 rad/s, ξ = 0.68, ts = 3.28T2 s (20)

Therefore, the predictive times T1 and T2 can be considered as
tunable parameters, and can be chosen according to the closed-
loop performance specifications. The step response overshoot
is constant and is equal to 5.23%. To limit the current during
transients, the step response should be avoided. For this
purpose, the DC-link voltage reference should be chosen in
adequate way, so that the current does not exceed its maximal

value during transients.
Clearly the resulting control is closely related to feedback
linearization, but the design method/philosophy is different.
It should be noted that the controller is difficult to practical
implement as the disturbance and its time derivative are not
available for measurement. However, as the time derivative
of the disturbance vanishes as time goes to infinity, one can
simplify the proposed controller as follows

u = G
−1 (x)

















1
∑

j=0

K
1
j

(

i
(j)
qref − L

j

fh1 (x)
)

2
∑

j=0

K
2
j

(

v
(j)
dcref − L

j

fh2 (x)
)









−M (x) b









(21)
Substituting the state feedback control law (21) into (12)–(14)
gives the closed-loop system error equation as follows

{

ė1 +K1
0e1 = 0

ë2 +K2
1 ė2 +K2

0e2 = − ḃv
C

(22)

The stability of the closed-loop error can be established by
invoking the polynomials defined by (19). In fact, since the
time derivative of the disturbance b is bounded, then the
closed-loop system error (22) is input-to-state stable (ISS)
with respect to the disturbance ḃ [34]. In addition, with the
assumption that the time derivative of the disturbance vanishes
as time goes to infinity, one can conclude that the output tracks
its reference with an error which satisfies

lim
t→∞

e1 (t) = 0, lim
t→∞

e2 (t) = 0 (23)

The derivation of the proposed controller is based on the
assumption that all variables, including the angular frequency,
are available for measurement. This means that the closed-
loop system error equation (22) is still valid even if the
angular frequency varies. Therefore, any change in the an-
gular frequency will not have an impact on the steady-state
performances. Moreover, it is worth noting that, practically,
the angular frequency is maintained constant by the electrical
power grid to comply with the grid code.
Following (21) the information about the disturbances is re-
quired to practically implement the state feedback control law.
To address this problem, the disturbance observer, proposed
in [20] and combined with sliding mode control in [35], will
be used as a basis for estimating the unknown perturbation
terms b acting on the system.

B. Design of the disturbance observer

As all states are assumed to be available, the distur-
bance b(t) is supposed to be observable. Thus, the distur-
bance in (21) can be replaced by its estimate b̂. This can
be accomplished by designing an appropriate estimator. For
the three-phase grid-connected photovoltaic system, an initial
disturbance observer is given by

˙̂
b = −l (x) g2b̂+ l (x) (ẋ− f (x)− g1u) (24)

where l(x) represents the observer gain, and it is given by

l (x) =
∂p (x)

∂x
(25)
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with p(x) is a nonlinear function. It follows that the distur-
bance estimation error is governed by

˙̂
b− ḃ = −l (x) g2

(

b̂− b
)

− ḃ (26)

Now, if p(x) is chosen as

p (x) =
[

µdid µqiq µvvdc
]T

(27)

where µd, µq and µv are constant observer gains. Then,
substituting (25) into (26) with (27) yields

ėp = −diag {µd, µq, µv} g2ep − ḃ = −µg2ep − ḃ (28)

where ep represents the disturbance estimation error, and it is
given by

ep = b̂− b (29)

Therefore, as ḃ is bounded and the elements of g2 are pos-
itives, then it can easily be proved that the observer error
system (28) is ISS, with respect to the disturbance ḃ, if the
observer gains µd, µq and µv are chosen positives. Further-
more, provided that the time derivative of the disturbance
is asymptotically vanishing, the asymptotic stability of the
disturbance observer can be guaranteed. The convergence rate
of the disturbance observer depends on the observer gain µ.
Indeed, the time constant for the matched disturbances bd,q
is equal to L/µd,q , whereas the time constant for unmatched
disturbance bv is equal to C/µv . Thereby, a small observer
gain results in a slow convergence rate. Generally, the dynamic
response of the observer should be much faster than that of
the controller, but a very large observer gain may accentuate
the measurement noises. From (28), it can be observed that
the disturbance observer is equivalent to a first-order low-
pass filter, where the cut-off frequency is determined by the
time constant of the observer. Therefore, a smaller observer
gain will guarantee a smooth estimate. For real time imple-
mentation, the practical issue is that the time derivative of
the state is not available for measurement. To overcome this
drawback, one can replace the initial disturbance observer by
its equivalent one as follows

{

˙̂z = −l (x) g2 (p (x) + ẑ)− l (x) (f (x) + g1u)

b̂ = ẑ + p (x)
(30)

where z is an auxiliary variable to be estimated. In the
absence of disturbances, the initial state of the disturbance
observer (30) can be chosen as z(0) = −p(x(0)). Under these
conditions, the nominal performances can be preserved in the
absence of disturbances.

C. Stability analysis for the composite controller

By replacing the disturbance b by its estimate b̂, and
substituting the control law (21) into (12)–(14), leads to the
augmented closed-loop error system







ė1 = −K1
0e1 −M1 (x) ep

ë2 = −K2
1 ė2 −K2

0e2 −M2 (x) ep − ḃv
C

ėp = −µg2ep − ḃ

(31)

where
M1 (x) = M1 =

[

0 1
L

0
]

(32)

and

M2 (x) =
[

−3ed
2CLvdc

0 1
C

(

K2
1 + 3edid

2Cv2

dc

) ]

(33)

It follows from (1)–(3) that

3edid
2Cv2dc

=
1

vdc

(

v̇dc −
bv
C

)

(34)

Note that

vdc = vdcref − e2, v̇dc = v̇dcref − ė2 (35)

Therefore, M2(x) only depends on errors e2, ė2 and refer-
ences vdcref and v̇dcref .
Let η = [e1 e2 ė2]

T , and then the augmented closed-loop error
system can be rewritten as

{

η̇ = F (η, ep) +
[

0 0 −ḃv
]T

ėp = −µg2ep − ḃ
(36)

where

F (η, ep) =





−K1
0 0 0

0 0 1
0 −K2

0 −K2
1



−





M1

0
M2 (e2, ė2)



 ep

(37)
Following Corollary 10.3.2 in [36], which is dedicated to the
local asymptotic stability of cascade-connected systems, one
can show that the origin of the system (36), with ḃ = 0,
is locally asymptotically stable. Indeed, provided that the
polynomials defined by (19) are Hurwitz, the origin η = 0
of η̇ = F (η, 0), with ḃ = 0, is locally asymptotically stable.
The origin ep = 0 of ėp = −µg2ep, with ḃ = 0, can be made
asymptotically stable by an appropriate choice of the observer
gain µ. Thereby, since the time derivative of the disturbance b
is bounded, then the closed-loop system error (36) is locally
input-to-state stable with respect to ḃ. With the assumption
that ḃ vanishes as t → ∞, one can conclude that the origin of
the system (36) converges asymptotically to zero as time goes
to infinity.

IV. LABORATORY TEST SETUP

A laboratory-scale PV test-bed is developed to experimen-
tally verify the validity and the effectiveness of the proposed
scheme for a grid-interlinked photovoltaic inverter. The test-
bed has the real dynamics as it consists of a photovoltaic
emulator, a dc-dc boost converter, a grid-interlinked inverter,
an L filter, and a step up transformer which connects the
system to the Abu Dhabi, UAE power grid. This test-bed
setup is depicted in Fig. 3. The XR160-12 power supply
module, manufactured by Magna-Power Electronics, and op-
erating at 160 V output voltage, is used in this experiment
as a PV emulator. The grid-interlinked inverter consists of a
Semiteach power electronics module (AN-8005) manufactured
by Semikron. The system parameters are given in Table II
of the Appendix B. The Semiteach power electronics module
includes two DC-link capacitors connected in series, three-
phase IGBT modules with driver circuits, and an extra IGBT
with an anti-parallel diode connected in series with a diode.
The extra IGBT module is used to build the boost converter
with an appropriate design of the inductor. The DS1103 board
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is a powerful and popular tool for rapid control prototyping
and drive applications, and used in this study to control the
boost converter and grid-tied inverter. It is equipped with
Power PC 750GX (Master processor) running at 1 GHz,
and a Texas Instruments TMS320F240 DSP (slave processor)
running at 20 MHz. The proposed approach has been imple-
mented on the main processor, whereas the slave unit has been
dedicated to the PWM signals generation.
In order to implement the proposed controller, a sampling
frequency of 5 kHz is high enough to obtain satisfactorily
results. However, in this experiment, the sampling frequency
is set equal to 12.5 kHz, which is dictated by the control of
the boost converter. The switching frequency can be selected
as a factor of or equal to the sampling frequency. For a
grid-connected PV system, the major concern is the total
harmonic distortion (THD) of the current, which must meet
the host grid requirements. High switching frequency reduces
the current harmonics and allows increasing the bandwidth
of the current control loop but often at the expense of the
switching losses. Another concern is that, for medium and high
power applications, the existing semiconductor devices cannot
operate at a high switching frequency. From the aforemen-
tioned considerations, the switching frequency of the inverter
has been chosen equal to 2.5 kHz, which is high enough to
have a fast current control and a low THD of the current.

Fig. 3. Experimental setup for PV test-bed.
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Fig. 4. Block diagram of the proposed NMPC scheme for a grid-connected
PV inverter.

V. CONTROLLER IMPLEMENTATION

As mentioned earlier, the focus of the paper is to implement
a continuous nonlinear MPC with a disturbance observer in
real time to control the grid-tied inverter of the PV system.
The control block diagram is briefly shown in Fig. 4. Unlike
the cascaded structure, the proposed scheme provides directly
the dq components of the voltage, and the d-axis current is

considered as an internal dynamics that has to be limited
during the transients, so that the current does not exceed the
peak value. This can be achieved by choosing adequately the
DC-link voltage reference. As the reference vdcref can be
twice differentiable, the DC-link voltage reference trajectory
is realized by a second-order linear filter with slow dynamics,
so that the current does not go above its maximal value during
transients. The limitation of the current, during transients, can
also be achieved by using a ramp reference signal with an
appropriate choice of the slope. However, such approaches
may limit the transient performances of the controller and may
not guarantee current limitation under abrupt disturbance if the
reference signal is not appropriately designed. The three-phase
voltage commands v∗a, v∗b and v∗c are realized by using the
third harmonic injection PWM approach related to min-max
technique. To consider the real dynamics of the PV system,
a boost converter is also controlled in real time to track the
desired power. Once the input vdc of the boost converter is
regulated to its reference vdcref , the PV voltage v0 can be
adjusted by controlling the switch duty-ratio d of the boost
converter. This is done by a simple PI controller, which is
not detailed here, as it is beyond the scope of this paper.
The voltage reference v0ref for the PI controller is chosen
to correspond to the desired operating point of the PV array.

VI. EXPERIMENTAL RESULTS

Many scenarios were performed to experimentally verify
the system performances and the effectiveness of the pro-
posed controller such as tracking performance, robustness, and
disturbance rejection. To practically implement the proposed
approach, the control gains are designed, so that the electric
current loop has faster response than the DC-link voltage loop.
Hence, following (20), the predictive times T1 and T2 are set
to 1 and 10 ms, respectively, which are much larger than
the control period of 0.08 ms. The disturbance observer is
designed separately, and the observer gains µd, µq and µv

are chosen equal to -0.1. Here, the disturbance observer is
designed to ensure a trade-off between smooth estimate and
fast disturbance estimation.
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Fig. 5. V-P characteristics under two different solar irradiations.

The profile of the power injected into the grid is set to
mimic the real dynamics of PV system by considering the
changes of atmospheric conditions such as temperature and
solar irradiation Wm−2. In this work, the temperature is
chosen equal to its standard value and only solar irradiation
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change is considered because it can significantly affect the PV
power as shown in Fig. 5. The results are demonstrated using 3
scenarios under model uncertainty. In the experimental work,
the Tektronix high voltage differential probe (P5 200) and
the Tektronix current probe amplifier (TCP A300) were used
in conjunction with the Tektronix 4104B-L digital phosphor
oscilloscope.

A. Scenario-1:Start-up Phase–Tracking Performance With

Only Grid-Tied Inverter Under Model Uncertainty

First test deals with trajectory tracking for the DC-link
voltage. In practical application, this test can represent the
start-up phase. In this case, the PV system is disconnected
from the DC-link capacitor via a Triple-Pole-Single-Throw
(TPST) knife switch as shown in Fig. 1. The inductance L, the
capacitance C and the d-axis component ed of the grid voltage
were incorrectly set in the controller at t = 0, and their values
are chosen equal to 50% of the actual one. As a result, the
disturbances are caused by both the model uncertainty and the
unavoidable PWM offset. This is because the inverter cannot
provide exactly the three-phase voltages commands. At the
start-up, the inverter works as a rectifier, and at t = 1 s, a step
change is made to regulate the DC-link voltage to a reference
of 165 V, which is greater than the open-circuit voltage, as it
can be observed from Fig. 5.

Fig. 6. DC-link voltage trajectory tracking and dq-axis currents (Scenario-1).

As shown in Fig. 6, the controller has proved to be effective
regarding trajectory tracking. It is worth nothing that the actual
signal reference is provided by a second-order linear filter with
a slow dynamics in order to limit the current during transients
(see the Appendix C). Thus, the actual reference signal is
not plotted here, and only the input of the filter is shown.
This is because the DC-link voltage almost coincides with the
reference signal. From the results, it is clear that the q-axis
component of the current is maintained equal to zero, and
the d-axis current is well controlled during transients. The
current ripples are due to the switching action of the PWM.
B. Scenario-2: Normal Operation Under Model Uncertainty

In order to investigate the disturbance rejection capability,
the complete system with a 400 W PV array using a PV em-
ulator, a conventional boost converter, and a grid-tied inverter

is considered in this experiment. In addition, the parameters
of the system are incorrectly set in the controller in the same
manner as for the previous test. The V-P characteristic of the
PV emulator shown in Fig. 5 is designed such that the maximal
power is approximately 400 W under standard conditions with
the designed capacitor’s voltage and inductor’s current limit.
Fig. 5 depicts the V-P characteristic of the PV emulator under
irradiation drop from 1000 to 500 Wm−2, and Fig. 7 shows
the profile of the solar irradiation used for investigating the
disturbance rejection capability. The experimental results are
shown in Figs. 8, 9 and 10, from where it can be observed
that the steady-state error is quickly removed, and the proposed
approach is able to maintain the system at the desired operating
point even with the presence of external disturbance and model
uncertainty. It can also be seen that the q-axis current is
well controlled and it is insensitive to the disturbances. From
Fig. 9, it can be found that the estimate quickly converges to
a stable steady-state and modifies the control to compensate
for the disturbances. It can also be observed that the estimate
of the unmatched disturbance bv is smooth although the PV
current contains high frequency component. This confirmed
the fact that the disturbance observer can act as a low-pass
filter. From Fig. 10, it can be concluded that the grid-connected
photovoltaic system operates at unity power factor as expected.
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Fig. 7. Profile of the solar irradiation (Scenario-2).

Fig. 8. DC-link voltage, q-axis current and Line filter current ia under grid-
interlinked PV inverter (Scenario-2).
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Fig. 9. Disturbances estimation bd, bq and bv under grid-interlinked PV
inverter (Scenario-2).

Fig. 10. Line filter current ia and grid voltage ea under grid-interlinked PV
inverter (Scenario-2).

C. Scenario-3: Performance Evaluation Under Abrupt and

Varying Disturbance, and Model Uncertainty

To further investigate the disturbance rejection capability,
an abrupt disturbance was applied to the system by suddenly
disconnecting the PV system from the grid. The disconnection
test can be used to impersonate emergency scenario. This can
be done by a sudden OFF switching of the TPST switch shown
in Fig. 1. In addition, the inductance L and the capacitor C
were incorrectly set in the controller, and their values are
chosen equal to 150% of the actual one. The solar irradiation
was fixed to 1000 Wm−2. The instant of disconnection of the
PV system from the grid can be observed in Fig. 11. From the
results, it can be seen that the proposed approach is capable
of rejecting abrupt disturbances, within a short time, which is
mainly governed by the observer gain. The q-axis current is
well controlled and is maintained equal to its reference despite
the disturbance.
Another test was performed to show the effect of the distur-
bance on the THD of the line current, and the table I shows
the corresponding results. In this test, the Fluke i310s AC/DC
current clamps were used in conjunction with the Fluke
435-II power quality analyzer to measure the total harmonic
current distortion. From the results, it can be observed that
the THD is below 5% over large range of operating points,

which meets the host grid requirements. More specifically,
the THD decreases with decreasing the power because the
current harmonics flowing through the line filter are much
more dominant at low power.

Fig. 11. DC-link voltage, q-axis current and Line filter current ia under
grid-interlinked PV inverter (Scenario-3).

TABLE I
THE EFFECT OF THE PV OUTPUT POWER (DISTURBANCE) ON THE LINE

CURRENT THD

PV output power (W) 390 290 220 135
Current THD (%) 2.1 2.3 2.8 4.4

VII. CONCLUSION

This paper presents a real-time implementation of a robust
CNMPC for a grid-interlinked photovoltaic inverter. The case
where the system is subjected to either model/plant mismatch
or external perturbation is investigated to enhance the ro-
bustness of the closed-loop system. To this end, the existing
nonlinear disturbance observer-based control is combined with
CNMPC to compensate for the disturbances. Furthermore,
global stability analysis of the composite controller is pro-
vided. It is shown that zero steady-state error is guaranteed
in the presence of unknown matched and unmatched distur-
bances. The proposed approach is experimentally applied to
the system under investigation to illustrate its effectiveness re-
garding trajectory tracking, stability, and disturbance rejection
using three different realistic scenarios.
To the best of our knowledge, real-time implementation of
the proposed approach has not been considered elsewhere.
Thereby, the method proposed in this paper provides practi-
tioners with an alternate way in improving disturbance rejec-
tion for a grid-interlinked PV inverter under a wide operating
range.

APPENDIX A
DERIVATION OF THE CNMPC IN SECTION III

The predicted error e(t+ τ) can be approximated by using
Taylor series expansion up to the relative degree. Considering
the relative degree of each output, one can write

e (t+ τ) =
[

e1 (t+ τ) e2 (t+ τ)
]T

= Ψ(τ) E (t) (38)
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where

Ψ(τ) =

[

Ψ1 (τ)
Ψ2 (τ)

]

=

[

1 τ 0 0 0

0 0 1 τ τ2/
2!

]

(39)

and

E (t) =
[

e1 (t) ė1 (t) e2 (t) ė2 (t) ë2 (t)
]T

(40)

Substituting (38) into (8), we obtain the approximate cost
function

ℑ =
1

2
E(t)

T
Υ(T1, T2)E (t) (41)

where

Υ(T1, T2) =

T1
∫

0

Ψ1(τ)
T
Ψ1 (τ) dτ +

T2
∫

0

Ψ2(τ)
T
Ψ2 (τ) dτ

(42)
Combining (12)–(14) yields
{

ė1 (t) = ẏr1 (t)− Lfh1 (x)− Lg1h1 (x)u− Lg2h1 (x) b
ė2 (t) = ẏr2 (t)− Lfh2 (x)− Lg2h2 (x) b

(43)
and

ë2 (t) = ÿr2 (t)− L2
fh2 (x)− Lg1Lfh2 (x)u− ḃv

/

C
−Lg2Lfh2 (x) b

(44)

Now, substitute (43)–(44) into (41), and invoke the necessary
condition of optimality to get the closed-form of the CNMPC
defined by (15).

APPENDIX B
PARAMETERS OF THE GRID-INTERLINKED PV INVERTER

For a given DC-link voltage vdc, the maximum voltage that
the two level inverter can produce, using a third harmonic
injection approach, is given by

√

v2d + v2q =
vdc√
3

(45)

From (1), it follows that, at steady state, the amplitude
voltage Emax satisfies
√

v2d + v2q =

√

(Rid − Lωiq + Emax)
2 + (Riq + Lωid)

2 ≤ vdc√
3

(46)
The d-axis current can be expressed as a function of the active
power P , injected into the grid, as follows

id =
2P

3Emax
(47)

Thus, if there is no power exchange between the PV system
and the grid, i.e., id = 0 and iq = 0, then the following
inequality must hold for the grid amplitude voltage Emax

Emax ≤ vdc√
3

(48)

Therefore, for the system under study, the choice of the grid
voltage amplitude mainly depends on the DC-link voltage
value. Such a parameter is limited by many factors. Among
them, the DC-link capacitor’s voltage limit, the PV panel out-
put voltage, the inductor current ripples of the dc-dc converter

which increase with increasing the DC-link voltage for a given
inductance and a limited switching frequency.
On the other hand, by neglecting the resistance R and com-
bining (46) with (47), it can be shown that, under unity power
factor operation, i.e., iq = 0, the following inequality must
hold

P ≤ 3Emax√
2Lω

√

(

v2dc
6

− E2
max

2

)

(49)

Inequality (49) implies that the active power P is limited by
the value of the voltage amplitude Emax. Nevertheless, as the
right-hand side of the inequality (49) is a concave function
with respect to Emax, one can choose Emax to correspond to
the maximum value of P . Such a value is determined as

∂

(

3Emax√
2Lω

√

(

v2

dc

6 − E2
max

2

)

)

∂Emax
= 0 → Emax =

vdc√
6

(50)

Substituting (50) in (49) yields

P ≤ Pmax =
v2dc
4Lω

(51)

For a given line inductance L, the above inequality is used as
a basis to define the V-P characteristic of the PV emulator for
the purpose of testing the proposed controller.
The parameter values of the grid-interlinked PV inverter
system are summarized in Table II.

TABLE II
PARAMETERS OF THE GRID-INTERLINKED PV INVERTER

Maximum power of PV unit (W) 400
DC link voltage (V) 165
Line-to-line grid voltage (V) 84.8
Inverter inductance (mH) 60
DC link capacitor (mF) 1.052
Boost inductance (mH) 0.8
Frequency (Hz) 50

APPENDIX C
SECOND-ORDER LINEAR FILTER

The DC-link voltage is realized using the following second-
order linear filter

H (s) =
ω2
0

s2 + 2ξω0s+ ω2
0

(52)

where ξ = 1 and ω0 = 20 rad/s
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