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Nomenclature

A open-loop plant state matrix

A closed-loop system state matrix

Ac compensator state matrix

B control in
uence matrix for �rst-order model

eB control in
uence matrix for second-order model

Bc input in
uence matrix for compensator

Cper performance output in
uence matrix for �rst-order model

eCper performance output in
uence matrix for second-order model

Cper performance output in
uence matrix for closed-loop system

Cr rate output in
uence matrix for �rst-order model

eCr rate output in
uence matrix for second-order model

Cu control input matrix for closed-loop system

D damping matrix in second-order model

Dr damping matrix for reduced second-order model

E expectation operator

G output matrix for compensator

Gp positive semide�nite position gain matrix

Gr positive semide�nite rate gain matrix

H disturbance in
uence matrix for �rst-order model

eH disturbance in
uence matrix for second-order model

H disturbance in
uence matrix for closed-loop system

Ir�r r � r identity matrix

J objective function for design optimization

K sti�ness matrix in second-order model

Kr sti�ness matrix for reduced second-order model

M mass matrix in second-order model

Mmax maximum allowable mass of system

Mr mass matrix for reduced second-order model

Mstr total mass of structure

m number of sensors or actuators

P positive de�nite solution matrix for positive realness lemma
conditions

Pc;Pf positive de�nite solution of Riccati equations

pow(k) computed power in control signal at time step k

Q, R weighting matrices for LQG design
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Q weighting matrix in positive realness lemma conditions

Q1 arbitrary positive de�nite matrix in dissipative LQG design

qj diagonal elements of matrix Q

qr r � 1 modal coordinates vector

rms(k) computed root mean square of line-of-sight pointing error at time
step k

Tr matrix trace

u m� 1 control input vector

V, W noise covariance matrices, treated as parameters in LQG design

vm measurement noise vector

vp process noise vector

w p� 1 disturbance input vector

x; _x; �x n� 1 displacement, velocity, and acceleration vectors, respectively

x state vector of closed-loop system

ymaxper maximum allowable line-of-sight pointing error

yper performance output vector

yr rate output vector

z 2n� 1 state vector for �rst-order model

�i; �i controller design parameters for dynamic dissipative controllers

�i damping ratio for ith mode

�c control in
uence matrix in modal coordinates, �Tc = �T
eB

�d disturbance in
uence matrix in modal coordinates, �Td = �T
eH

�
x

state covariance matrix for closed-loop system

� n � r matrix with columns that are r structural eigenvectors or
mode shapes

!i natural frequency for ith mode

Abbreviations:

ADS Automated Design Synthesis

CEM CSI Evolutionary Model

CSI controls-structures interaction

LOS line of sight

LQG linear-quadratic Gaussian

rms root mean square
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Abstract

This paper describes the �rst experimental validation of an
optimization-based integrated controls-structures design methodology for
a class of 
exible space structures. The Controls-Structures-Interaction
(CSI) Evolutionary Model, a laboratory testbed at Langley, is redesigned
based on the integrated design methodology with two di�erent dissipa-
tive control strategies. The redesigned structure is fabricated, assembled
in the laboratory, and experimentally compared with the original test
structure. Design guides are proposed and used in the integrated design
process to ensure that the resulting structure can be fabricated. Exper-
imental results indicate that the integrated design requires >60 percent
less average control power (by thruster actuators) than the conventional
control-optimized design while maintaining the required line-of-sight
performance, thereby con�rming the analytical �ndings about the su-
periority of the integrated design methodology. Amenability of the in-
tegrated design structure to other control strategies is considered and
evaluated analytically and experimentally. This work also demonstrates
the capabilities of the Langley-developed design tool CSI-DESIGN, which
provides a uni�ed environment for structural and control design.

Introduction

Currently, spacecraft are designed in iterative and
separate stages within the structural and control dis-
ciplines. The structural design takes into account
loading considerations during launch, reboost, or
component operational maneuvers. The sizes and
masses of mission-related components are estimated
and a con�guration is developed that maintains the
desired component relationships during operations.
Next, a control system is designed to orient, guide,
and move the spacecraft according to the required
performance. Measures for spacecraft performance
may take di�erent forms and will depend on require-
ments to account for pointing jitter, transient re-
sponse, or power constraints. The control design
must also be robust and provide satisfactory closed-
loop stability. This compartmentalized approach has
been successful in most past missions and works well
when a structure with relatively high sti�ness is ac-
ceptable when nonstructural components are concen-
trated masses and inertias, or when performance re-
quirements are not stringent. In these cases, the
structural modes are beyond the controlled band-
width, so that minimal control-structure interaction
is expected. However, this approach will not meet the
stringent performance requirements of future space
structures. Several future space missions will uti-
lize large 
exible structures in low-Earth and geo-
stationary orbits. Example missions include space
science platforms, space processing facilities, and
Earth observation systems. Such missions typically
will require large distributed-mass components such
as booms, solar arrays, and antennas with dimen-

sions that may range from a few meters to hundreds
of meters. To minimize the costs of construction,
launch, and operations, the structure must be as light
as possible. However, the combination of large size
and low structural mass leads to increased 
exibility
and makes more di�cult the control of the structure
and its components to a speci�ed precise attitude and
shape.

Controls-structures interaction (CSI) in the form
of destabilizing spillover (refs. 1 and 2) has been ver-
i�ed in simple Earth-based laboratory experiments
as well as in the design, analysis, ground develop-
ment, test, and 
ight operation of space systems in
industry. (See ref. 1.) The current approach to solv-
ing CSI problems is to design the spacecraft to avoid
undesired dynamic interactions. This e�ort gener-
ally requires either sti�ening the structure or slowing
the control system response. Sti�ening the structure
simpli�es the control design problem in that the pre-
dominant dynamics tend toward a rigid body; but
that approach is costly in terms of mass, launch pack-
aging, and fuel consumption. Slowing the control
response produces control inputs with less chance of
producing destabilizing e�ects; but a slower response
is costly in terms of reduced performance. Neither
approach is completely satisfactory. A new design
approach is needed that avoids the damaging aspects
of controls-structures interaction, while it identi�es
and exploits the bene�cial aspects.

E�orts of the Controls-Structures-Interaction
(CSI) program at Langley Research Center (ref. 3)



in developing and experimentally verifying an in-
tegrated controls-structures design methodology are
described in this paper.

The design methodology is based on the high de-
gree of coupling between the control and structural
disciplines in the development of 
exible space struc-
tures. For example, controllers designed to be robust
for unanticipated dynamics may require very low
gains and, therefore, may result in conservative de-
signs that do not enhance performance. (See ref. 2.)
A structural redesign for high performance would re-
quire sti�er and more massive structural elements
and increase the frequencies of the higher modes; the
resulting control system would require more energy
and, therefore, would increase fuel consumption for
normal operations.

In the methodology developed here, this coupling
is emphasized to integrate structural and control as-
pects of the design process. Rather than performing
structural and control designs in a sequential man-
ner, a uni�ed environment for integrated controls-
structures modeling, analysis, and synthesis is devel-
oped. Within this environment, a design iteration
consists of updating all critical (control and struc-
ture) design variables in a single integrated compu-
tational framework. An optimization-based proce-
dure with mathematical programming is used for the
synthesis of an optimal integrated structure. Many
papers that describe optimization-based integrated
designs have been published in the last decade. (See
ref. 4.) However, most of the techniques in the lit-
erature were applied to simple analytical models or
laboratory apparatuses. Only recently have studies
integrated the design of large 
exible space struc-
tures, particularly those with thousands of degrees
of freedom. (See refs. 5{7.) Further, since the inte-
grated design described herein was fabricated and ex-
perimentally tested, a number of realistic constraints
have been imposed on the design process, constraints
which are not found in other studies. For example,
strut designs were chosen to accommodate manufac-
turing constraints through the use of design curves
that relate e�ective areas and densities.

This paper describes the �rst experimental veri-
�cation of the controls-structures integrated design
methodology. The phase-0 CSI Evolutionary Model
(CEM), a laboratory structure at Langley (shown
in �g. 1), was used for this experimental valida-
tion. Recently developed dissipative control strate-
gies were considered; these include static dissipative,
dynamic dissipative, and dissipative linear-quadratic
Gaussian (LQG) controllers because they guarantee
closed-loop stability when unmodeled dynamics and
parametric uncertainties are present. (See ref. 2.)

The performance measure for that veri�cation was
the average control energy required to maintain spe-
ci�c line-of-sight (LOS) pointing performance dur-
ing persistent, band-limited white noise disturbances.
An integrated design of the phase-0 CEM was per-
formed to improve the performance of the overall
system. Based on these designs, an optimal struc-
ture was fabricated and assembled in the laboratory,
referred to as the phase-1 CEM. Concurrently, opti-
mal dissipative controllers (control-optimized) were
designed for the nominal phase-0 CEM. Active con-
trol experiments based on optimal designs of the dis-
sipative controllers for each structure were performed
on phase-0 and phase-1 CEM structures to evaluate
steady-state disturbance rejection capability of each
design. In all cases, the integrated design structure
(phase-1 CEM) required substantially less average
control power (a reduction by 60 percent or more)
than the nominal or conventional structure (phase-
0 CEM), while providing slightly better LOS point-
ing performance. These results clearly demonstrate
the advantage of the integrated controls-structures
design methodology over the traditional sequential
approach and represent the �rst experimental valida-
tion of the integrated design methodology for 
exible
structures.

The next section describes the mathematical
models used for structural dynamics and the dissi-
pative control laws used in this e�ort. After that
discussion is the integrated design procedure for the
development of the phase-1 CEM. Then we present
an evaluation of the integrated design structure with
an alternate control design strategy, the experimen-
tal comparisons, and the concluding remarks.

Mathematical Models

Structural Model

The linear, time-invariant, mathematical model
of a 
exible space structure is given by

M�x +D _x +Kx = eBu+ eHw (1)

where x is an n � 1 displacement vector, M is
the positive-de�nite mass matrix, D is the positive
semide�nite open-loop damping matrix, K is the

positive semide�nite sti�ness matrix, eB is an n�m

control in
uence matrix, eH is an n � p disturbance
in
uence matrix, u is the m�1 control input vector,
and w is the p � 1 disturbance vector. The output
equations are

yr = eCr _x

yper = eCperx

9=
; (2)
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where yr is the rate measurement output vector and
yper is a performance output vector. The matri-

ces eCr and eCper are the corresponding output in-

uence matrices. The second-order representation of
the structure given in equation (1) is obtained by �-
nite element modeling of the structure. The order
of a 
exible space structure can be quite large. For
design and analysis purposes, the order of the system
is reduced to a design size by a modal truncation ap-
proach wherein every signi�cant mode in the input-
output characterization of the plant is retained and
the remaining modes are truncated; or the order of
the system is reduced by some other mode selection
approach. The system equations in modal coordi-
nates for the retained modes are written as

Mr�qr +Dr _qr +Krqr = �T
eBu+�T

eHw

� �T
c u+ �T

d
w (3)

where qr is an r � 1 vector of modal amplitudes;
Mr, Dr, and Kr are, respectively, the generalized
mass, damping, and sti�ness matrices; and � is an
n�r matrix the columns of which are the r structural
eigenvectors associated with the included modes. If
the mode shapes are normalized with respect to
the mass matrix and modal damping is assumed,
then Mr = Ir�r, Dr = Diag[2�1!1; : : : ; 2�r!r], and
Kr = Diag[!2

1; : : : ; !
2
r ], where !i and �i (i = 1; : : : ; r)

are the open-loop frequencies and damping ratios.
With collocated and compatible measurement sen-
sors and control actuators,

yr = eBT� _qr

= �c _qr (4)

Note that the collocation of these sensors and actua-
tors is necessary for the implementation of the dissi-
pative controllers. This collocation guarantees that
the system is minimum phase such that all transmis-
sion zeros are in the left-half plane and will enhance
the stability robustness of the overall system. (See
ref. 2.)

After de�ning the state vector z = [qr _qr ]
T , we

can write the dynamics of the system into the �rst-
order form

_z = Az +Bu+Hw (5)

where

A =

�
0 Ir�r

�Kr �Dr

�

B =

�
0
�T
c

�

H =

�
0
�T

d

�

Actuator and sensor dynamics are assumed negligi-
ble. The rate measurement and performance output
vectors are given by

yr =[ 0 �c ]z

� Crz

yper =
� eCper� 0

�
z

� Cperz

Here, Cper is the output in
uence matrix associated
with yper. For example, in this work, the perfor-
mance vector yper corresponds to the 2�1 LOS point-
ing error vector andCper is the output matrix for the
LOS pointing error.

Figure 2 shows the feedback control con�guration
used to synthesize the integrated controls-structures
design and the active control experiments. The
persistent disturbance noise w(t) is applied to the
structure at the disturbance locations, and an LOS
pointing error vector yper(t), measured by a laser
detector, must be maintained within desired speci-
�cations. The feedback compensator generates con-
trol input u(t) from the measured outputs yr(t): The
feedback compensators are dissipative controllers de-
scribed next.

Controller Design Methods

Control system design for 
exible space struc-
tures is challenging because of the special dynamic
characteristics involved. A large number of struc-
tural modes within the controller bandwidth; low,
closely spaced structural frequencies; very small in-
herent damping; and insu�cient knowledge of the
parameters all contribute to the challenge. The con-
troller must be of a reasonably low order to be imple-
mentable; it must also satisfy the performance speci-
�cations (i.e., constraints on root-mean-square (rms)
pointing error and desired closed-loop bandwidth).
The controller must also be robust to nonparametric
uncertainties (i.e., unmodeled structural modes) and
to parametric uncertainties (i.e., errors related to the
design model).
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Two major categories of controller design meth-
ods for 
exible space structures are model-based and
dissipative controllers. A model-based controller gen-
erally consists of a state estimator (a Kalman-Bucy
�lter or an observer) and a state feedback controller.
The state estimator utilizes the knowledge of the de-
sign model (the rotational rigid-body modes and a
few elastic modes) for prediction. With multivariable
frequency-domain design methods, such controllers
can be made robust to unmodeled structural dynam-
ics; that is, the spillover e�ect can be overcome. (See
ref. 2.) However, such controllers generally are sensi-
tive to uncertainties in the design model, in particu-
lar, to uncertainty in the structural mode frequencies.
(See refs. 2 and 8.) An analytical explanation of this
instability mechanism is found in reference 8.

Dissipative controllers utilize special passivity
input-output properties of the structural model and
o�er robust stability to both nonparametric and
parametric uncertainties. (See refs. 2 and 8.) There-
fore, they o�er an attractive alternative to model-
based controllers.

Static dissipative controller. The simplest
system of this type is the static or constant-gain dis-
sipative controller. Using collocated actuators such
as torquers with attitude and attitude rate sensors,
and thrusters with linear position and linear velocity
sensors, we can write the constant-gain dissipative
control law as

u = �Gryr �Gpyp (6)

where yr and yp are m � 1 rate and position mea-
surement vectors (where m is the number of sensors)
and Gr and Gp are the m �m symmetric, positive
semide�nite rate and position gain matrices, respec-
tively. This control law has been proven to give
guaranteed closed-loop stability despite unmodeled
elastic modes, parameter errors, and certain types
of actuator and sensor nonlinearities (such as satu-
ration and dead zone) as long as actuator dynam-
ics are limited to zero- or �rst-order forms. (See
ref. 2.) For space structures with zero-frequency,
rigid-body modes, position feedback is essential to
ensure stability of the closed-loop system. However,
for the ground-based structure considered in this pa-
per, rate feedback alone is su�cient to guarantee
stability for the structures with nonzero-frequency
suspension modes. Therefore, only rate feedback is
considered. The drawback of this controller is that
the achievable performance is inherently limited be-
cause of its simple mathematical structure.

Dynamic dissipative controller. To obtain
higher performance yet retain the highly desirable ro-
bust stability, dynamic dissipative compensators can
be used. The main characteristic of all dissipative
controllers is that they do not rely on the knowl-
edge of the design model to ensure stability, although
they do utilize it to obtain the best possible perfor-
mance. An nc-order (two-level) dynamic dissipative
controller is given by

_xc = Acxc +Bcyr (7)

u = �Gxc �Gryr �Gpyp (8)

where Ac, Bc, and G are the compensator system,
input, and output matrices, respectively; andGr and
Gp are symmetric, positive semide�nite rate and po-
sition gain matrices corresponding to the static dis-
sipative inner loop. For ground test articles with
no zero-frequency rigid-body modes, position feed-
back is not necessary. The dynamic compensator in
the outer loop is dissipative if its transfer function is
strictly positive real. The positive realness lemma or
the Kalman-Yacubovich lemma (ref. 9) assures this
condition when Ac is Hurwitz, (Ac;Bc) is control-
lable, (Ac;G) is observable, and the following condi-
tions are satis�ed:

AT

c P+ PAc = �Q (9)

G = BT

c
P (10)

where P = PT > 0 and the weighting matrix

Q = Q
T
� 0. Similar to the static dissipative con-

troller, this control law has been proven to give guar-
anteed closed-loop stability despite unmodeled elas-
tic modes and parameter errors. (See ref. 8.)

Dissipative LQG optimal controller. Design
methods with LQG have been popular in the syn-
thesis of feedback controllers. Although the nominal
closed-loop stability, that is, the stability of the nom-
inal system, is guaranteed by LQG theory, stability
is by no means guaranteed in the presence of un-
modeled dynamics and the parametric uncertainties
commonly associated with 
exible space structures.
However, if the optimal compensator is restricted to
be dissipative, then closed-loop stability can be guar-
anteed. The constraints on the LQG compensator
design matrices that lead to a dissipative compen-
sator have been developed in reference 10 and are
summarized below.

For the linear time-invariant system

_x = Ax+Bu+ vp

y = Cx+ vm

)
(11)
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the LQG optimal compensator is given by

_bx=(A�BR�1BTPc�PfC
TV�1mC)bx+PfCTV�1my

u=�R�1BTPcbx
9=
;
(12)

where Pc and Pf are solutions of the Riccati
equations

ATPc + PcA�PcBR
�1BTPc +Q = 0

PfA
T +APf �PfC

TV�1
m
CPf +Vp = 0

9=
; (13)

where Q � 0 and R > 0 are the weighting ma-
trices and Vm > 0 and Vp � 0 are the noise co-
variance matrices. The matrices Vm and Vp have to
satisfy certain constraints, as speci�ed later, for the
compensator to be dissipative. If the linear system
of equation (11) is passive (i.e., its transfer function
is positive real), which is the case for 
exible space
structures with velocity output, the system matrices
satisfy the following conditions of the positive real

lemma for some P > 0 and bQ � 0:

ATP + PA = �bQ
PB = CT

9=
; (14)

If Vp and Vm are constructed as

Vp = P
�1 bQP�1+BR�1BT

Vm = R

9=
; (15)

R > 0 is arbitrary, andQ is a positive de�nite matrix
that satis�es

Q�PBR�1BTP � Q1 > 0 (16)

where Q1 > 0 is arbitrary, then the compensator in
equations (12) is dissipative. (See ref. 8.) As before,
the dissipative nature of the compensator guarantees
closed-loop stability in the presence of unmodeled
dynamics and parametric uncertainties.

Integrated Design of CEM

The phase-0 CEM (�g. 1) consists of a 62-bay
central truss (each bay is 10 in. long), two vertical
towers, and two horizontal booms. The structure is
suspended from the ceiling about 840 in. above the
main truss by two cables as shown. (See �g. 1.) A
laser source is mounted at the top of one tower and
a re
ector with a mirrored surface is mounted on the

other. A laser beam is re
ected by the mirrored sur-
face onto a detector surface 660 in. above the re
ec-
tor. The LOS pointing problem is to maintain the
laser at its nominal position on the detector surface.
Eight proportional bidirectional gas thrusters with a
maximum output force of 4.4 lb each are available at
stations 1 to 8 as shown in �gure 1. Almost collocated
with the thrusters at the eight stations are servo-
accelerometers to provide output measurements. Ac-
celerometer signals are subsequently integrated with
the aid of washout �lters to provide rate information.
A more detailed description of the phase-0 CEM is
given in reference 11.

The phase-0 CEM is representative of 
exible
space structures in that a number of low-frequency,
closely spaced modes are within the bandwidth of
its controllers, the inherent damping is low, and the
modal parameters are uncertain. However, it di�ers
from space structures in that it is under the in
u-
ence of gravity and has no zero-frequency rigid-body
modes. The �nite element model of the system has
3216 degrees of freedom; therefore, a major com-
putational e�ort is required to solve the structural
eigenvalue problem of that size. The control design
model consisted of the �rst 30 modes of the structure,
which include 24 
exible and 6 suspension modes
(nonzero-frequency rigid-body modes due to suspen-
sion of the structure in gravity). A modal damping
ratio of 0.1 percent was assumed. The modal fre-
quencies of the �rst 10 modes of the nominal phase-0
CEM are presented in table I. The �rst six modes
range from 0.147 to 0.874 Hz and are the suspen-
sion modes. Modes 7 and 8 are the �rst two bending
modes (lateral and vertical) and mode 9 is the �rst
torsional mode of the structure.

For the integrated design problem, white-noise
disturbances of unit intensity are applied to the
structure at stations 1 and 2, and the feedback
control inputs are applied at stations 3 through 8.
Past experience with the phase-0 CEM structure has
shown that actuators at stations 7 and 8 could easily
destabilize laser tower modes, in the form of spillover
destabilization, which is typically observed in the
control of 
exible structures. Thus, although actua-
tors 7 and 8 were at the most e�cient locations for
exciting the structure, they were included for control
feedback instead so that we could consider the robust
stability issue objectively. After actuators 7 and 8,
actuators 1 and 2 were the most e�ective means by
which to excite the structure. Therefore, actuators 1
and 2 were chosen as disturbance sources for inte-
grated design and experimental validation. With
no appreciable sensor and actuator dynamics consid-
ered, the system equations are given by equation (5),
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where the matrix �c contains the modal displace-
ments at the control stations 3 through 8 and the
matrix �d contains modal displacements at the dis-
turbance stations 1 and 2. The performance vector
yper is the LOS pointing error or deviation of the
laser point on the detector system from its nominal
position in local X and Y coordinates.

The design optimization problem is to minimize
the steady-state average control power, maintain
speci�ed rms LOS pointing performance in the pres-
ence of a persistent white-noise input at the distur-
bance stations, and sustain the total mass budget of
the nominal phase-0 CEM. Mathematically, the de-
sign problem is to minimize

J = lim
t!1

�
T r

n
E
h
u(t)uT (t)

io�
(17)

with respect to structural and control design vari-
ables, subject to the constraints

lim
t!1

�
Tr
n
E

h
yper(t)y

T
per(t)

io�
1

2� ymax
per (18)

Mstr �Mmax (19)

where J is the objective function for the design
optimization, ymax

per is the maximum allowable LOS
pointing error, Mstr is the total mass of the structure
and is obtained from the mass matrix of the �nite
element analysis routine, Mmax is the mass budget,
Tr denotes the trace of the matrix, and E is the
expectation operator.

In the case of the CEM, rms LOS pointing accu-
racy was chosen as the performance measure, with
ymax
per equal to 2.4 in., approximately a factor-of-10
reduction from the open-loop rms LOS pointing ca-
pability for the phase-0 CEM structure (22.54 in.);
Mmax was chosen to be 1.92 lb-sec2/in., which was
the nominal mass of the phase-0 CEM structure.

Based on any dissipative controllers described ear-
lier, the closed-loop system dynamics can be written
as

_x = Ax+Hw

yper = Cperx

u = Cux

9>>>=
>>>;

(20)

where x is the state vector for the closed-loop dynam-
ics; w is the zero-mean, white-noise disturbance; yper
is the LOS pointing performance; u is the control vec-
tor; and A, H, Cper, and Cu are the corresponding
system matrices. The steady-state covariance matrix

for the closed-loop state �
x
is computed by solving

the following Lyapunov (ref. 12) equation:

A�
x
+�

x
A

T
+H�wH

T
= 0 (21)

where �w is the covariance matrix for w(t). The
steady-state average control power is given as

lim
t!1

Tr
n
E

h
u(t)uT(t)

io
= Tr

�
Cu�xC

T

u

�
(22)

and the rms LOS pointing performance is

lim
t!1

�
Tr

�
E
�
yper(t)y

T
per(t)

�	�1
2=

h
Tr

�
Cper�xC

T

per

�i
1

2

(23)
A typical strut of the phase-1 CEM design is

shown in �gure 3. The strut has three sections; the
node ball, the tube, and the connection hardware.
The e�ective area of the strut was chosen as the
structural design variable for the integrated design.
The e�ective area represents the sti�ness of the strut
and the portion of the node ball that contributes to
the sti�ness between the centers of each node.

The strut can be thought of as three springs in
series. The end springs represent the sti�ness of
the node balls and connection hardware; the center
spring is the sti�ness of the tube. In an ideal design
with uniform struts, the e�ective area would be the
cross-sectional area of the strut. However, for the ef-
fective area of the struts shown in �gure 3, we took
into consideration the nonuniformity of the strut and
node ball geometry and the losses across the joining
surfaces. Associated with each e�ective area is a min-
imum e�ective density corresponding to the lightest
strut that can be manufactured for the speci�ed strut
sti�ness. The e�ective density, together with the
e�ective area and the lengths between nodes, gives
the mass of the strut. The combination of e�ective
area and e�ective density de�nes the sti�ness and
mass properties of the structure. To ensure that the
strut could be manufactured, design guides were de-
veloped empirically that de�ned a two-dimensional
design space of manufacturable struts. The design
space gives the relationship between the e�ective area
and density for a particular strut design. Obviously,
the design space is dependent on the type of strut
and node ball design chosen.

The strut design considered here was developed
to allow a continuously variable e�ective area. By
starting with a stock tube and machining the tube
to a speci�ed outer diameter, a variety of e�ective
areas could be manufactured. Therefore, instead of
a design space consisting of a family of point designs,
the design space could be considered continuous. The
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design guide for the longerons and battens is shown
in �gure 4 and the design guide for the diagonals is
shown in �gure 5. The shape of the curves on the
left side of the �gure, corresponding to the lowest
e�ective area, is governed by the load capacity of
the tube portion of the strut, whereas the right
side, corresponding to the highest e�ective areas, is
governed by manufacturability considerations.

For the structural design, the CEM structure was
divided into the seven sections shown in �gure 6.
Three sections are in the main truss, one section is for
the laser tower, one section is for the re
ector tower,
and one section each is for the two horizontal booms.
Three structural design variables were used in each
section, namely, e�ective areas of the longerons, the
battens, and the diagonals. Thus, the integrated
design of the structure involved 21 structural design
variables. The control design variables for static and
dynamic dissipative controllers are described in later
sections.

The integrated design software tool CSI-DESIGN
is being developed at Langley and was used to per-
form the numerical nonlinear programming optimiza-
tions. The CSI-DESIGN tool uses in-core data-
base architecture and public domain software. (See
refs. 13{15.) The package has control, structural,
and optimization modules linked in a uni�ed environ-
ment to perform design iterations on both structural
and control design variables. A description of the
contents of the CSI-DESIGN structural module may
be found in reference 16. A four-processor Alliant
FX-80 digital computer was used to perform design
optimization with the Automated Design Synthesis
(ADS) software. (See ref. 13.) Gradient computa-
tions were performed with �nite di�erence approx-
imations. An interior penalty function method of
ADS was used to solve the nonlinear programming
problems. In this method, the constrained optimiza-
tion problem is transformed into an unconstrained
problem through creation of a pseudo-objective func-
tion that is the sum of the original objective function
and an imposed penalty function (which is a func-
tion of the constraints). (See ref. 17.) The Reverse-
Cuthill-McKee algorithm (ref. 18) for minimizing the
bandwidth of the banded sti�ness and mass matrices
was used to reduce computational and memory re-
quirements. Additionally, analytical expressions for
eigenvalue and eigenvector sensitivity (with respect
to the structural design variables, (ref. 19)) were used
in the integrated design process to approximate the
eigenvalues and eigenvectors at design points that
are in the neighborhood of the nominal design point.
This approximation was in the form of a �rst-order
Taylor series approximation and resulted in substan-

tial computational savings because it removed the
need for costly computation of structural eigenvalues
and eigenvectors at many of the optimization moves.

Static Dissipative Controller

The test article has no zero-frequency rigid-body
modes so only rate feedback is employed for the static
dissipative controller. Thus,

u = �Gryr (24)

A 6� 6 diagonal matrix was chosen for Gr, the ele-
ments of which were the six control design variables.
A diagonal gain matrix is used for simplicity and
because the resulting decentralized controller gener-
ally exhibits superior performance robustness. The
closed-loop matrices (in eq. (20)) for the static dissi-
pative controller are

A =

�
0 Ir�r

�Kr �Dr � �TcGr�c

�

H = H

Cper = Cper

Cu = �[ 0 Gr�c ]

9>>>>>>>>>=
>>>>>>>>>;

(25)

The average control power and the rms LOS
pointing performance for static dissipative controllers
are computed from equations (22) and (23). A
total of 27 design variables, 21 structural design
variables, and 6 control design variables were used
in the integrated design optimization for the static
dissipative integrated design.

The results of the design optimizations are sum-
marized in table II. The control-optimized design was
performed �rst (with the structural design variables
�xed at the nominal values for the phase-0 CEM)
and required an average steady-state control power of
7.11 lb2 to maintain rms LOS pointing performance
at 2.4 in. Next, an integrated design was performed
wherein the average control power was minimized
with respect to both control and structural design
variables. The results (table II) indicate an average
control power of 4.21 lb2 to maintain the same rms
LOS pointing performance. The integrated design
results in a reduction of more than 40 percent in the
average control power over the conventional design
for the same rms LOS pointing performance. The ef-
fective areas for the structural design are shown in ta-
ble III. Keeping in mind that the tube cross-sectional
areas of the nominal phase-0 CEM are 0.134 in2

for the longerons and battens and 0.124 in2 for the
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diagonals, it is observed that the longerons for all
three sections of the main truss, particularly the sec-
tion closest to the disturbance sources, and the laser
tower are considerably sti�ened, whereas the hori-
zontal booms and the re
ector tower became more

exible, partially to satisfy the mass constraint. Gen-
erally, all the diagonals and the battens decreased in
size, mainly because the design optimization had to
satisfy a constraint on the total mass (i.e., the mass
of the phase-1 CEM design had to be less than or
equal to the mass of phase-0 CEM design). Conse-
quently, mass was taken from the battens and diag-
onals and was redistributed to the longerons of some
sections because they are quite e�ective in increas-
ing the sti�ness of a section. This trend may be at-
tributed to a trade-o� between structural controlla-
bility, observability, and excitability. The areas near
the disturbance sources (i.e., stations 1 and 2) were
sti�ened to reduce the structure sensitivity to exter-
nal disturbances at those locations and at the same
time ensure that no appreciable loss of controllabil-
ity and/or observability occurred. The control gains
for the control-optimized and the integrated designs
are shown in table IV. Generally, the gains for the
phase-1 CEM design are considerably less than those
for the phase-0 CEM design (except for actuator 6).
This di�erence is expected because the required con-
trol power for the phase-1 CEM is signi�cantly less
than that of the phase-0 CEM.

Dynamic Dissipative Controller

The dynamic dissipative controller represented by
equations (7) and (8) with no static inner loop (Gp

and Gr = 0) was used with Ac (consisting of six
second-order blocks) and the compensator in
uence
matrix Bc as

Ac =

2
666664

Ac1 0 : : : 0

0 Ac2 : : : 0

...
...

. . .
...

0 0 : : : Ac6

3
777775

(26)

Bc =

2
666664

Bc1 0 : : : 0

0 Bc2 : : : 0

...
...

. . .
...

0 0 : : : Bc6

3
777775

(27)

where Aci and Bci (i = 1; 2; : : : ; 6) are, respec-
tively, a 2� 2 matrix and a 2� 1 vector, de�ned as

Aci =

�
0 1
��i ��i

�

Bci =

�
0
1

�

9>>>=
>>>;

(28)

Furthermore, Q in equation (9) was assumed to be
diagonal. That is,

Q = diag(q1; q2; : : : ; q12) (29)

For the dynamic dissipative controller, the closed-
loop system matrices are

A =

�
A �BG

BcCr Ac

�

H =

�
H

0

�

C =[Cper 0 ]

9>>>>>>>=
>>>>>>>;

(30)

For average control power computation, Cu =
�[ 0 G ]T . Again, equations (22) and (23) are used
for computing control power and the rms LOS point-
ing performance. Here, the scalar variables �i, �i,
(i = 1; 2; : : : ; 6), and qj (j = 1; 2; : : : ; 12) were cho-
sen for the control design variables. Thus, 24 control
design variables are included; with 21 structural de-
sign variables, the total number of design variables
becomes 45.

Table II shows the results of designs with the dy-
namic dissipative controller. The control-optimized
design for the phase-0 CEM required a control power
of 6.41 lb2 to maintain an rms LOS pointing perfor-
mance of 2.4 in. The integrated design reduces the
average control power by 44 percent more than the
conventional design to 3.64 lb2. The e�ective areas of
the structural elements for integrated design with the
dynamic dissipative compensator are in table V. Ef-
fective areas for longerons, battens, and diagonals for
the integrated design with dynamic dissipative con-
trollers show the same trends as those for the static
dissipative controller in table III. Control design vari-
ables for the control-optimized design variables and
the integrated design are shown in table VI. Figure 7
shows a comparison of the maximum and minimum
singular-value plots of optimal dynamic dissipative
controllers for the phase-0 CEM (dashed lines) and
phase-1 CEM (solid lines). The controller gains are
generally smaller throughout the frequency spectrum
except in the very low-frequency region. However,
the power distribution shapes of the two controllers
are somewhat similar.
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The results obtained for both the static and dy-
namic dissipative controllers clearly show that in-
tegrated controls-structures design methodology can
yield a substantially superior overall design than the
conventional sequential design scenario. Moreover,
a comparison of tables III and V shows that the
optimal structures for both control designs exhibit
similar trends. In fact, the structural design variables
for the two optimal structures are within 20 per-
cent of each other. Therefore, a structural design
close to both was chosen for fabrication and assem-
bly. The structural elements of the optimal struc-
ture, the phase-1 CEM, are given in table VII. For
comparison, recall that the e�ective areas of battens
and longerons of the phase-0 CEM are 0.134 in2 and
the e�ective areas for diagonals are 0.124 in2. Note
that the production values of the elements for the
assembled structure were chosen to approximate the
design trends from the numerical studies; however,
to avoid excessive costs, the number of di�erent size
struts was kept as small as possible. In consonance
with the design trends, all diagonals and battens
were chosen of the same size. Four di�erent sizes
of the longerons were used for the various sections
as shown in table VII. The modal frequencies of the
�rst 10 modes of the fabricated phase-1 CEM are
presented in table VIII. These frequencies indicate
that the �rst six frequencies associated with the sus-
pended structure have not been changed signi�cantly,
mainly because the changes in the structure can af-
fect these frequencies only through changing the cen-
ter of mass of the structure and not directly as for
the 
exible modes. On the other hand, the frequen-
cies of the 
exible modes, particularly the second and
third 
exible modes, have increased considerably (as
much as 30 percent). The second 
exible mode fre-
quency increased from 1.74 to 2.25 Hz and the third

exible mode frequency from 1.88 to 2.40 Hz, mak-
ing these modes and the structure less sensitive to
disturbances at stations 1 and 2.

Evaluation With Alternate Controller

The integrated design process that produced the
phase-1 CEM was performed with static and dy-
namic dissipative controllers as the control design
strategy. In realistic spacecraft design, deciding on
a speci�c control architecture during the preliminary
structural design phase may not be feasible. There-
fore, an exploration is desirable to ascertain the im-
pact on the overall system performance when an al-
ternate control design strategy is employed with the
integrated design structure. Control-optimized dissi-
pative LQG compensators were designed and tested
for both the phase-0 CEM and the phase-1 CEM for
one such comparison.

From matrix bQ in equations (14) as

bQ = 2 diag(0; �1!1; : : : ; 0; �r!r)

matrix P > 0 becomes

P = diag(!2

1; 1; : : : ; !
2

r
; 1)

The matrices R and Q1 > 0 (eq. (16)) were chosen
to be diagonal and their elements were the control
design variables. The dissipative LQG problem is es-
sentially a dynamic dissipative controller as in equa-
tions (7) and (8), with the compensator matrices Gp

and Gr = 0 and

Ac = A�BR
�1BTPc �PfC

TV�1
m
C

Bc = PfC
TV�1

m

G = R�1BTPc

Thus, the closed-loop equations are the same as
in equations (30). The number of modes used in
the control design model for each case depended on
the number of signi�cant modes in the input-output
characterization of the structure. For the phase-0
CEM, a 21-mode model was used as the plant model
and the optimal control design variables, namely,
42 diagonal elements of Q1 followed by 6 diago-
nal elements of R, are shown in table IX. For the
control-optimized dissipative LQG compensator of
the phase-1 CEM, an 18-mode model was used and
the optimal control design variables, 36 diagonal el-
ements of Q1 followed by 6 diagonal elements of R,
are shown in table X. Figure 8 shows a comparison
of the maximum and minimum singular-value plots
of LQG dissipative controllers for the phase-0 CEM
(dashed lines) and phase-1 CEM (solid lines). As
in �gure 7, observation reveals that the controller
gains for phase 1 are less than the controller gains for
phase 0 throughout the entire frequency spectrum.
However, the shapes of the controller power distribu-
tions are di�erent for the two structures. Analytical
results show that to maintain an rms LOS pointing
performance of 2.0 in., the phase-0 CEM requires a
control power of 5.93 lb2, whereas the phase-1 CEM
requires only 2.65 lb2. Thus, even though dissipative
LQG controllers were not used for integrated design,
the overall performance improvement of the system
leads to a reduction in control e�ort of more than
45 percent.

These results suggest that even though the in-
tegrated redesign of the phase-1 CEM involved only
static and dynamic dissipative controllers, the design
process made the resulting structure more amenable
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for active control with alternate control design strate-
gies as well.

Experimental Veri�cation

Integrated Design Validation

Although numerous numerical studies in the lit-
erature have demonstrated the bene�ts of controls-
structures integrated design, the bene�ts have not
been experimentally demonstrated. The primary
thrust of this e�ort was to verify by experiment
the advantage of the integrated design methodology
as observed in analytical studies. Of course, the
paramount di�culty in experimental veri�cation is
that some assumptions made in the analytical devel-
opments are not necessarily valid in the laboratory.
In the following paragraphs, some of these issues are
discussed.

As mentioned earlier, dissipative system theory
requires that the sensors and actuators be collocated.
This collocation was not truly possible, but the sen-
sors and actuators were located so close together
(within the bays at the six control stations) that they
could be considered collocated for all practical pur-
poses. Second, the continuous time framework has
been used in the dissipative theory to demonstrate
guaranteed stability robustness, whereas the imple-
mentation in the laboratory was digital. The the-
oretical framework breaks down with discretization
of the continuous time plant and controllers but be-
cause the sampling rates used were much faster than
the control bandwidths, the e�ects of discretization
become negligible.

Sensor and actuator dynamics have been ignored
in the integrated design. Though no appreciable dy-
namics are associated with the accelerometers, the
bidirectional gas thrusters experimentally exhibited
�rst-order dynamics of the form 110=(s+273). How-
ever, actuator bandwidth, implied by these dynam-
ics, was much larger than the control bandwidths
(2{5 Hz) considered, so that the actuator dynamics
could be ignored. Also, the velocity signals required
for the controllers were obtained by integration of the
accelerometer signals with the aid of washout �lters,
which were used to remove the constant bias in the
accelerometer signal.

White-noise disturbances were assumed in the in-
tegrated design and analysis. However, for the ex-
perimental work, band-limited white noise was used
because the thrusters have limited power. The band-
width for the white noise employed was large enough
to cover the controller bandwidth, so that for these
control experiments the noise may be treated as
white noise. Again, integrated design and analysis

assumes continuous white noise, whereas in the ex-
periments the noise was discretized at the sampling
rates of the control implementation. The disturbance
sequence used for the tests was made as large as pos-
sible within the maximum safety limit and the max-
imum power available from the disturbance actua-
tors. At each time step the noise levels were normally
distributed and were uncorrelated to all other time
steps.

A computer simulation model for the laboratory
structure, incorporating all the issues detailed above,
was developed using MATLAB software. The mode
shapes for the plant model in the simulation were
obtained from a detailed NASTRAN model of the
structure. System identi�cation tests had been per-
formed to obtain experimental modal frequency and
damping values. (See ref. 11.) The system identi�-
cation tests involved a signi�cant amount of struc-
tural motion, which induced additional damping due
to the motion of hoses attached to the air thrusters
and other such nonlinearities. Therefore, the identi-
�ed modal damping values are expected to be greater
than those in the disturbance rejection experiments
wherein much less motion was observed. The plant
model for the simulations included modes up to 50 Hz
(about 80 modes) compared with about 30 modes for
control design, along with the experimentally identi-
�ed damping values. The compensator system ma-
trices for simulations were exactly those that were
loaded in the real-time control software. Finally,
the excitation-control scenarios and the digital im-
plementations for the simulations were identical to
those used in the experiments. The goal was to ob-
tain a simulation of the laboratory experiment that
could be used to evaluate our ability to predict actual
test structure performance.

In the test sequence the controller was to turn on
from the start for initialization to remove accelerom-
eter bias and to ensure that the structure was at rest
for zero initial conditions. Then the disturbance was
introduced at stations 1 and 2. After 60 sec (about 4
to 5 time constants of the slowest mode) for the tran-
sients to settle, data were collected for the steady-
state analysis. The applied control e�ort and the
LOS measurements obtained from the experiments
were analyzed and compared with the simulations
for each test case. Exactly the same experiments
were conducted on the nominal phase-0 CEM and
the redesigned phase-1 CEM. Figures 9{18 show the
results of control experiments with the static dissipa-
tive controller, �gures 19{28 represent the dynamic
dissipative results, and �gures 29{38 summarize the
results for dissipative LQG control experiments.
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The control inputs at station 3 with the static
dissipative controllers for the phase-0 CEM and
the phase-1 CEM are shown for comparison in �g-
ures 9(a) and 9(b), respectively. The time axis of
these �gures starts at 60 sec because the earlier data
are ignored for steady-state analysis. The digital
implementation of the static dissipative controllers
is at 200 Hz, so 60 sec of data yields 12 000 time
steps. When the control input sequence for an ex-
perimental run is denoted ui(k) (i = 1; : : : ; 6 and
k = 1; : : : ; 12 000), a running average for the control
power is computed as

pow(k) =
1

(k � 1)

kX
j=1

"
6X

i=1

u
2

i (j)

#
(31)

This running average is plotted for static dissipative
controllers in �gure 18, in �gure 28 for dynamic
dissipative controllers, and in �gure 38 for dissipative
LQG controllers.

The deviations of the laser point on the detec-
tor system from its nominal position in the local
X and Y Cartesian coordinates are shown in �g-
ures 15 and 16 for the static dissipative controller.
Figures 15(a) and 16(a) are for phase-0 CEM; �g-
ures 15(b) and 16(b) are for the phase-1 CEM.
Denoting these observations as X(k) and Y (k) for
k = 1; : : : ; 12 000, a running rms LOS error was com-
puted as follows:

rms(k) =

8<
: 1

(k� 1)

kX
j=1

h
X2(j) + Y 2(j)

i9=
;
1

2

(32)

The rms LOS pointing error is plotted for the static
dissipative controllers in �gure 17. Figures 27 and 37
show similar plots for dynamic dissipative and dis-
sipative LQG controllers, respectively. Due to the
relatively higher order of the dissipative LQG con-
trollers, the sampling rate for experiments with these
controllers had to be reduced to 125 Hz.

The results for static dissipative controllers are
shown in �gures 9{18. A comparison of the control
inputs at stations 3{8 is shown in �gures 9{14, with
the phase-0 control input in �gures 9(a){14(a) and
the phase-1 CEM control input in �gures 9(b){14(b).
The output LOS pointing errors in the X and Y

directions for the phase-0 CEM and the phase-1
CEM are shown in �gures 15 and 16, respectively.
Figure 17 shows that the rms LOS pointing error
for both structures is approximately equal to 0.6 in.
Note that the experimentally observed value of rms
pointing error is 0.6 in. rather than the analytically

computed value of 2.4 in. because discrete time,
band-limited noise was used for the disturbance input
at actuators 1 and 2 in the experiments, whereas the
analytical work assumed continuous white noise. The
di�erence in rms pointing error values for the phase-
0 CEM and the phase-1 CEM can be attributed to
the resolution of the laser detector system in the
laboratory, which is 0.2 in. Figure 18 illustrates the
average control power needed to maintain this LOS
pointing error. The control power in the experiment
for the phase-0 CEM was nearly 2 V2, whereas that
for the phase-1 CEM is 0.66 V2, a reduction of about
77 percent. The simulations for these experimental
runs show a decrease in control e�ort from 1.56 V2

for the phase-0 CEM to 0.73 V2 for the phase-1 CEM
(reduction of about 53 percent), which is closer to
that predicted by the analysis. However, the decrease
in control power observed experimentally was more
than that predicted by analysis. Figure 18 shows
that the control power level predicted by simulation
for the phase-1 CEM matches the experimental level
quite well. However, this match is not the case for
the phase-0 CEM. In fact, the control power level
computed by simulations is about 28 percent o� from
the experimental counterpart. This disparity may
be attributed to the spillover excitation of the modes
outside the 5-Hz control bandwidth, to the modes not
having been parameterized accurately, and to other
modeling errors.

Figures 19{28 display the results for experiments
with dynamic dissipative controllers. Figures 19{24
compare the control input at stations 3{8 for the two
structures, whereas �gures 25 and 26 compare the
deviations of the laser from its nominal position in
the X and Y directions. The experimental veri�ca-
tion of the advantages of integrated design for dy-
namic dissipative controllers is observed in �gures 27
and 28. As seen in �gure 27, the rms LOS point-
ing performance is maintained near 0.6 in. for both
structures and the simulation results are consistent.
The average control power of 1.65 V2 for the phase-0
CEM was reduced to 0.64 V2 for the phase-1 CEM,
a reduction of 75 percent. (See �g. 28.) The sim-
ulations show the reduction of control power from
1.35 V2 for the phase-0 CEM to 0.7 V2 for the phase-1
CEM (reduction of about 49 percent), which is closer
to the analytical predictions. Again, the di�erence
between the experimental and simulation predictions
may be attributed to the spillover e�ects from the un-
modeled dynamics of the 
exible structure. A com-
parison of �gures 18 and 28 also reveals that dynamic
dissipative controllers needed less control power than
the static dissipative controller to maintain the same
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LOS pointing performance for both structures, as
predicted by the analysis. (See table II.)

Therefore, the experimental results show that the
bene�ts of integrated design predicted analytically
are achieved experimentally. Also, the experiment
showed that the integrated controls-structures de-
sign can provide an overall design that requires much
less control power to achieve the same pointing per-
formance to that obtained through the conventional
design approach. This power savings makes the inte-
grated controls-structures design superior to the con-
ventional design.

Experimental Results for Alternate

Controller

The results of the disturbance rejection experi-
ments with control-optimized dissipative LQG con-
trollers are given in �gures 29{38. The control ef-
fort input at stations 3{8 are shown for the phase-0
CEM and the phase-1 CEM in �gures 29{34; the
LOS pointing errors are shown in �gures 35 and 36.
Similar to the static and dynamic dissipative results,
a comparison of the levels of control power for the
phase-0 CEM and the phase-1 CEM in �gures 29{34
shows that the phase-1 CEM requires less control
power to maintain the allowable rms pointing per-
formance. Further, this savings is con�rmed in �g-
ure 38, which is a plot of the average control power
for these experiments. To maintain the rms LOS
at 0.5 in., the control power needed for the phase-0
CEM was 1.16 V2, which is reduced to 0.44 V2 for
the phase-1 CEM. The reduction in control power is
about 62 percent. In simulations, the control power
was reduced from 0.94 V2 for the phase-0 CEM to
0.36 V2 for the phase-1 CEM, a reduction of about
62 percent.

These experiments con�rm the analytical ob-
servation that the integrated design structure, the
phase-1 CEM, requires considerably less control
power with dissipative LQG controllers than the
phase-0 CEM, even though the integrated design pro-
cess employed static and dynamic dissipative control
strategies. Thus, along with optimization of control
power with the selected control design strategy, the
integrated design process makes the resulting struc-
ture more amenable to control with alternate control
strategies.

Concluding Remarks

Experimental validation of an optimization-based
integrated controls-structures design approach has
been presented for two types of dissipative con-
trollers. The nominal phase-0 Controls-Structures-

Interaction (CSI) Evolutionary Model (CEM) struc-
ture was redesigned to minimize the average control
power required to maintain a speci�ed root-mean-
square line-of-sight pointing performance under per-
sistent disturbances. The redesigned structure, the
phase-1 CEM, was assembled in the laboratory and
tested in comparison with the phase-0 CEM. Two
di�erent dissipative controllers were used|the static
dissipative controller and the dynamic dissipative
controller|to obtain a reduction in control power
of more than 60 percent while the same line-of-sight
pointing performance was maintained. This increase
in performance has been observed both analytically
and experimentally. Therefore, analytical and exper-
imental tests have demonstrated that the integrated
controls-structures design can yield designs that are
substantially superior to those obtained through the
traditional sequential approach. Although numerous
analytical/numerical studies in the literature sug-
gest bene�ts derived from the controls-structures
integrated design, this is the �rst experimental veri-
�cation of such performance enhancements. More-
over, experiments with dissipative linear-quadratic
Gaussian controllers indicate that the integrated de-
sign process made the structure more amenable to
active control, such that superior overall designs may
be achieved with alternate control design strategies
as well. Finally, this work demonstrates the capabil-
ity of the software design tool CSI-DESIGN to im-
plement the automated design procedure in a uni�ed
environment for structural and control designs.

NASALangley Research Center

Hampton, VA 23681-0001

September 8, 1994
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Table I. Modal Frequencies of Phase-0 CEM

Mode Frequency, Hz

1 0.1471
2 .1491
3 .1552
4 .7300
5 .7478
6 .8739
7 1.4730
8 1.7379
9 1.8821
10 2.2938

Table II. Results of Design Study With Static and
Dynamic Dissipative Controllers

[ rms LOS = 2.4 in. ]

Design Control power, lb2

Control optimized with static 7.11
dissipative controller

Integrated with static dissipative 4.21
controller

Control optimized with dynamic 6.41
dissipative controller

Integrated with dynamic 3.64
dissipative controller
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Table III. Structural Design Variables for Integrated
Design With Static Dissipative Controllers

Variable Area, in2 Description Section

Longerons

1 0.330 Main truss 1

4 .085 Horizontal boom 2

7 .173 Laser tower 3
10 .260 Main truss 4

13 .257 Main truss 5

16 .095 Horizontal boom 6

19 .096 Re
ector tower 7

Battens

2 0.082 Main truss 1

5 .083 Horizontal boom 2
8 .082 Laser tower 3

11 .082 Main truss 4

14 .081 Main truss 5

17 .081 Horizontal boom 6

20 .081 Re
ector tower 7

Diagonals

3 0.082 Main truss 1

6 .085 Horizontal boom 2

9 .082 Laser tower 3

12 .081 Main truss 4

15 .079 Main truss 5

18 .079 Horizontal boom 6
21 .082 Re
ector tower 7

Table IV. Control Design Variables for Integrated Design

With Static Dissipative Controllers

Control-optimized

Variable design Integrated design Actuator

1 1.2110 0.5586 3

2 2.0634 .6837 4

3 1.2985 .7899 5

4 .5352 1.1117 6

5 1.5050 1.0201 7
6 .4593 .5982 8
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Table V. Structural Design Variables for Integrated Design

With Dynamic Dissipative Controllers

Variable Area, in2 Description Section

Longerons

1 0.330 Main truss 1

4 .080 Horizontal boom 2

7 .142 Laser tower 3

10 .295 Main truss 4

13 .258 Main truss 5

16 .100 Horizontal boom 6

19 .117 Re
ector tower 7

Battens

2 0.077 Main truss 1

5 .087 Horizontal boom 2

8 .086 Laser tower 3

11 .080 Main truss 4

14 .078 Main truss 5

17 .077 Horizontal boom 6

20 .083 Re
ector tower 7

Diagonals

3 0.098 Main truss 1

6 .087 Horizontal boom 2

9 .082 Laser tower 3

12 .066 Main truss 4

15 .066 Main truss 5

18 .066 Horizontal boom 6

21 .083 Re
ector tower 7
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Table VI. Control Design Variables for Integrated Design
With Dynamic Dissipative Controllers

Control-optimized

Variable design Integrated design

Ac[2; 1] 136.57 135.39
Ac[2; 2] 105.25 114.73
Ac[4; 3] 136.60 301.81
Ac[4; 4] 104.33 102.17
Ac[6; 5] 103.80 80.42
Ac[6; 6] 107.72 125.07
Ac[8; 7] 94.56 58.21
Ac[8; 8] 121.26 103.52
Ac[10; 9] 136.92 95.28
Ac[10; 10] 103.87 107.26
Ac[12; 11] 100.11 136.11
Ac[12; 12] 126.11 133.30
Q[1; 1] 15 287.63 18 122.76
Q[2; 2] 30 050.42 12 173.74
Q[3; 3] 15 125.39 10 430.10
Q[4; 4] 29 103.43 13 600.71
Q[5; 5] 19 640.50 24 674.52
Q[6; 6] 24 331.62 19 487.68
Q[7; 7] 20 582.68 22 964.97
Q[8; 8] 22 159.79 21 224.58
Q[9; 9] 15 148.89 22 693.96
Q[10; 10] 29 362.52 20 381.06
Q[11; 11] 20 009.49 17 783.45
Q[12; 12] 21 511.89 15 376.09
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Table VII. E�ective Areas of Struts for Fabricated Phase-1 CEM

Variable Area, in2 Description Section

Longerons

1 0.333 Main truss 1

4 .099 Horizontal boom 2

7 .175 Laser tower 3

10 .264 Main truss 4

13 .264 Main truss 5

16 .099 Horizontal boom 6

19 .099 Re
ector tower 7

Battens

2 0.097 Main truss 1

5 .097 Horizontal boom 2

8 .097 Laser tower 3

11 .097 Main truss 4

14 .097 Main truss 5

17 .097 Horizontal boom 6

20 .097 Re
ector tower 7

Diagonals

3 0.083 Main truss 1

6 .083 Horizontal boom 2

9 .083 Laser tower 3

12 .083 Main truss 4

15 .083 Main truss 5

18 .083 Horizontal boom 6

21 .083 Re
ector tower 7

Table VIII. Modal Frequencies for

Fabricated Phase-1 CEM

Mode Frequency, Hz

1 0.1475

2 .1495

3 .1553

4 .7320

5 .7517

6 .8890

7 1.4817

8 2.2449

9 2.4042

10 2.5298
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Table IX. Design Variables for Control-Optimized
Dissipative LQG Controller; Phase-0 CEM

Variable Control-optimized design

Q1[1; 1] 14 508.45
Q1[2; 2] 357 188.60
Q1[3; 3] 5 139.08
Q1[4; 4] 53 364.76
Q1[5; 5] 0
Q1[6; 6] 377 416.22
Q1[7; 7] 40 424.27
Q1[8; 8] 3 046 328.32
Q1[9; 9] 105 444.24
Q1[10; 10] 0
Q1[11; 11] 4 573.37
Q1[12; 12] 177.63
Q1[13; 13] 0
Q1[14; 14] 3.67
Q1[15; 15] 0
Q1[16; 16] 0
Q1[17; 17] 0
Q1[18; 18] 5 700.42
Q1[19; 19] 2 919.63
Q1[20; 20] 58.74
Q1[21; 21] 1 035.00
Q1[22; 22] 3.10
Q1[23; 23] .98
Q1[24; 24] 1.27
Q1[25; 25] 0
Q1[26; 26] 1.08
Q1[27; 27] 1.21
Q1[28; 28] 8.58
Q1[29; 29] 1.21
Q1[30; 30] 1.43
Q1[31; 31] 6.58
Q1[32; 32] 5.14
Q1[33; 33] 0
Q1[34; 34] 9.33
Q1[35; 35] 7.77
Q1[36; 36] 0
Q1[37; 37] 0
Q1[38; 38] 0
Q1[39; 39] 16.23
Q1[40; 40] 11.40
Q1[41; 41] 0
Q1[42; 42] 0
R[1; 1] .81
R[2; 2] .95
R[3; 3] .49
R[4; 4] .79
R[5; 5] .53
R[6; 6] 1.56
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Table X. Design Variables for Control-Optimized
Dissipative LQG Controller; Phase-1 CEM

Variable Control-optimized design

Q1[1; 1] 19 171.70
Q1[2; 2] 219407.96
Q1[3; 3] 660.41
Q1[4; 4] 0
Q1[5; 5] 136116.82
Q1[6; 6] 37841.48
Q1[7; 7] 134339.60
Q1[8; 8] 72793.13
Q1[9; 9] 71028.80
Q1[10; 10] 1 899.28
Q1[11; 11] 1 062.82
Q1[12; 12] 1 194.98
Q1[13; 13] 0
Q1[14; 14] 0
Q1[15; 15] 795.54
Q1[16; 16] 1 021.76
Q1[17; 17] 1 008.20
Q1[18; 18] 989.86
Q1[19; 19] 1.04
Q1[20; 20] 1.00
Q1[21; 21] .99
Q1[22; 22] 0
Q1[23; 23] 1.00
Q1[24; 24] .98
Q1[25; 25] .97
Q1[26; 26] .95
Q1[27; 27] 1.00
Q1[28; 28] 2.27
Q1[29; 29] 1.14
Q1[30; 30] 1.42
Q1[31; 31] 0
Q1[32; 32] 0
Q1[33; 33] 0
Q1[34; 34] 1.13
Q1[35; 35] .96
Q1[36; 36] .90
R[1; 1] 1.57
R[2; 2] 1.19
R[3; 3] 1.02
R[4; 4] .87
R[5; 5] 1.26
R[6; 6] 1.98
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Figure 9. Control signal at station 3 with static dissipative controller.
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Figure 11. Control signal at station 5 with static dissipative controller.

Time, sec

60 70 80 90 100 110 120

1.5

Time, sec

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
4

, 
V

1.0

.5

0

-.5

-1.0

-1.5
60 70 80 90 100 110 120

1.5

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
4

, 
V

1.0

.5

0

-.5

-1.0

-1.5

(a) Phase-0 CEM. (b) Phase-1 CEM.

Figure 12. Control signal at station 6 with static dissipative controller.
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Figure 13. Control signal at station 7 with static dissipative controller.
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Figure 15. LOS pointing error in X direction with static dissipative controller.
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Figure 16. LOS pointing error in Y direction with static dissipative controller.
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Figure 19. Control signal at station 3 with dynamic dissipative controller.
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Figure 20. Control signal at station 4 with dynamic dissipative controller.

31



60 70 80 90 100 110 120

2.0

Time, sec

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
3

, 
V 1.5

1.0

.5

0

-.5

-1.0

-1.5

-2.0
60 70 80 90 100 110 120

2.0

Time, sec

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
3

, 
V 1.5

1.0

.5

-.5

-1.0

-1.5

-2.0

0

(a) Phase-0 CEM. (b) Phase-1 CEM.

Figure 21. Control signal at station 5 with dynamic dissipative controller.
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Figure 22. Control signal at station 6 with dynamic dissipative controller.
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Figure 23. Control signal at station 7 with dynamic dissipative controller.

60 70 80 90 100 110 120

2.0

Time, sec

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
6

, 
V 1.5

1.0

.5

0

-.5

-1.0

-1.5

-2.0
60 70 80 90 100 110 120

2.0

Time, sec

C
o

n
tr

o
l 
s
ig

n
a

l 
fo

r 
a

c
tu

a
to

r 
6

, 
V 1.5

1.0

.5

-.5

-1.0

-1.5

-2.0

0

(a) Phase-0 CEM. (b) Phase-1 CEM.

Figure 24. Control signal at station 8 with dynamic dissipative controller.
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(a) Phase-0 CEM. (b) Phase-1 CEM.

Figure 25. LOS pointing error in X direction with dynamic dissipative controller.

Time, sec

60 70 80 90 100 110 120

1.5

Time, sec

rm
s
 L

O
S

 p
o

in
ti
n

g
 e

rr
o

r 
in

 Y
 d

ir
e

c
ti
o

n
, 

in
.

1.0

.5

0

-.5

-1.0

60 70 80 90 100 110 120

1.5

rm
s
 L

O
S

 p
o

in
ti
n

g
 e

rr
o

r 
in

 Y
 d

ir
e

c
ti
o

n
, 

in
.

1.0

.5

0

-.5

-1.0

-1.5-1.5

(a) Phase-0 CEM. (b) Phase-1 CEM.

Figure 26. LOS pointing error in Y direction with dynamic dissipative controller.
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Figure 27. Comparison of rms LOS pointing error with dynamic dissipative controllers.
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Figure 28. Comparison of average control power with dynamic dissipative controllers.
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Figure 29. Control signal at station 3 with dissipative LQG controller.
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Figure 30. Control signal at station 4 with dissipative LQG controller.
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Figure 31. Control signal at station 5 with dissipative LQG controller.
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Figure 32. Control signal at station 6 with dissipative LQG controller.
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Figure 33. Control signal at station 7 with dissipative LQG controller.
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Figure 34. Control signal at station 8 with dissipative LQG controller.
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Figure 35. LOS pointing error in X direction with dissipative LQG controller.
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Figure 36. LOS pointing error in Y direction with dissipative LQG controller.
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Figure 37. Comparison of rms LOS pointing error with LQG dissipative controllers.

60 70 80 90 100 110 120
0

.2

.4

.6

.8

1.0

1.2

1.4

1.6

Time, sec

Phase-0 experiment

Phase-0 simulation

Phase-1 experiment

Phase-1 simulation

C
o

n
tr

o
l 
p

o
w

e
r,

 V
2

Figure 38. Comparison of average control power with LQG dissipative controllers.
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