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ABSTRACT This paper presents a neural network-based classifier to predict whether a person is at risk of

developing chronic kidney disease (CKD). The model is trained with the demographic data and medical care

information of two population groups: on the one hand, people diagnosed with CKD in Colombia during

2018, and on the other, a sample of people without a diagnosis of this disease. Once the model is trained

and evaluation metrics for classification algorithms are applied, the model achieves 95% accuracy in the test

data set, making its application for disease prognosis feasible. However, despite the demonstrated efficiency

of the neural networks to predict CKD, this machine-learning paradigm is opaque to the expert regarding

the explanation of the outcome. Current research on eXplainable AI proposes the use of twin systems,

where a black-box machine-learning method is complemented by another white-box method that provides

explanations about the predicted values. Case-Based Reasoning (CBR) has proved to be an ideal complement

as this paradigm is able to find explanatory cases for an explanation-by-example justification of a neural

network’s prediction. In this paper, we apply and validate a NN-CBR twin system for the explanation of

CKD predictions. As a result of this research, 3,494,516 people were identified as being at risk of developing

CKD in Colombia, or 7% of the total population.

INDEX TERMS Chronic kidney disease prediction, neural networks, case-based reasoning, twin systems,

explainable AI, support vector machines, random forest.

I. INTRODUCTION

One of the fields of application of artificial intelligence today

is the health sector. Machine learning algorithms have been

widely used in disease prediction and classification tasks.

Some algorithms such as SVM, Random Forest and neural

networks have been used to predict and classify patients

with diabetes [1], [2], Alzheimer [3], heart disease [4], can-

cer [5], [6] and liver cirrhosis [7], among others. Neural

networks [8]–[10] and, in general, machine learning algo-

rithms [11], [12] have now begun to be used successfully

as support tools for the diagnosis and early detection of

diseases [13], [14] [15]–[17]. These algorithms are trained
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with large volumes of data, including diagnostic images,

laboratory tests and medical records. This study proposed

the use of a neuronal network for the prognosis of chronic

renal disease in the Colombian population. In Colombia,

by 2017, there were 1,406,364 people with Chronic Kidney

Disease, a prevalence of 2.9 cases per 100 inhabitants [18].

Figure 1 shows the increase in the prevalence of people with

CKD in recent years.

Neural networks have been used for the detection of

CKD and other pathologies related to the urinary sys-

tem. Some models have made it possible to detect kid-

ney stones [19], [20] from the results of laboratory tests

such as creatinine, uric acid, glucose, lymphocytes and other

blood components. Other work has focused on predicting

the survival of patients with CKD [21]. Neural networks and
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FIGURE 1. Prevalence of CKD in Colombia. The y axis shows the number
of people with CKD per 100 inhabitants.

other machine learning techniques have also been applied to

identify a patient’s stage of chronic kidney disease [22]–[24].

Other studies propose a neural network model for detecting

CKD from patient laboratory data [25]–[27], as well as com-

parisons with other machine learning models [28], [29]. The

results of the evaluation metrics have demonstrated the effec-

tiveness of models trained with neural networks, obtaining

values of up to 97% accuracy [30]. One study that comes

very close to the objective of this paper is [31], in which a

hybrid neural network was developed in order to predict CKD

in patients with hypertension from their medical records. The

results of the experiment showed that the neural network

was able to correctly predict CKD cases with an accuracy

of 89.7%.

Despite the tremendous performance of neural networks,

they work as black-box systems and their effectiveness is

limited by their inability to explain their predictions to the

experts. The problem of explainability in Artificial Intelli-

gence is not new but the rise of the deep-learning as a very

successful classification technique has created the necessity

to understand how these systems make a prediction in order

to increase users’ reliability and trust.

Complementarily to the development of an accurate neural

network for the prediction of CKD, the second main con-

tribution of this paper is the use of Case-based Reasoning

(CBR) [32] for the generation of explanations associated

to the prediction of the neural network. CBR systems are

claimed to have a ‘‘natural’’ transparency as they are based

on the reuse of previous experiences or examples.

Therefore, this paper proposes a particular solution for

the explanation of the outcomes of the neural network to

the experts, where this opaque, black-box machine learning

system is explained by a more interpretable, white-box CBR

system; following the so-called twin-systems approach [33].

This approach is illustrated by Figure 2, where the dataset is

used as the input of the NN and to create the cases of the

CBR system after a feature selection preprocessing. Next,

the prediction of the NN is explained by means of the most

similar explanatory cases to the patient description, following

the explanation-by-example paradigm.

The paper runs as follows. Section II describes in detail the

proposed twin system, including the dataset collection,

the NN implementation and the CBR explanation system.

FIGURE 2. NN-CBR Twin system for the explanation of CKD predictions.

Section III presents the evaluation of the approach and the

associated results. Section IV contains the discussion of the

impact of the research, and Section V concludes the paper and

outlines the lines of future work.

II. METHODS

To train the classifier, information was taken from two popu-

lation groups: 20,000 patients diagnosed with CKD in 2018,

and an equal sample of healthy people. Demographic infor-

mation was collected for both population groups, includ-

ing sex, age, place of residence and ethnicity, along with

the history of disease diagnoses, obtained from the RIPS

database [34] (Individual record of health service delivery)

of the Colombian Ministry of Health and Social Protection.

Based on this data set, training and optimization of the neural

network was carried out, as well as two other machine learn-

ing models, one with vector support machine (SVM) and the

other with Random Forest.

A. CLEANING AND PREPARATION OF THE DATA SET

The data set required for neural network trainingwas obtained

from the RIPS database of the Colombian Ministry of Health

and Social Protection. This database contains information on

health care provided to all persons affiliated with the coun-

try’s health system since 2009. In order to obtain the sample

of individuals with CKD, the persons whose diagnoses in

the RIPS database corresponded to codes within subgroup

N18 of the International Classification of Diseases (ICD) [35]

were identified. This subgroup corresponds to diagnoses of

‘‘chronic renal insufficiency’’. Those persons whose diagno-

sis date corresponded to the year 2018were then selected. The

number of people obtained in this consultation was 203,015.

Considering that model training can be costly with such a

large data set, a random sample of 20,000 people was taken.

The set of people in the control group was selected by fil-

tering persons that required any health care during 2018, and a

random sample was taken with the same number of elements

existing in the group of people with CKD, i.e. 20,000 indi-

viduals. In this group of people, a filter was carried out to

discard those who had previously been diagnosed with CKD.

Once the persons had been identified, the two sets of data

were integrated and the demographic variables corresponding

to the person’s sex, age, ethnicity and department of residence
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FIGURE 3. Data sets for model training.

were added. All the diagnoses identified in the RIPS database

for each person were also aggregated, as well as the number

of medical attentions carried out as a result of this diagnosis.

These data were used to select characteristics, create cate-

gorical variables, treat null values and other cleaning oper-

ations required to obtain the final data set of 40,000 records

and 7,493 variables, including the class or output variable.

Figure 3 illustrates this process.

B. DEFINITION OF THE NEURAL NETWORK TOPOLOGY

The neural network was designed with a topology composed

of 5 layers according to the diagram in Figure 4. The input

layer corresponds to the characteristics or input variables of

the network, with 7,492 nodes or neurons. The next 3 layers

correspond to the hidden layers of the model and contain 500,

100 and 50 neurons respectively. The last layer corresponds

to the neuron that represents the only class of the binary

classification problem. The objective of the training is to

obtain the optimal values for the parameters of the network,

composed by the weights (W) of each layer and by the values

of bias [36].

FIGURE 4. Topology of the neural network with 5 layers.

Once the model was defined, training was performed using

backpropagation [37] together with the gradient descent algo-

rithm, although in practice a variation of this algorithm

known as stochastic gradient descent (SGD) [38] is used,

which is less expensive computationally. Figure 5 presents

FIGURE 5. Summary of the design of the neural network.

the summary of the neural network developed with the Keras

library [39] and the TensorFlow framework1.13.1 [40], along

with the number of parameters to train for each layer.

The number of parameters in each layer corresponds to

the number of nodes in the previous layer, multiplied by the

number of nodes in the current layer, plus a bias value for each

node in the current layer. For example, for the first hidden

layer the number of parameters is given by the number of

nodes of the input layer (7.492) multiplied by the number

of nodes of the first hidden layer (500), plus 500 bias values

corresponding to each node of the current layer. This adds up

to a total of 3,746,500 parameters for the first hidden layer.

For the remaining layers the number of parameters is 50,100,

5,050 and 51, giving a total value of 3,801,701 parameters

for the entire network. For the training of the network 70% of

the data was used and 10 iterations or epochs were performed

with a lot size of 1,000 elements applying cross validation.

Once the model was trained, the remaining 30% of the data

was used as a set of tests to identify the performance obtained

with the initial model. As a result, an accuracy value equal

to 49.91% was obtained. Considering that this is a very low

value, it was necessary to adjust in some hyperparameters

used in the training of the model. This optimization included

changes in the activation function, the training algorithm,

as well as normalization and early stopping functions.

C. OPTIMIZATION OF HYPERPARAMETERS

During the training of the initial network model, the accu-

racy value was too low, so the sigmoid activation function

was changed to a ReLU function [41]. The accuracy value

obtained with this setting in the model was 59.96%. Figure 6

compares the value of accuracy obtained for each model.

In green the values obtained with the sigmoid activation func-

tion and in blue the values obtained with the ReLU activation

function.

As can be seen in the graph above, the ReLU acti-

vation function allows the network to improve the accu-

racy measurement, even though this value is still below

the desired threshold. In order to improve network perfor-

mance, the optimization algorithm was changed from SGD

to Adam [42], [43]. This optimization resulted in an accu-

racy value of 92.65%. This value considerably improves the

metric obtained previously with SGD equal to 59.96%. It also

exceeds the 90% threshold proposed in the project objectives.

Figure 7 shows the accuracymeasurement in both the training
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FIGURE 6. Comparison of accuracy obtained with different activation
functions.

FIGURE 7. Comparison of accuracy obtained with different optimizers.

set and the validation set using Adam optimization (in blue),

compared to that obtained previously with SGD (in green).

The figure above shows how the accuracy value reaches

values above 90%, although the model tends to overfitting.

This is because the algorithm is memorizing the training data

and is not able to generalize what has been learned to the val-

idation set. To counteract the effect of overfitting, a normal-

ization technique known as dropout [44] was applied. Once

the dropout technique is applied to the output of each layer

of the network, with a hyperparameter value equal to 0.5,

an accuracy value equal to 93.71% is obtained, improving

as compared to that obtained previously without applying

regularization. The following figure shows the comparison

between error and accuracy values for models with and with-

out regularization. Figure 8 shows that the model trained by

applying dropout (in blue) reduces the presence of overfitting,

although it does not eliminate it completely.

Another technique widely used in practice to prevent over-

adjustment is early stopping [45]. This technique makes

it possible to identify the iteration or period in which the

net begins to fall into overfitting and stops training at that

moment. The accuracy obtained after optimizing the model

corresponds to a value of 95%. Figure 9 presents the evolution

of the accuracy in the final neural network model. It can be

observed that the number of training times decreased to 3

FIGURE 8. Comparison of accuracy obtained with different optimizers.

FIGURE 9. Accuracy in the final neural network model.

and that the accuracy of the training set and the set of tests

converge at one point in the graph.

D. EXPLANATION OF THE NEURAL NETWORK

PREDICTIONS USING CASE-BASED REASONING

Case-based reasoning is a paradigm for combining problem-

solving and learning that has become one of the most suc-

cessful applied subfields of artificial intelligence in recent

years [46]. CBR is based on the intuition that problems tend

to recur, so that new problems are often similar to previously

encountered problems and, therefore, past solutions may be

of use in the current situation [47]. CBR basically consists

on a retrieval stage where the most similar cases to the given

query are retrieved, and an adaptation stage that combines the

retrieved cases to build a solution.

When applied to classification problems, CBR is consid-

ered a lazy learning approach where instead of generating

some kind of abstract representation of the set of training

examples, it uses those training examples in the neighborhood

of the problem example (k Nearest Neighbours) [48] to deter-

mine its class.

As CBR is considered a transparent technique, it is being

applied for the explanation of opaque machine-learning

techniques such as neural networks [33], [49], [50]. There

are several proposals to create NN-CBR twins, where the
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FIGURE 10. Example of the explanation-by-example approach.

CBR system is not used to solve the problem, but to find

explanatory cases for the user. Although CBR can be also

applied to solve the classification problem, the performance

of this paradigm is not comparable to neural networks. This

way, these twin systems follow an explanation-by-example

approach where the justification given to the user is based

on the comparison of the input of the NN to similar exam-

ples obtained by the CBR system. As Figure 2 shows, these

NN-CBR twins require the dataset to be available for both

systems. This way, every instance in the dataset can be con-

sidered as an explanation case. However, the performance of

the CBR process is influenced by the number of features/

variables that represent each case due to the underlying near-

est neighbor method. Therefore, the CBR system requires a

preliminary stage of feature selection where the most sig-

nificant variables are selected to represent an explanatory

example.

To obtain the most relevant variables to represent explana-

tory cases we have reused the information given by the ran-

dom forest classifier built to evaluate the performance of the

NN and presented in the following section. We have selected

the 15most discriminant variables according to this classifier.

These variables are shown in Table 1, where the age of the

patient is most relevant feature, followed by common diseases

associated to CKD.

The complete representation of explanatory cases includes

these variables and the actual classification value. By using a

nearest neighbor retrieval method, we obtain the most similar

cases to the given query. In case an example retrieved by the

CBR does not correspond to the classification provided by

the NN, it is not taken into consideration.

Then the adaptation stage is in charge of combining the

most similar explanatory cases to generate the explanation

through the pairwise comparison of the variables. Age is

compared by using a threshold (10 years1), whereas the

remaining variables are considered as binary values where

any value different to 0 is a positive feature. As an illustrative

example, Figure 10 shows how our system highlights the

features in common between the given query and the 3 most

similar explanatory cases. This way, the user is provided with

a justification of the outcome based on the most significant

medical variables.

1This 10 years threshold was defined by consulted CKD experts.

TABLE 1. Variables selected to describe explanation cases.

Additionally, the system can generate a description of

the explanation in natural language using text templates.

It is based on the identification of the common features

between the patient description, the most similar explanatory

case and the other similar cases. Following the example in

Figure 10, the corresponding explanation is: ‘‘The diagno-

sis is positive because there are similar patients with CKD.

All of them have a similar age and were diagnosed with

headache and glaucoma suspect. Most of them were also

diagnosed with urinary tract infection and low back pain’’.
As this explanation is generated by collecting the common

features between similar examples, it can be considered as a

constructive adaptation scheme regarding the CBR terminol-

ogy [51]. As Figure 10 illustrates, age variable is within the

10 years threshold for the three retrieved examples and they

all share in common the R51X (headache) and H400 (urinary

tract infection) diseases. Additionally, the text includes those

diseases that the first neighbor has in commonwith the patient

description and the other retrieved examples. In this case,

N390 (urinary tract infection) and M545 (low back pain).

Once we have presented our explainable classification

method, following section presents its evaluation and the

corresponding results.
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III. RESULTS

Wehave evaluated both subsystems: neural network and case-

based reasoner. Firstly, the accuracy of the NN classification

is compared to state-of-the-art classifiers in order to validate

its performance. Next, the explanation system has been also

evaluated by analyzing the explanatory cases provided by the

CBR system.

A. NEURAL NETWORK EVALUATION

The objective of metrics for the evaluation of classifica-

tion algorithms is to identify the predictive capability of the

model. To achieve this objective, the classes predicted by the

algorithm for each example of the test set are compared with

the real value of the class and in this way, it is identified if the

model managed to classify the data correctly. A widely-used

technique is the dispersion matrix, in which the examples

classified correctly and incorrectly are counted, grouping

them into true positives, true negatives, false positives and

false negatives [52]. Figure 11 graphically shows the confu-

sionmatrix for the final neural networkmodel. As can be seen

from the graph, the network correctly classified 95% of cases

and only failed in 5%.

FIGURE 11. Confusion matrix of the neural network model.

From the confusion matrix, the evaluation metrics of clas-

sifiers indicated in Table 2 were obtained. These metrics

confirm, on one hand, the predictive capability of the clas-

sifier regarding the accuracy metric, and on the other hand,

a tendency of the model to predict with greater precision

the positive rather than the negative examples. This can be

observed bearing in mind that the sensitivity value, which

TABLE 2. Neural network evaluation metrics.

FIGURE 12. ROC/AUC curve.

FIGURE 13. Confusion matrix of the case-based classifier.

measures the proportion of positive examples correctly clas-

sified, is higher than the specificity value, whichmeasures the

proportion of negative examples correctly classified.

Another useful metric to know the performance of binary

classification models is the area under the curve (AUC) [53].

This measure establishes the algorithm’s ability to identify

the largest number of truly positive cases without falling into

false positives. Figure 12 shows the ROC curve obtained

along with its AUC value. The AUC value equal to 98%

demonstrates an equilibrium in the behavior of the neural

network, which strives to predict the greatest number of true

positive cases, avoiding falling into false positives.

B. COMPARISON WITH RANDOM FOREST

AND SVM MODELS

Table 3 presents a comparison of the main metrics obtained

after applying the neural network models, SVM [54]–[56]

and Random Forest [57], [58]. The table shows that the best

classifier is the neural network, considering an accuracy value

of 95%. This is followed by Random Forest with an accuracy

of 92%, and last is SVM with a value of 61%.

The sensitivity metric, which measures the proportion of

positive examples correctly classified, shows a better perfor-

mance of the neural network against Random Forest, and of

these two against SVM. In terms of specificity, the model that

best classifies negative examples is Random Forest, although
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TABLE 3. Model comparison metrics.

the value obtained by the neural network is quite close. The

same happens with the precision metric that indicates the

proportion of examples that are truly positive. Exhaustiveness

or recall values favor the neural network by a wide margin,

which obtains a value of 97, as opposed to 90 for Random

Forest and 69 for SVM. The F-value corresponds to a balance

between precision and recall and simplifies the performance

of a classification algorithm into a single metric. The neural

network gets an F-value of 95, Random Forest of 91 and

SVM of 64. Finally, the area under the curve (AUC) of the

neural network model again outperforms the other algorithms

because of its tendency to correctly identify true positives and

avoid false positives. The set of applied metrics shows that

the model trained with neural networks achieved an excellent

performance, surpassing the threshold proposed in the project

objectives. On the other hand, themodel trainedwith Random

Forest also obtains good results, very close to those of the

neural network and is seen as a good alternative to the latter

model. The performance of the SVM model for this case is

considered very low and its implementation is discarded.

C. COMPARISON WITH CBR APPROACH

Although CBR can be also applied to provide a prediction

for the CKD, in our approach we have used it as a twin

system to provide explanations because the machine learning

techniques usually achieve a better performance. However,

this assumption must be validated. In case the CBR achieves

a performance similar to NN or SVM these systems could be

discarded and the CBR can be used for both the prediction

and explanation.

For the evaluation of the CBR system a case base with

12.000 explanatory cases was randomly selected from the

global dataset. These cases were described by the 15 most

discriminant variables obtained by the random forest model

as described in Section II.D and enumerated in Table 1.

The resulting confusion matrix of the cross-validation shows

an average accuracy of 86% (Table 4 shows additional

metrics).

As expected, the performance of CBR for the prediction of

CKD is significantly worse than NN. Therefore, our system

will use this technique to find explanatory examples instead

of performing the classification task. Following subsection

presents its evaluation.

TABLE 4. CBR evaluation metrics.

D. EVALUATION OF THE CASE-BASED

EXPLANATION METHOD

To evaluate the explanation method, we have analyzed the

common features between the query –patient description-

and the explanatory cases, using this metric as an estimation

of their quality. The intuition behind this metric is that an

explanatory case should be as similar as possible to the query.

This way, the explanation given to the user will contain more

feature-level justifications as we described in Section II.D.

Concretely, we have obtained the three most suitable expla-

nations for every case in the case base and analyzed the

percentage of common features between them. Table 5 shows

an example of this comparative analysis. For each query, the

identifier of three most similar neighbors is provided together

with the percentage of common features. As we can observe

in this example, the most suitable explanatory case has a

higher percentage of common features (around 60% to 66%)

whereas the second and third nearest neighbors have lower

feature overlap (46% to 53% and 26% to 53% respectively).

TABLE 5. Most similar neighbors comparative analysis.

In order to understand the global efficiency of the CBR

explanatory system we have computed the average common

features between query and explanatory cases for the whole

case base. Surprisingly, the average common features was

similar for the three nearest explanatory cases: 29.,55% for

1NN, 28.88% for 2NN and 28.38 for 3NN.We assume that by

increasing the number of retrieved examples these values will

decrease. However, a similar percentage of common features

in the three most similar cases implies a homogeneity in

the case base and the ability of the CBR system to obtain

representative examples. It confirms that the reduction of the

number of cases from the 40.000 available instances to the

randomly selected 12.000 cases has no impact in the perfor-

mance of the explanation system as the CBRmethod is able to

find several explanatory examples with an equivalent quality.
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Additionally, although a percentage around 30% may seem a

low value it has to be considered as a positive result if we take

into account that every case is described by 15 variables and,

therefore, the explanation system can provide explanations by

using up to 4 or 5 features.

Finally, we have analyzed the relevance of each variable

by computing the percentage of cases that have that concrete

variable in common with the most similar explanatory case.

For example, the probability that a case and its most similar

explanatory case have the same age (within the 10 years

threshold) is 93.33%.

This way, the five diseases that are, on average, used to

explain the outcome of the neural network are: age (93.33%),

essential hypertension (79.24%), low back pain (44.35%),

urinary tract infection (37.04%), and pain in joint (36.54%).

Figure 14 shows the corresponding value for each feature.

We can observe that the relevance of variables decreases

smoothly, being 15 a good cut-off value when choosing the

number of features to describe an explanatory case.

FIGURE 14. Average relevance of the features used to represent the
explanatory cases.

Once we have evaluated the performance of our explain-

able prediction system, next section presents a discussion

about the impact of the achieved results.

IV. DISCUSSION

Once the prognosis was made for the group of 39,277,086

people, the model identified that 3,494,516 people are at

risk of developing chronic renal disease in Colombia. This

figure corresponds to 7% of the total Colombian population,

estimated at 49,834,240 by 2018 [59]. Figure 15 shows the

gender distribution of people who were predicted to be at

risk of developing CKD. In this graph, it can be identified

that 68.08% correspond to women, and the remaining 31.92%

correspond to men.

FIGURE 15. Distribution of people at risk of developing CKD by sex.

FIGURE 16. Distribution of people at risk of developing CKD by age.

Figure 16 shows the distribution of these people by age.

Small isolated groups can be observed in ages less than

25 years, a smooth growth between 25 and 45 years and a

significant increase from 45 years, whose peak is centered in

the 60 years. From this age the number of people begins to

decrease.

FIGURE 17. Map of coverage of the population at risk of developing CKD.

Finally, Figure 17 presents the distribution of the per-

centage of persons according to their place of residence,

in this case at departmental level. The percentage is obtained
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taking as numerator the number of persons identified in each

department, and as denominator the total population of the

department. The departments with the highest percentage of

people with CKD are Bogotá D.C., Antioquia, Risaralda,

Caldas, Santander, Atlántico, Boyacá and Quindío.

V. CONCLUSION

All previous studies for CKD prediction use laboratory test

information as input variables for model training and a rel-

atively small pool of patients is available. However, in this

work we have collected a training data set corresponding to

40,000 people, and for the implementation of the model the

information from health care performed on 39,277,086 peo-

ple during the years 2009 to 2018 was used. These include

demographic information, such as sex, age, ethnicity and

place of residence, as well as the history of the pathologies

that have been diagnosed to the person, coded according to

the International Classification of Diseases (ICD). From this

novel dataset, we have developed a neural network approach

that can predict the risk of developing chronic kidney disease

with an accuracy of 95%. This is a remarkable result as

the most similar study achieves an accuracy of 89.7% [31],.

This result was obtained by training a neuronal network with

5 layers: an input layer with 7,492 neurons, corresponding

to the variables or characteristics of the model, 3 hidden

layers with 500, 100 and 50 neurons respectively, and an

output layer with a single neuron representing the class of the

binary classification problem. For network training, a ReLU

activation function was used in the hidden layers and a sig-

moid function to find the probability in the output layer.

Adam was used as the training algorithm of the model, which

showed a higher convergence speed compared to other more

traditional algorithms such as gradient descent and stochastic

gradient descent (SGD). To combat the effect of overfitting

in the network, regularization was used using the dropout

technique, in conjunction with early stopping.

In addition to the neural network, other machine learn-

ing models such as random forest and vector support

machines (SVM) were trained and accuracy values of 92%

and 61% respectively were obtained. The random forest

model obtains good results, very close to those of the neu-

ral network and is considered as an alternative to the latter

model. The performance of the SVM model for this case is

considered very low and its implementation is discarded to

predict new cases of CKD.

The neural network classifier demonstrated its ability to

learn how to identify disease risk factors and then apply this

knowledge to the prognosis of new cases. The number of

people predicted by the model to be at risk of developing

chronic renal disease in Colombia is 3,494,516, or 7% of

the total population. Based on the person’s unique identifier,

it is possible to monitor the person and implement preventive

activities that minimize the risk of developing CKD.

However, despite the demonstrated efficiency of neural

networks to predict CKD, this machine-learning paradigm

is opaque to the expert regarding the explanation of

the outcome. This transparency is necessary in order to

increase the expert’s trust in the provided diagnosis and

the acceptability of the system. This way, current research

on eXplainable AI focus on promoting transparency in this

type of systems. One of the most successful approaches

to this challenge is the use of twin systems, where a

black-box machine-learning method is complemented by

another white-box method that provides explanations about

the predicted values. Here, case-based reasoning has proved

to be an ideal complement as this paradigm is able to find

explanatory cases for an explanation-by-example justifica-

tion of a neural network’s prediction. In this paper, we have

applied and validated a NN-CBR twin for the explanation of

CKD predictions. Firstly, we select the most relevant features

for the CKD diagnosis and create a case-base of explanatory

examples. These examples are later used to generate text

explanations that justify the outcomes of the neural network.

As future work, we would like to explore further ways

to combine the explanatory cases and generate the explana-

tions. In this work, we have binarized the features to com-

pare the most similar explanatory cases to the given patient

description. However, we could apply more advanced and

knowledge-rich strategies that consider the magnitude of the

associated values. For example, generating explanations such

as ‘‘The diagnosis is positive because your hypertension is

high and there are several similar CKD cases where hyper-

tension is moderate or high’’. Another possible future line of

work is the use of the latent features of the neural networks

to select the most significant variables that represent the

cases. Complementary, as the choice of 12.000 cases for the

case base was made based on preliminary experimentations,

it should be possible to analyze the behavior of the system

when decreasing that value to reduce the size of the case base

and analyze its impact in the performance of the CBR system.

Finally, we would like to conduct a user based evaluation

to validate the impact of the generated explanations in the

acceptance by the expert of the predictions given by the neural

network.
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