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Abstract. Explaining black-box machine learning models is important
for their successful applicability to many real world problems. Existing
approaches to model explanation either focus on explaining a particular
decision instance or are applicable only to specific models. In this paper,
we address these limitations by proposing a new model-agnostic mech-
anism to black-box model explainability. Our approach can be utilised
to explain the predictions of any black-box machine learning model. Our
work uses interpretable surrogate models (e.g. a decision tree) to extract
global rules to describe the preditions of a model. We develop an op-
timization procedure, which helps a decision tree to mimic a black-box
model, by efficiently retraining the decision tree in a sequential man-
ner, using the data labeled by the black-box model. We demonstrate the
usefulness of our proposed framework using two applications: a classi-
fication model built using iris dataset and a regression model built for
bike sharing dataset.

Keywords: Model Explainability · Bayesian Optimisation · Gaussian
Process.

1 Introduction

Application of artificial intelligence (AI) can be found in almost any field rang-
ing from medical diagnosis to making million dollar decisions. AI algorithms
are finding popularity in different domains due to their excellent generalization
capabilities. Complex machine learning models like deep neural networks make
accurate predictions and classifications. However, there is a trade-off between
performance and explainability [10]. Simple models e.g. logistic regression are
explainable, but have lower predictive power compared to more complex mod-
els like deep neural network, Support Vector Machine (SVM) etc. Usually more
complex a model gets, the less interpretable it becomes. With the gaining pop-
ularity of complex models, their lack of interpretability is posing a problem. For
any model to be effective, it is important for it to be both accurate and ex-
plainable. If the decisions made by the model cannot be understood, the model
might not be deployed, especially in areas where providing explanation is crucial
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like medical diagnosis, law making and finance[5, 6, 2]. Due to the accountability
and the consequences of our decisions, we need to provide the basis of decision
making with appropriate reasons. Even in non-critical scenarios e.g. malware de-
tection, providing an explanation for decision increases trust in the application
[1]. Recently European Union proposed in its regulations that people affected by
algorithmic decisions have the right to explanation [9]. With these developments
providing explanations to a black-box algorithm has become an urgent step.

Researchers have been trying to come up with explanations for black-box
models. The term explanation, is not a monolith [14]. It could mean different
things. Explanations can be given in terms of relationship between input features
and output. It could also mean algorithmic transparency, i.e., the mechanism
of the decision making of an algorithm. Since the term explainability is not
precisely defined, multiple approaches have been made to address this problem.
These approaches can be broadly classified into two categories. The first one is
to provide post-hoc explanation, i.e., explaining the output of a black-box model
while the other is algorithmic transparency, i.e., explaining the internal working
of an algorithm. Post-hoc explanations aim to provide explanation for an output
through another similar input. Deep learning techniques perform well in image
and video classifications. Providing descriptions for image and videos through
the outputs of other similar images or videos is a form of post-hoc explanation
[11, 12, 17]. Algorithmic transparency aims to come up with explanations for
existing models [15, 7, 13]. Explaining existing complex models is challenging.
Most of the existing methods try to extract rules by perturbing the test points
and observing how these affect the outputs [7, 13]. Others try to learn rules
from neural network by training it with a subset of inputs, and observing which
neurons get activated for the dominant feature in the subset. A recent work has
been done to approximate a complex model using a surrogate model [15].

Although the explainability of black-box model has been tried to tackle in
many ways, it still remains an open problem. Post-hoc explanations do not pro-
vide any insight into the working of the model. So the underlying model still re-
mains a black-box. Also the mapping of descriptions to outputs remain opaque.
The accuracy of novel interpretable algorithms depends a lot on good prior
knowledge. Also these algorithms have to be tailor made for each problem. One
of the key reasons for the popularity of neural networks is that it can work across
different datasets with slight tuning of the hyperparameters. It would be ideal
if complex machine learning models that have been successfully deployed could
also be explained. Even better if the mechanism of explanation could be agnos-
tic to model type, that is, if explanation mechanism remains same irrespective
of whether it is used to explain a neural network, random forest or a gradient
boosting model. Such an explanation scheme, then could be implemented as an
abstraction layer over the black-box models and can be applied in a wide range of
problems. In this paper, we take up this problem and aim to develop a solution.
Our work focuses on extracting global rules to describe internal working of a
model, while remaining model agnostic. Decision trees are interpretable models
as they make decisions based on a hierarchy of decisions. If decision trees can
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be modified to mimic a given black-box model, we can use them as a surro-
gate for the complex black-box model. We make this possible by starting with
a black-box model and a decision tree both trained using a training set. Next,
we find the region in the input space where the difference between the black-box
model and the decision tree model is the highest. We sample a small set of data
points in this region and train the decision tree with this data labeled by the
black-box model. This process is repeated until the difference between the two
models becomes small. After this training process, decision tree rules can be used
to explain the internal working of the black-box model. In this paper, we have
used a neural network to represent the black-box model. We demonstrate our
proposed framework using two applications: a classification model built using
iris dataset and a regression model built for bike sharing dataset.

Our contributions can be summarized as below:

– We introduce a novel model-agnostic mechanism for black-box model ex-
plainability.

– We develop an optimization procedure to retrain the explainable surrogate
model (decision tree) in a sequential manner.

– We demonstrate the usefulness of our proposed framework using two appli-
cations: a classification model built using iris dataset and a regression model
built for bike sharing dataset.

2 Framework

Complex models are usually black-box. There are many black-box models like
neural networks, SVM etc. In our work we have chosen neural network as the
black-box model to be explained by a surrogate. Decision tree is capable of
modelling non-linear functions. The prediction made by the decision tree can
be explained by the hierarchy of decision rules. For this reason, we have chosen
decision tree as our surrogate for explanation. The prediction technique of neural
network and decision tree are briefly summarized in the subsections 2.1 and 2.2.
Both the models are trained with a training setDtrain = {xi, yi}

N
i=1,where x ✏R

d

and y = f(xi) is realization from an unknown and smooth function f : Rd ! R.
The goal of training any model is to learn f as accurately as possible. We de-

note fn as the function learned by neural network and f t as the function learned
by decision tree. We expect fnto model the the input data more accurately than
f t. This is usually true as the prediction accuracy of neural network is more than
that of decision tree. Our goal is to approximate the function f t to that of fn,
as they both are likely to be different as shown in Figure (a) 1. For this, we train
the decision tree iteratively using the neural network , to make f t close to fn, as
desirable in Figure (b) 1. In each iteration of retraining, we train the surrogate
model with the data points sampled around the point at which the difference
between the functions is maximum. Finding the point of maximum difference
is an optimization problem. Since the data point at which the functions differ
maximum might be virtual, we denote this point as xv 2 R

d. Then our task has
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(a) (b) (c)

Fig. 1: The illustration of function differences before and after introducing new
data. (a)The functions learnt from neural network and decision tree with only the
initial training data; (b)The functions learnt from neural network and decision
tree after introducing new data by following our method. (c) Function learnt
after another introduction of datapoints.

reduced to iteratively optimizing the following objective function:

xv = argmax
x∈X

|fn(x)� f t(x)| (1)

where X is the search space for both the training data and the new data. Note
that both fn and f t have no tractable form and thus the objective function is
a black-box function. We can use Bayesian optimization [4] - an efficient and
popular unknown function optimizer to solve the Eq1 .

We illustrate our framework in Figure 2. The first step is to training a neural
network and decision tree based on the initial training data (Step 1). The neural
network learns a function fn and decision tree learns f t. The function fn by
neural network is fixed and we use it only to label a new data. We run Bayesian
optimization for several iterations to suggest a new data xv, where function
differences (Eq 1) are maximum (Step 2). In order to approximate the function
of decision tree to that of neural network at the point xv , we uniformly sample
points from [(1��)xv, (1+�)xv] with the radius coefficient �. These new samples
are labeled using the prediction of the trained neural network (Step 3).We next
augment the training data with these samples and retrain the decision tree (Step
4). The steps 2, 3, and 4 are repeated until the performance of the decision tree
converges. The algorithm can be found in Alg.1. We give a detailed explanation
of the key steps below.

2.1 Training Neural Network

Neural network has a long developing history and it became popular after it has
been successfully used for image classification. Neural network is a framework
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Neural network
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Fig. 2: The diagrams of our algorithm using decision tree to interpret Neural
network. We illustrate the detail steps in texts.

describing the relationship between input and output by connected neurons in
the hidden layers. A neuron is a decision unit based on the input vector x and
the weight vector ω. The output y of a neuron can be formalized as

y = f(ω|x+ b)

where b is the bias vector and f is the activation function. The activation function
has several choices. The popular ones include rectified linear units (ReLU), tanh
and sigmoid function.

The training for neural network aims to compute the weights between con-
nected neurons. A reasonable choice is to compute the gradients of the output
with respect to the weights and then we can use any gradient based optimizer.
Back-propagation makes it possible since we can transmit the gradients by using
chain rules. Further details can be found in [3]. The difficulty of the interpretabil-
ity of neural network is attributed to its highly interconnected hidden layers.

2.2 Training Decision Tree

A decision tree is a tree-like predictive model, which normally starts with a single
node and then splits into different branches according to the information gain
and finally forms a tree structure. Decision tree can be a classification tree or a
regression tree, and has been widely used in data mining and machine learning.
A natural question to be asked is which feature can be used to split the node.
The standard method is to select the feature which can maximize the purity of
classes. The metrics for the purity can be Gini index and information gain.

From the tree structure, we can easily interpret the decision process from an
input to its output in a decision tree. Using decision tree as a surrogate model, we
expect the function learned by decision tree to approximate the function learned
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by neural network. As we stated before, the existing training data might be
not sufficient to have the decision tree function, closely approximate the neural
network function, since the neural network generally performs well. We next
need to find additional data to refine the function of decision tree.

2.3 Bayesian optimization to search new data

Having a trained decision tree and neural network from the original training set,
our goal is to minimize the Eq. 1 to find the region in the input space, where
the two functions are the most different. We choose the technique of Bayesian
optimization to accomplish it, since Bayesian optimization (BO) has demon-
strated superior power on a black-box function optimization. To simplify, we de-
scribe a generic Bayesian optimization procedure given observations {xj , yj}

J
j=1,

where J is the number of observations, yj = f(xi) + " with " ⇠ N (0,�2) and
�2 is the noise variance. For our problem, the initial training set for BO is
DBO

0 = {xi,4yi}
n
i=1 where, x is the training input and 4y is the corresponding

difference |fn(x)� f t(x)|. In case of regression problem 4y is the difference of
the predicted real values. In classification the predicted values are class labels.
We take the prediction by neural network as the ground truth and calculate
the difference as the difference between the probabilities assciated with the class
labels.

In Bayesian optimization, we often first use Gaussian process to model the
latent function based on observations. Then we can construct an acquisition
function to query the next point. Specifically, Gaussian process is a stochastic
process where the joint distribution of any point in the domain space is still a
Gaussian distribution. Therefore, for a predicted point x∗, its predictive posterior
distribution is a Gaussian distribution N (µ(x∗),�2(x∗)). With a typical zero-
mean assumption for GP mean function, we can write the mean and variance:

µ(x∗) = kT
∗J(KJJ + �

2I)−1y1:J

�
2(x∗) = k∗∗ � kT

∗J(KJJ + �
2I)−1k∗J

where k∗∗ is the kernel function, k∗J = [k(x∗,x1), · · · , k(xt+1,xt)] and KJJ is
the Gram matrix between x1:J . Note that k is the kernel function representation
of the smoothness of the latent function. The popular choice includes the SE-
kernel and Matern kernel [16]. The assumptions we make about the data such as
the function that models it is smooth etc is incorporated by choosing the kernel
function appropriately. In out framework, we have used squared exponential
kernel exp(� 1

2l2
||xi � xj ||

2). The hyperparameter l decided the width of then
kernel function.

Next based on the built GP before, we want an acquisition function to sug-
gest the next evaluation point. A natural choice is to use a function to measure
the possible improvement over the best observation so far (minimal or maximal).
The popular ones such as probability of improvement (PI), expected improve-
ment (EI) [8] have been derived. In our work we opted for EI, although other
acquisition functions can also be used. We can maximize the acquisition function
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to obtain the next point and then update Gaussian process and these steps will
be repeated. The BO will return the maxima of the difference function. It is a
new data point in the function space that maximizes our objective function. We
sample around this new data point in a window of [(1��)xv, (1+�)xv]. The size
of � vary with the complexity of data. It is ideally small, so as to limit sampling
close to the optima. This new set of points form Xnew. The target values Ynew

for these data points are found using neural networks as Ynew = fn(Xnew). The
training data is augumented with these new data points. The steps are repeated
until the performance of the decision tree converges. The performance of a pre-
dictive model can be measured in multiple ways. A common measure is to use
percentage error in classification data and Root Mean Square Error(RMSE) in
regression data.

Algorithm 1 The proposed decision tree retraining algorithm.

1. Input: Training set Dtrain = {X,Y } with X = {xi}
n

i=1 and Y = {yi}
n

i=1 , the
number of rounds K, the number of iterations M at each round, a small radius δ.

2. Train Neural network and Decision tree functions fn(x) and f t(x) using Dtrain.
3. Initialize a set for BO DBO

0 = {X,∆Y } with ∆Y = {∆yi}
n

i=1, where ∆yi =
fn(xi)� f t(xi).

4. For k = 1 : K Do

5. Build up a GP using DBO

6. For m = 1 : M Do

7. Recommend xm using EI acquisition function and compute ∆ym = fn(xm)�
f t(xm)

8. Update the GP based on the data DBO
S
{xi,∆yi}

m

i=1

9. end For

10. Obtain the point x
v corresponding to the maximum function difference x

v =
argmax

xm∈x1:M
|fn(xm)� f t(xm)|

11. Obtain a new data setXnew = {xv
[x1:J}, where x1:J ⇠ U((1�δ)xv, (1+δ)xv)

is uniformly sampled.
12. Use Neural network to label Y n

new = fn(Xnew)
13. Augment the training data with the new data Dtrain = Dtrain

S
{Xnew, Y

n
new}

14. Update f t via retraining decision tree on Dtrain and recompute 4Y for all
points in X = X

S
Xnew

15. Reset the data for BO DBO
0 = {X,∆Y }

16. end For

3 Experiments

In this section we show the results obtained by our framework on different
datasets. The black-box model we have chosen for our experiments is a sim-
ple neural network and the surrogate used to explain it, is a decision tree. We
first show the results on synthetic dataset. We demonstrate how the decision
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boundary of the decision tree changes after it has been trained by neural net-
work. Further we show the graphs that show the improvement of the accuracy
of the predictions of the surrogate model. We have also used our framework on
regression and classification data. In both these data, our framework helps in
the improvement of accuracy of the prediction.

Experiments with synthetic dataset

The synthetic data was generated using the function x2
1 � x2

2. If the function
value was greater than zero, then the data point was assigned class 1, else class
2. The decision space between -15 and 15 was considered for the experiments.
The neural network used for the synthetic data was a simple neural network with
10 input nodes, 10 nodes in the hidden layer and two nodes in the output layer.
The decision tree used has a maximum depth of 6. Initially a set of 250 data
points was generated. The initial points were randomly split into 75% training
data and 25% testing data.

The decision tree was iteratively trained for 30 rounds. At each round a set
of 60 data points was appended to the original training set. These 60 datapoints
were sampled around the point , were the difference between the decision made by
neural network and decision tree was maximum. The class of a point is decided by
the class probability associated to it. The difference is calculated as the difference
in the class probability predicted by neural network and decision tree. This
difference in the function is denoted as �y. Bayesian optimization was used to
find the point of maximum difference. New data points are sampled around this
point within a window of � = 0.01. In Figure 1 the decision boundary of the
neural network and the decision boundary of the surrogate before and after the
training are shown. After the training the decision boundary of the decision tree
resembles more of that of the neural network.

As the boundaries are more similar, the predictions of the surrogate is more
similar to that of the black-box model. This is further indicated by the im-
provement in the accuracy of the decision tree and also by the decrease in the
difference of the decision probabilities of the black-box model and the surrogate.
This is illustrated in Figure 2.

Experiments with Bike sharing dataset

It is a regression dataset from UCI repository. It contains the hourly and daily
count of rental bikes with the corresponding weather and seasonal information.
We use only the hourly count of rental bikes as the dependent variable. We have
selected the most related 5 dependent variables out of 14 based on the correlation
between input and output variables. We later use these 5 selected variables
(‘season’, ‘hour’, ‘holiday’, ‘actual temperature’ and ‘apparent temperature’ ) to
predict the daily count of rental bikes. We randomly split the total 17389 data
points into 75% training data and 25% test data.

We train a fully-connected neural network with 1 hidden layer consisting
of 30 neurons. We also train a decision tree, for which the appropriate depth
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(a) (b) (c)

Fig. 3: Decision space. Figure(a) shows the decision boundary of neural network,
Figure(b) shows the initial decision boundary of decision tree and the blue point
marks the point at which the difference of the neural network function and
decision tree function is maximum.and Figure(c) shows the decision boundary
of decision tree after training with neural network and the blue point shows the
maxima found for that round of training.

(a) (b)

Fig. 4: The change in the maximum difference between the functions and the
accuracy of decision tree at each training round. Figure (a) shows the maximum
difference between the functions of 2 models at each round and Figure(b) shows
the percentage error of decision tree at each round.
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is estimated via a validation set as 8. We run our method for 20 rounds. For
each round, we run Bayesian optimization with 60 iterations (approximately
12 iterations per feature) to recommend a new point. And we sample 30 new
data around the recommended one (within a radius of � = 0.01). Along with
the original training data, we retrain the decision tree with these 30 samples.
We show how the maximum difference (�y) between the functions of neural
network and decision tree changes at each round in Figure 5 (a). We can see
it is decreasing with the number of rounds, that is to say, the function trained
by decision tree would be close to that of neural network. The improvement in
the prediction of the decision tree is illustrated by the decreasing trend in the
RMSE at each iteration as shown in Figure 5(b). The initial RMSE of test data
in decision tree is 96.3 and becomes 95.7 after 20 rounds. We also extracted rules
from the decision tree we have obtained finally. We show an example of a subtree
and rules extracted from it in Figure 6 and Table 1 respectively.

(a) (b)

Fig. 5: The change in the maximum difference between the functions and the
accuracy of decision tree at each training round. Figure(a) shows the maximum
difference between the functions of 2 models at each round and Figure(b) shows
the RMSE of decision tree at each round.

Rule 1 (Blue) If between 1 am and 5 am, then number of bikes rented is 15.92

Rule 2 (Red) If between 12 midnight and 1 am, and if spring or summer then
number of bikes rented is 38.34, if fall or winter then 22.24

Rule 3 (Green) If after 5 am and temperature less than 13 Celsius then number of
bikes rented is 13.68

Table 1: Rules Extracted from the subtree in Figure 6.
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Fig. 6: The examples of the extracted rules from a subtree learnt from bike
sharing data. We explain the rules in table 1.

Experiments with IRIS dataset

This data has been used for our classification task, where there are 4 attributes
(‘sepal length’, ‘sepal width’, ‘petal length’, ‘petal width’) and 3 classes of iris
flower. We use the same percentage for training data and test data as the bike
sharing data. The neural network here is a 1 hidden layer with 10 neurons. We set
the depth of decision tree as 3. We run 30 rounds and 60 Bayesian optimization
iterations at each round. Since only the class label is available in the classification
problem, we use the difference of the class probability from neural network and
decision tree as the objective value. Other settings are similar to the bike sharing
dataset.

We run our method for 500 rounds. For each round, we run Bayesian opti-
mization with 150 iterations to recommend a new point. As per the suggestion of
BO, we again sample 50 new data points around the recommended one (within
a radius of � = 0.001). Along with the original training data, we retrain the
decision tree with these additional 50 points. We show how the maximum dif-
ference (�y) between the functions of neural network and decision tree changes
at each round in Figure 7 (a). We can see that after a few round of training, the
maximum difference between the decision of the neural network and the decision
tree has reduced to a low value. In Figure 7 (b), we show the decrease in the
error percentage of the decision tree. It demonstrates that the iterative training
of the decision tree reduces the difference in the predictions about a data point.
Also, it implies that the decision made by the surrogate are more similar to the
neural network model.

Figure 8 and Table 2 show some rules that have been learned using our
decision tree for iris data.



12 Deepthi et al.

(a) (b)

Fig. 7: The change in the maximum difference between the functions and the
accuracy of decision tree at each training round. Figure(a) shows the maximum
difference between the functions of 2 models at each round and Figure(b) shows
percentage error of decision tree at each round.

Fig. 8: The examples of the extracted rules from a subtree learnt from iris dataset.
We explain the rules in table 2.

Rule 1 (blue) If petal length is between 4.75 and 2.85, then Iris Verisicolor

Rule 2 (Red) If petal length less than 2.85 and width less than 1.55 then Iris
setosa

Rule 2 (Green) If petal length greater than 4.75 and petal width greater than 1.7
then Iris Verginica

Table 2: Rules Extracted from the subtree in Figure 8.
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4 Conclusion

We presented a new model-agnostic framework for explaining black-box machine
learning models. This mechanism is capable of extracting rules of internal work-
ing of any black-box machine learning models. We use a decision tree to mimic
the black-box model through an efficient training scheme devised by Bayesian
global optimization. We applied our proposed framework on two problems: a
classification model built using iris dataset and a regression model built for bike
sharing dataset. Empirical results demonstrate the usefulness of the proposed
framework.
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