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Abstract

With most routing protocols for ad hoc networks, shorter

paths are generally considered more desirable, making

some areas of network more prone to congestion and de-

creasing overall network throughput. In this paper, we

examine the use of congestion information to avoid these

network hotspots. By locally monitoring the network inter-

face transmission queue length and MAC layer behavior at

each node, a node can establish an approximation of the

degree to which the wireless medium around it is busy; this

measurement reflects not only the behavior of the node it-

self, but also the behavior of other nearby nodes sharing the

wireless medium. We suggest a number of uses of such con-

gestion information in an ad hoc network, in the network,

transport, and higher layers, and we evaluate a set of such

uses through simulation. Our results based on modifica-

tions to the Dynamic Source Routing protocol (DSR) and

TCP demonstrate substantial performance improvement in

terms of scalability, packet delivery, overhead, and fairness

resulting from this use of congestion information.

1. Introduction

In a multihop wireless ad hoc network, mobile nodes coop-

erate to form a network without the use of any infrastructure

such as access points or base stations. The mobile nodes,

instead, forward packets for each other, allowing nodes be-

yond direct wireless transmission range of each other to

communicate. The mobility of the nodes and the funda-

mentally limited capacity of the wireless medium, together

with wireless transmission effects such as attenuation, mul-

tipath propagation, and interference, combine to create sig-

nificant challenges for network protocols operating in an

ad hoc network.

In most ad hoc networks, some areas of the network have

higher packet forwarding loads than other areas. For exam-

ple, in a network where the nodes are uniformly distributed
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in space, the nodes near the center of the network will tend

to carry a higher load when the network routing protocol

prefers shortest-path routes; this preference can make cer-

tain areas prone to congestion and can decrease the over-

all network throughput. Although some Quality-of-Service

routing protocols have been proposed that can often route

around areas of congestion, these protocols are more com-

plex than traditional routing protocols. In addition, many of

these protocols only find routes for flows requiring specific

QoS parameters. In this paper, we design some lightweight

mechanisms for detecting network congestion and for ex-

ploiting this information to improve protocol performance

and behavior for all types of traffic at the network, trans-

port, and higher protocol layers.

The parameters for measuring local network conges-

tion around a node depend largely on the MAC layer, and

many different wireless MAC layers, based on methods

such as random access, TDMA, and polling, have been

proposed and implemented. In this paper, we focus on

the IEEE 802.11 Distributed Coordination Function (DCF)

MAC protocol [12], since it has been adopted as a wire-

less LAN standard and is widely used in both traditional

wireless systems and in multihop ad hoc networking re-

search. Our techniques using MAC layer utilization infor-

mation could also be applied easily with similar random ac-

cess collision avoidance wireless MAC protocols such as

MACA [20] and MACAW [2], and could be adopted with

other types of MAC protocols as well.

The specific network and transport layer protocols we

use in this paper are the Dynamic Source Routing proto-

col (DSR) [16–18] and the TCP transport protocol [24].

We make use of wireless medium congestion information

to improve routing decisions in two areas: first, we modify

DSR’s Route Discovery to prevent the discovery of routes

over which it is undesirable to carry additional traffic since

the wireless medium over those hops is already quite busy,

and second, we use this congestion information to control

the use of certain routing protocol optimizations in DSR

such as packet salvaging. Finally, we also use our conges-

tion information at each node to influence the setting of the

Explicit Congestion Notification (ECN) bits [25] in the IP

header of packets carried through portions of the network

where the wireless medium is particularly busy; this use
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of ECN allows higher layer protocols such as TCP to also

make use of this congestion information.

In Section 2 of this paper, we define our measurement of

congestion at a node, and we suggest a number of uses of

this information in the network, transport, and higher layer

protocols within the ad hoc network. Section 3 provides

an overview of the operation of the DSR protocol, which

we use in our evaluation of exploiting congestion informa-

tion in routing and higher layers. In Section 4, we define

the example modifications to DSR and TCP that we sim-

ulated in order to quantify the effectiveness of these tech-

niques. Section 5 describes the methodology of our sim-

ulation evaluation, and Section 6 presents our simulation

results. Finally, in Section 7, we present conclusions.

2. Congestion Information

In this section, we describe in detail one method for ob-

taining wireless congestion information each node. We

also discuss a range of general possible uses of conges-

tion estimates in routing and higher layer protocols within

a node; Section 4 later describes three specific uses of such

measurements within the context of the Dynamic Source

Routing protocol (DSR) and TCP, and Section 5, evaluates

these three techniques in detail through simulation.

2.1. Measuring Congestion

We use two metrics to measure the level of congestion at

a node. The first metric is the average MAC layer utiliza-

tion level at a node, which indicates the degree to which

the wireless medium around that node is busy or idle. We

define the average MAC layer utilization as measured by a

node to be the fraction of time during which that node either

(1) has one or more packets to transmit in its transmission

queue for that network interface, or (2) if that node had at-

tempted to transmit, it would not have been able to do so

then, according to the rules of the MAC layer at that node.

Since the instantaneous MAC layer utilization at a node is

either 0 or 1, we average this value over a period (10 sec-

onds, in our simulations) to obtain an indication of the use

of the wireless medium around that node.

The intuition behind this definition of MAC layer uti-

lization is that the instantaneous value of this metric should

be 0 only when the wireless medium around the node is

available for the node to begin transmission of a new packet

not already in that node’s network interface transmission

queue. Measuring this value requires the node to moni-

tor the state of its own MAC layer. Although many cur-

rent wireless network interface products such as commonly

available IEEE 802.11 wireless LAN cards do not provide

a MAC layer interface to support this monitoring by the op-

erating system software in the node, it is supported by some

interfaces such as the DARPA GloMo Radio API [1], and

additional future wireless products may provide such an in-

terface if it is proven useful.

As an example of measuring MAC layer utilization, we

simulate it in this paper based on a detailed model of the

IEEE 802.11 DCF MAC protocol [12]. We consider instan-

taneous MAC layer utilization level at a node to be 1 at any

time that the MAC layer at that node either detects physi-

cal carrier to be present or is deferring due to virtual car-

rier sensing, interframe spacing, or backoff. Instantaneous

MAC layer utilization at the node is also 1 at any time that

the node has at least one packet in the transmission queue

for its wireless network interface.

The other metric we use is the instantaneous transmis-

sion queue length. In certain cases, a node may not be ex-

periencing much MAC layer congestion, but instead may

have many packets backlogged. If that node is then chosen

to forward other packets, it will increase packet latency, and

may even drop packets due to a limit on the queue length.

In our simulation, we use a combination of the MAC layer

utilization and instantaneous queue length metrics to deter-

mine the congestion level at each node.

2.2. Uses within the Network Layer

Within the network layer, one use of congestion measure-

ments is to allow the routing protocol to attempt to affect

the routes chosen, such as to avoid choosing routes through

congested portions of the network. Routing protocols for

ad hoc networks can be grouped into two types: proac-

tive (or periodic) protocols, and reactive (or on-demand)

protocols. In a proactive routing protocol, nodes exchange

routing information with each other (e.g., periodically) such

that each node attempts to always know a current route to

all possible destinations (e.g., [19, 22]). In contract, nodes

using a reactive routing protocol do not exchange routing

information until necessary, and instead attempt to discover

all routes on-demand by an active search within the network

(e.g., [17, 23]). Hybrid routing protocols that combine these

two approaches are also possible (e.g., [10]).

In a proactive routing protocol, nodes can affect the

routes chosen by the protocol by using the congestion in-

formation to alter the metric for certain routing table entries

that it exchanges with other nodes. For example, in a dis-

tance vector routing protocol, the node could include an ex-

pression of its congestion level in each of its own routing

advertisements; neighbor nodes receiving such advertise-

ments could use this value to treat the link from this node

as having a metric that is a function of the advertised con-

gestion level, rather than as is common, treating each such

link as having a metric of 1. For a link state routing proto-

col, a node could use its local measurement of congestion

level similarly to increase the metric that it includes for its

neighboring links in its own routing updates to other nodes.

In a reactive routing protocol, nodes can affect the routes

chosen by the protocol through changes in the operation

of the dynamic route discovery process. We describe this

approach in the context of DSR in Section 4.1. In a hybrid
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routing protocol, a node may naturally use a combination

of mechanisms using congestion level measurements, based

on either the proactive or reactive portions of the hybrid pro-

tocol, to affect the routes chosen.

Another use of congestion level measurements within the

routing protocol at a node is to modify in general the behav-

ior of the routing protocol itself, based on the level to which

the wireless medium around the node is busy. For example,

depending on the congestion measured by a node, optional

features or optimizations within the routing protocol can be

enabled or disabled, if their effectiveness might depend on

whether or not the wireless medium around the node is par-

ticularly busy. We describe a specific example of this type

of optimization in Section 4.2 in the context of DSR.

Another example of such protocol modification would

be an adaptive distance vector routing protocol, in which

a node modifies the periodic transmission of its own rout-

ing advertisement packets. If the wireless medium around

the node is particularly busy, the node could reduce the fre-

quency of its own advertisements, and could reduce the

number of routing table entries included in each adver-

tisement to include only the most important or most re-

cently changed entries. The ADV ad hoc network routing

protocol [3] performs similar adaptive optimizations, but

the adaptation in ADV is based on “trigger meter” values

that use network layer information, not information adapted

from both the MAC and routing layers as we propose here.

As a final example in this section, the AODV routing

protocol [23] could be modified such that a node does not

attempt local route repair when the wireless medium around

the node is particularly congested. If a node attempts and is

successful at local repair, then the route to that destination

will continue to pass through that node. If instead, in such

cases, the node simply treated the link as broken as normal,

the new route discovered for that destination could be made

to route around that area of the network, when combined

with modifications to Route Discovery similar to those we

define in Section 4.1.

2.3. Uses within the Transport Layer

Within the transport layer, a number of different uses

of congestion level measurements at a node are possible.

Section 4.3 describes one approach in detail for TCP, based

on setting the Explicit Congestion Notification (ECN) bits

in a packet’s IP header [25]; this same approach would also

be applicable for any other transport layer that supported

use of the ECN bits [7]. Below we suggest some other pos-

sible uses within the transport layer for congestion measure-

ments.

Beyond setting ECN bits to improve TCP performance,

it may be possible to use information about the congestion

levels at nodes along a multihop ad hoc network route to al-

low TCP to gain additional information about network con-

ditions. Such information about the degree to which the

wireless medium around nodes is busy might enable TCP

to react better by helping to differentiate conditions of wire-

less packet loss, congestion packet loss, or simple wireless

medium contention-based packet delay.

As a final example of use at the transport layer, the IETF

Reliable Multicast Transport (RMT) Working Group, in at-

tempting to standardize reliable multicast for the Internet, is

considering solutions based on negative acknowledgements

and on positive acknowledgements [14]. Each of these ap-

proaches represents a tradeoff of factors such as overhead

and latency; with additional information such as congestion

level measurements, it might be possible to adaptively bal-

ance between these two approaches.

2.4. Uses within Other Higher Layer Protocols

Above the transport layer, information on the congestion at

a node or along a path, as suggested in Section 2.3, can

be used to adapt some traditional functions of of the pre-

sentation layer, such as data compression. If the congestion

level indicates that the wireless medium is particularly busy,

a sending node could decide to compress the data before

transmission. Such use of compression represents a trade-

off between the bandwidth used for transmission versus the

CPU time consumed for compression and decompression

and the latency in time taken for these functions. Based on

the measured congestion level, a sending node could more

productively make such tradeoff decisions.

If an application programming interface (API) is avail-

able to pass the congestion information to user-level pro-

grams, these measurements could also, for example, be used

to aid middleware application adaptation systems such as

Odyssey [21] and Puppeteer [6].

3. Overview of the DSR Protocol

This section provides an overview of the Dynamic Source

Routing protocol (DSR) [16–18], which we use in our eval-

uation of exploiting congestion information. DSR is one of

a number of routing protocols proposed within the Mobile

Ad Hoc Networks (MANET) Working Group of the Internet

Engineering Task Force (IETF) [13]. We use DSR in our

study, since the protocol has been shown to perform well

in earlier simulation studies [5, 15]; DSR is an on-demand

(or reactive) ad hoc network routing protocol. As suggested

in Section 2.2, similar techniques using congestion infor-

mation could be applied to other ad hoc network routing

protocols.

The operation of DSR is based on source routing, in

that the sender of a data packet determines the complete se-

quence of hops to be used as the route for that packet to its

destination. In the basic version of DSR, the source route

for a packet is represented in the header of the packet, al-

though a enhancement to DSR uses implicit source routing

to avoid this overhead in the header of each packet [11].

Instead, after the first packet containing a full source route

Proceedings of the 24th International Conference on Distributed Computing Systems (ICDCS’04) 

1063-6927/04 $20.00 © 2004 IEEE 



has been sent along the route to the destination, subsequent

packets need only contain a flow identifier to represent the

route, and nodes along the route maintain flow state to re-

member the next hop to be used along this route based on

the address of the sender and the flow identifier; one flow

identifier can designate the default flow for this source and

destination, in which case even the flow identifier is not rep-

resented in a packet.

DSR divides the routing problem in two parts: Route

Discovery and Route Maintenance, both of which operate

entirely on-demand. In Route Discovery, a node actively

searches through the network to find a route to an intended

destination node. While using a route to send packets to the

destination, Route Maintenance is the process by which the

sending node determines if the route has broken, for exam-

ple because two nodes along the route have moved out of

wireless transmission range of each other.

A node that has a packet to send to a destination searches

its Route Cache for a route to that destination. If no cached

route is found, the sending node initiates Route Discovery

by broadcasting a ROUTE REQUEST packet containing the

destination node address (known as the target of the Route

Discovery), a list (initially empty) of nodes traversed by

this REQUEST, and a request identifier from this source

node. The request identifier, the address of this source node

(known as the initiator of the Route Discovery), and the tar-

get address together uniquely identify this Route Discovery.

A node receiving a ROUTE REQUEST checks to see if it

has previously forwarded a REQUEST from this Discovery

by examining the IP Source Address, target address, and re-

quest identifier, If it has recently seen this identifier, or if

its own address is already present in the list in REQUEST of

nodes traversed by this REQUEST, the node silently drops

the packet. Otherwise, it appends its address to the node list

and forwards the REQUEST. When a REQUEST reaches the

target node or a node with a route to the target in its Route

Cache, this node returns a ROUTE REPLY to the initiator of

the ROUTE REQUEST. The REPLY contains a copy of the

node list from the REQUEST, and can be delivered to the

initiator node by reversing the node list, by using a route

back to the initiator from its own Route Cache, or “piggy-

backing” the REPLY on a new ROUTE REQUEST targeting

the original initiator. When the initiator of the request re-

ceives the ROUTE REPLY, it adds the newly acquired route

to its Route Cache for future use.

In Route Maintenance, a node forwarding a packet for

a source attempts to verify that the packet successfully

reached the next hop in the route. A node can make this

confirmation using a link-layer acknowledgement (such as

is provided in IEEE 802.11 [12]), a passive acknowledge-

ment [19], or by means of a network-layer acknowledge-

ment. A packet is possibly retransmitted if it is sent over

an unreliable MAC, although it should not be retransmitted

if retransmission has already been attempted at the MAC

layer. If a packet is not acknowledged, the forwarding

node assumes that the next-hop destination is unreachable

over this link, and sends a ROUTE ERROR to the source of

the packet, indicating the broken link. A node receiving a

ROUTE ERROR removes that link from its Route Cache.

A number of optimizations to the basic DSR protocol

have been proposed [18]. In this paper, we describe only

those optimizations that are affected by the changes we

make to the protocol. One example of such an optimization

is packet salvaging. When a node forwarding a packet fails

to receive acknowledgement from the next-hop destination,

as described above, in addition to sending a ROUTE ERROR

back to the source of the packet, the node may attempt to

use an alternate route to the destination, if it knows of one.

Specifically, the node searches its Route Cache for a route

to the destination; if it finds one, then it salvages the packet

by replacing the existing source route for the packet with the

new route from its Route Cache. To prevent the possibility

of infinite looping of a packet, each source route includes

a salvage count, indicating how many times the packet has

been salvaged in this way. Packets with salvage count larger

than some predetermined value cannot be salvaged again.

4. Evaluation within DSR and TCP

This section describes the specific uses of congestion mea-

surements that we examined to illustrate the effectiveness

of reacting to congestion information within DSR and TCP

in an ad hoc network. We modified the protocol behavior

based on a combination of two metrics, the measured level

of MAC layer utilization at a node and the network inter-

face transmission queue length at that node; the interface

queue length is the number of packets waiting buffered at

that node for transmission over its wireless network inter-

face. The first of these metrics provides the node with a

view of the current condition of the shared wireless medium

around the node; the second indicates a prediction of the fu-

ture load that this node will place on the wireless medium.

We invoked each protocol optimization when either of these

levels exceeded the threshold chosen for that particular op-

timization.

4.1. Modifications to DSR Route Discovery

In Route Discovery in DSR, a node performs a con-

trolled flood of the network with ROUTE REQUEST packets,

searching for a route to the target destination node. When

one of the ROUTE REQUEST packets from this Route

Discovery reaches the destination node or reaches another

node with a route to the destination cached, this node re-

turns a ROUTE REPLY packet to the originator of the Route

Discovery.

Allowing this flood of ROUTE REQUEST packets from

a Route Discovery to traverse an area of the network in

which the wireless medium is already particularly busy cre-

ates several risks. First, the additional broadcast packets
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from the Route Discovery flood further increases the use

of the wireless medium in those areas. Second, the route

discovered by a Route Discovery is the sequence of hops

through which the ROUTE REQUEST packet was forwarded

that generated the ROUTE REPLY in response, and thus,

any route discovered by forwarding a ROUTE REQUEST

through an area of the network in which the wireless

medium is already particularly busy can only result in a

discovered route through this same area; such routes are

less desirable than other routes. Finally, the additional traf-

fic resulting from a new flow of data packets using a route

through such an area can cause the wireless medium in this

area to be used even more heavily, possibly leading to per-

formance degradation for all users.

To alleviate these problems, we explored the effect of

modifying DSR so that nodes do not process or forward a

ROUTE REQUEST packet if the node determines that the

wireless medium around itself is too busy; however, if the

node is the target of the ROUTE REQUEST, it processes it

and returns a ROUTE REPLY as usual.

This optimization is simple to implement, although in

this form, it has two limitations. First, it may cause a node

to be unable to discover a route to some destination, even

when a route actually exists, if the only existing routes go

through busy areas of the network. Second, by forcing the

Route Discovery to route around busy areas, it may cause

a node to discover a route that is longer than the minimum

number of hops that could have been discovered; in saving

overhead within busy areas of the network, this optimiza-

tion may create additional overhead totaled across other ar-

eas of the network.

A modification to this optimization that could be made

to address these limitations, is to add a flag to each ROUTE

REQUEST, indicating whether or not to use this optimiza-

tion. A node that has a packet to send to a destination would

first check its Route Cache, and if it did not have a route,

would initiate a Route Discovery with the flag off; that is,

such that nodes in busy areas would not forward ROUTE

REQUEST packets from that Route Discovery. If the source

node does not receive a ROUTE REPLY from that Discovery,

it would initiate another Discovery, this time turning the flag

on, allowing all nodes to forward REQUESTS belonging to

this Discovery. This modification is somewhat similar to

an expanding ring search, although the search here expands

into busy areas rather than simply into areas at a greater hop

count from the source. In our simulation, we did not imple-

ment this modification to the Route Discovery optimization,

since the performance of ordinary Discovery was sufficient.

4.2. Modifications to DSR Packet Salvaging

In DSR, packet salvaging is a mechanism used by an in-

termediate node to avoid dropping a packet when it detects

that the next hop for the packet along its original route is

broken. The intermediate node opportunistically checks its

own Route Cache for a route to the packet’s destination,

contributing its own cache information to enhance the prob-

ability of successful delivery of the packet.

However, the route that this intermediate node may se-

lect from its own Route Cache for salvaging may not be

a valid route to the destination, since the Cache is not ac-

tively maintained and some nodes may have moved since

this route was cached. Packet salving usually is beneficial,

though, because the nodes involved may not have moved

extensively recently and because nodes update their Route

Cache with routing information in forwarded and overheard

packets, but in some cases, the extra overhead caused by for-

warding the packet along the new route may not be worth

the chance that the packet will be delivered correctly rather

than just being dropped.

We explored the effect of modifying packet salvaging to

not salvage a packet at an intermediate node (and to drop the

packet instead when the next hop on the original route has

broken) if the wireless medium around the node is particu-

larly busy. This condition is an indication that attempting to

salvage the packet may create more harm than good, since

sending the packet along the new route will add more over-

head to the wireless medium in the area.

This modification to packet salvaging also addresses two

related potential problems with salvaging in this situation.

First, at a node where the wireless medium has been par-

ticularly busy, packets which could otherwise have been

overheard may have a higher chance of loss, due to fac-

tors such as collision and increased noise floor. As a result,

such a node will have been able to overhear less routing

information from other packets and may thus have lower-

quality routes in its Route Cache for any routes for which

it is not directly involved in forwarding, making salvaging

in this case even less desirable. Second, when a node at-

tempts to transmit a packet to a next-hop node that is no

longer a neighbor, an RTS packet is repeated several times

(when using a MAC protocol like IEEE 802.11); each of

RTS packets causes this node’s neighbors to sense virtual

carrier for the intended duration of the intended data packet.

If several RTS attempts are made before determining that

the link to the next hop has broken, possibly further increas-

ing congestion around those nodes.

4.3. Use within TCP

Ramakrishnan and Jain [26] proposed Explicit Congestion

Notification (ECN) as a mechanism for signaling con-

gestion, in packets traversing congested nodes or links.

Floyd [8] presented a mechanism to use the ECN mecha-

nism to improve the performance of TCP.

We made use of ECN as a mechanism for an interme-

diate node to signal to the TCP sender that the wireless

medium around the node is particularly busy. Using ECN

for TCP provides two benefits: first, it may prevent the loss

Proceedings of the 24th International Conference on Distributed Computing Systems (ICDCS’04) 

1063-6927/04 $20.00 © 2004 IEEE 



Table 1: Congestion Metric Thresholds for Triggering Protocol Optimizations

Optimization MAC Layer Utilization Interface Queue Length

Suppressing ROUTE REQUEST forwarding 15% 10

Suppressing salvaging 5% 20

Setting IP header ECN bits 1% 30

of packets along that flow due to queue overflow, and sec-

ond, it may allow better fairness for other flows also travers-

ing this node.

In typical use of ECN, routers use active queue manage-

ment [4, 9] to set the Congestion Experienced (CE) code-

point [25] in a packet’s IP header when the average queue

length at that node exceeds some threshold. Instead, we set

the CE codepoint in a packet based on our combined con-

gestion metric. When a TCP sender receives a packet with

the CE codepoint set in its IP header, the TCP sender re-

sponds using its congestion control algorithm as it would to

a packet drop [25]. Since our MAC layer utilization mea-

surement represents an average of the recent level to which

the wireless medium around the node is busy, the setting of

the CE codepoint in a packet by an intermediate node indi-

cates a sustained congestion condition needing action from

the TCP sender.

5. Evaluation Methodology

We based our evaluation of the use of congestion level mea-

surements in DSR and TCP on the version of DSR that

uses implicit source routing and flow state, as described in

Section 3, since this version shows the best reported perfor-

mance for the DSR protocol [11]. Using the ns-2 network

simulator, we simulated this version of the DSR protocol,

both with and without the specific modifications for use of

congestion information within DSR and TCP described in

Section 4. All behavior of TCP in our simulations was cre-

ated by ns without modification, based on our setting of the

ECN bits in the IP header of packets as appropriate. The

version of the ns simulator that we used provides a phys-

ical and MAC layer model including proper modeling of

backoff, contention, collisions, capture, and propagation; it

models the IEEE 802.11 Distributed Coordination Function

(DCF) MAC [12] over a 2 Mbps wireless network with a a

nominal maximum transmission range of 250 m.

Due to the varying affect that contention in the wireless

medium and congestion has on each of our several opti-

mizations, we chose different levels at which to enable each.

Table 1 shows the measured MAC layer utilization and in-

terface queue lengths at which we enabled each optimiza-

tion. We chose these values by intuition and have not yet

undertaken any attempt to tune them for performance.

We evaluated the performance of these modifications

over a wide range of scenarios, with nodes moving accord-

ing to the Random Waypoint mobility model. Each node

independently chooses a random starting point and waits

there for a duration called the pause time. It then randomly

chooses a destination, and moves there at a velocity cho-

sen uniformly between 0 and a maximum velocity of vmax.

When the node arrives at this destination, again waits for

the pause time, and then begins moving at a new randomly

chosen velocity to a new randomly chosen destination; each

node independently repeats this movement pattern through-

out the simulation.

All of our simulations use a pause time in the Random

Waypoint model of 0 seconds and a maximum node move-

ment velocity (vmax) of 20 m/s. This value of pause time

represents a network in which all nodes are in continuous

motion, with each node turning and moving toward a new

destination as soon as it reaches its current destination.

The data traffic in our simulations was based both on

Constant Bit Rate (CBR) sources and TCP sources. We per-

formed three sets of experiments.

The first two sets of experiments used CBR traffic and

evaluated the effect of our protocol modifications using con-

gestion measurements in DSR. One of these sets of experi-

ments was performed using 50 mobile nodes in a simulation

area of 1500 m×300 m modeling 900 seconds of simulated

time for each run, and the other set was performed using

100 mobile nodes in an area of 1000 m×1000 m model-

ing 1000 seconds of simulated time for each run; in both

of these sets of experiments, we simulated a number of

CBR traffic sources, varying from 2 to 30 CBR sources

per run, with each source sending 4 512-byte packets per

second.

Our final set of simulation experiments evaluated the ef-

fect of our protocol modifications in DSR and TCP on a

set of TCP flows; these experiments were performed using

100 mobile nodes in a simulation area of 1000 m×1000 m

modeling 1000 seconds of simulated time for each run. In

these experiments, we simulated 20 TCP streams per run,

with each TCP source sending data continuously during the

execution of the simulation.

In the first two sets of experiments, we measured the fol-

lowing four metrics in our simulations:

• Packet Delivery Ratio is the fraction of data packets

originated by the application layer that are success-

fully received at their destination

• Path Optimality shows the degree to which the proto-

col is able to discover and use the shortest available
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Figure 1: Simulation results for CBR traffic in 1500 m×300 m scenarios with 50 mobile nodes, with each source node

sending 4 512-byte CBR packets per second; results are averaged over 40 simulation runs, with the error bars representing

the 95% confidence interval of the mean.

routes. The simulator is able to determine at all times

the length of the shortest theoretically available route,

assuming a transmission range of 250 m per hop; we

measured the fraction of delivered data packets that

were routed by the protocol over routes of various

lengths relative to this shortest optimal route.

• Packet Overhead is the number of individual trans-

missions of routing packets. For example, if a ROUTE

ERROR traverses 4 hops, it contributes 4 to the Packet

Overhead.

• Latency is the elapsed time from the origination of a

packet at the source application to its first receipt at

the destination application.

In the third set of experiments, we measured the goodput

and fairness of the set of TCP connections. We define the

goodput of each TCP stream here as the number of bytes

of the TCP data stream correctly delivered to the receiver,

such that that byte and all previous bytes of the stream were

delivered with no missing TCP segments.

6. Results

The results from the first two sets of simulation experiments

described in Section 5 are shown in Figures 1 and 2. We

defer the presentation of the results from our third set of ex-

periments until Section 6.3, where we discuss those results.

Figure 1 shows the four metrics defined in Section 5 for

simulation runs of 50 nodes in an area of 1500 m×300 m,

and Figure 2 shows the corresponding set of results for sim-

ulation runs of 100 nodes in an area of 1000 m×1000 m. In

these graphs, the error bars shown represent the 95% confi-

dence interval of the mean. We discuss these results below

in Sections 6.1 and 6.2.

6.1. Suppressing Salvaging

When salvaging was disabled in congested areas, as in

Section 4.2, performance was identical with lower load, but

packet delivery ratio, overhead, and latency all showed sub-

stantial improvements at higher load. For example, in the

1000 m×1000 m scenarios,at the high load of 26 flows,
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Figure 2: Simulation results for CBR traffic in 1000 m×1000 m scenarios with 100 mobile nodes, with each source node

sending 4 512-byte CBR packets per second; results are averaged over 10 simulation runs, with the error bars representing

the 95% confidence interval of the mean.

representing a data rate of 426 kbps, the unoptimized ver-

sion of DSR delivers just 80% of its packets, while the op-

timized version of DSR delivers almost 88% of its packets.

At the same load, packet overhead decreased by over 25%,

and average latency dropped by more than a factor of 4.

To evaluate the effectiveness in using congestion infor-

mation in making decisions about whether or not to sal-

vage, we also compared our scheme to a version of DSR

that never salvages. We ran these simulations only for

the 1500 m×300 m scenarios. When compared to a ver-

sion of DSR that never salvages, the salvaging optimization

based on congestion information shows significantly better

performance at lower loads. For example, with 20 flows,

representing a data rate of 327 kbps, the version of DSR

using congestion information delivered 99.21% of offered

packets, where on the same scenarios, the version of DSR

that never salvaged delivered just 96.93% of packets. At the

same load, packet overhead is also slightly lower without

salvaging, due to the positive effects of spreading cache in-

formation through source routes. At higher loads, salvaging

actually decreases packet delivery ratio relative to the base

version of DSR; choosing whether or not to salvage based

on congestion level retains much of the benefit to packet

delivery ratio of not salvaging when the utilization is low,

without sacrificing the ability to salvage when congestion is

not a problem.

A possible improvement to this scheme would be to not

forward salvaged packets at congested nodes; a node could

examine the “salvage count” field in the DSR header of

each packet that it forwards, and make forwarding deci-

sions based on salvage count and local measured conges-

tion level. This technique would provide even more of the

benefits of never salvaging, but only at nodes where not

salvaging is beneficial. Preliminary results show that such

an approach could split the difference between never sal-

vaging and using congestion information at higher levels

of congestion, while maintaining the higher performance of

using congestion levels at lower congestion. This approach

cannot fully achieve the benefits of not salvaging in con-

gested areas because a congested node may have a neigh-
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bor that is not congested; if that neighbor salvages a packet

and sends it to the node, the node would not forward it, so

the initial transmission was wasted. It may also be possible

to “push” congestion information one hop farther, allowing

neighbors to see congestion levels of neighboring nodes, ei-

ther by piggybacking the information on existing data and

routing packets, or by including it as part of an RTS/CTS

handshake, but such pushed information may be stale.

The version of DSR that never salvages always has better

latency and path optimality, since no packets are rerouted

in-flight; however, at lower traffic loads, this is at the cost

of some packets not being successfully delivered.

Using congestion levels to influence salvaging decisions

provides, to a large extent, the advantages of both choices.

6.2. Suppressing Route Discovery

When ROUTE REQUEST propagation was determined based

on congestion level, our simulations showed a slight but

statistically significant increase in packet delivery ratio in

the 1500 m×300 m runs, as well as a more substantial

improvement in packet overhead for both sets of scenar-

ios. For example, in the 1500 m×300 m scenarios, with

an offered load of 26 flows, representing a data rate of

426 kbps, the packet delivery ratio with both salvaging and

Route Discovery optimizations enabled was 94.29%, and

was only 93.50% with just the salvaging optimizations; en-

abling Route Discovery optimizations also reduced over-

head by 12%. At the same load in the 1000 m×1000 m

scenarios, enabling Route Discovery suppression based on

congestion information increased packet delivery ratio from

87.91% to 90.41%, while decreasing overhead by 32%.

By using measured congestion levels to avoid congested

areas in discovered routes, DSR can more evenly spread

the offered load across different forwarding paths in the

network.

6.3. TCP Fairness

Figure 3 shows the results of our third set of experiments,

described in Section 5, evaluating the effect on a set of TCP

flows when using our protocol modifications using conges-

tion measurements. These experiments used all protocol

modifications to DSR and TCP described in Section 4. This

graph shows the number of bytes of goodput delivered for

each TCP flow over 10 simulation runs with 20 TCP flows

per run, or 200 total TCP flows; the y-axis scale on this

graph is logarithmic, in order to show the detail in the curves

plotted.

In these simulations, we caused each TCP sender to re-

act using ECN, as described in Section 4.3, when an area

of the network through which that flow was routed expe-

rienced congestion in terms of high levels of usage of the

wireless medium in that area or long queue length at an in-

termediate forwarding node on the route. In addition, since

in an ad hoc network, routes can change frequently, to help
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Figure 3: Number of bytes delivered per TCP flow in

1000 m×1000 m scenarios with 100 mobile nodes and

20 TCP flows in each run; each TCP flow over 10 simu-

lation runs is shown separately, sorted by the number of

bytes of goodput delivered to the receiver for that flow.

ensure fairness, we also cause a TCP sender to begin slow-

start as soon as that node receives a new ROUTE REPLY,

indicating a change in the route for that TCP connection.

When ECN bits are set in congested areas of the network,

flows traversing many hops, and other flows traversing few

hops, are evenly penalized, improving TCP fairness. In our

simulations, this ECN behavior substantially increased to-

tal throughput for more than half the total flows, relative

to the results when this ECN modification is not used but

all other protocol modifications are still present. Though

setting ECN bits slightly decreases the overall throughput,

more flows receive a reasonable level of service. This re-

sult is expected in any system designed to increase fairness:

a multi-hop TCP flow will require more aggregate wire-

less bandwidth for the same amount of end-to-end deliv-

ered bandwidth, so increasing the throughput for connec-

tions traversing more hops will have an adverse effect on

TCP connections traversing fewer hops.

7. Conclusion

In this paper, we have explored mechanisms for react-

ing to congestion information in multihop wireless ad hoc

networks. Whereas most previous proposals for such opti-

mizations have been to ensure acceptable service to flows

requiring certain Quality-of-Service parameters, in this pa-

per, we developed some lightweight mechanisms to allow

all flows, including best-effort traffic, to benefit from the

avoidance of congested areas. By monitoring the length of

its network interface transmission queue and the behavior

of the MAC layer on its own wireless network interface, a

node can establish an approximation of the degree to which

the wireless medium in its area is busy. This measurement

reflects not only the behavior of the node itself, but also the
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behavior of other nodes around it sharing the same wireless

medium.

We have suggested a number of uses of such measure-

ments of congestion in an ad hoc network, at the network,

transport, and higher layers, and we simulated a set of such

uses in the Dynamic Source Routing protocol (DSR) and

TCP. Our simulations demonstrated substantial improve-

ment to DSR and TCP in terms of scalability, packet deliv-

ery, overhead, and fairness resulting from this use of con-

gestion information. Although we applied our changes to

some areas of DSR to quantitatively demonstrate the use-

fulness of these optimizations, similar techniques could be

applied to other ad hoc network routing protocols and a

number of other optimizations are possible as well. For

example, a node using a distance vector routing protocol

such as DSDV [22] or ADV [3] could increase the time be-

tween advertisements during periods in which the wireless

medium around the node is particularly busy, and a node

using AODV [23] could choose to not attempt local repair

during such locally congested periods.
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