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Exploration of the Relationship between Water Main Breaks and 

Temperature Covariates 

 

Balvant Rajani, Yehuda Kleiner, and Jean-Eric Sink 

National Research Council Canada 

ABSTRACT: Water utilities (especially in colder climates) often experience an increase in 

water main breaks in colder seasons. Some observers argue that this increase largely occurs 

during the period when there are sudden and prolonged changes in water and air temperatures, 

which typically occur during the late fall to early winter (temperature drop) and late winter to 

early spring periods (temperature rise). 

This paper examines the impact of temperature changes on observed pipe breakage rate for 

three pipe materials, namely, cast iron, ductile iron and galvanized steel. Several water and air 

temperature-based covariates were tested in conjunction with a non-homogeneous Poisson pipe 

break model to assess their impact on water main breaks, using data sets from three different 

water utilities in the USA and Canada. Temperature-based covariates, such as average mean air 

temperature, maximum air temperature increase and decrease, and how fast the air temperature 

increase and decrease over a specific period of days, were found to be consistently significant. 

While the availability of water temperature data (which most utilities do not have) can enhanced 

the prediction of water main breaks, it appears that air temperature data alone (which most 

utilities can access) are usually sufficient. 

Keywords: Water and air temperature-based covariates, impact of temperature on water main 

breaks, non-homogeneous Poisson probabilistic model. 

Introduction 

Water utilities (especially in colder climates) often observe a peak in main break frequency 

during periods when the air temperatures approach 0
o
C. Some observers also assert that the 

increase in breakage frequency occurs when the air temperature transits from above 0
o
C to below 

0
o
C or vice versa, e.g., during late fall (drop) and early spring (rise). Others argue that water 

temperature has a higher impact on pipe breakage rates; hence it, rather than air temperature, is 

the appropriate variable to correlate with the breakage frequency. Others yet postulate that the 

temperature difference between the water in the pipe and the surrounding soil/backfill 
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contributes to elevated breakage rates. However, the reality is that water or ground temperature 

data are rarely available to evaluate their impact on breakage frequency. 

Both water and air temperature data were measured in a recent study reported on by Hughes 

et al. (2010) in Connellsville, Pennsylvania. Data from this study and two other Canadian water 

utilities (from which only air temperature data were available) are used in this paper to ascertain 

the impact of temperature on main breaks. Several air and water temperature-based covariates 

are constructed to reflect how temperature and temperature fluctuations may impact observed 

breakage rates for three pipe materials, namely, cast iron, ductile iron and galvanized steel. These 

temperature-based covariates are used in conjunction with a probabilistic pipe break prediction 

model to identify which of them make significant contributions to explain the observed main 

breaks. 

The remainder of this paper is organized as follows. In the next section, previous studies on 

temperature-based covariates and how these correlate with main breaks are examined and 

discussed. The third section briefly describes the available data from the three utilities and takes 

a preliminary look at key data to see if breaks and commonly used temperature-based covariates 

have any obvious correlation. The fourth section describes the probabilistic model used to 

identify the most promising temperature-based covariates. The fifth section applies the 

probabilistic model to the data from the three utilities. Summary and conclusions are provided in 

the final section. 

Review of past studies 

The effects of temperature on pipe breakage rates have been observed and reported by many. 

Walski and Pelliccia (1982) suggested that pipe breakage rates might be correlated to the 

maximum frost penetration in a given year. They used the air temperature of the coldest month 

as a surrogate for unavailable frost penetration data. They used a multiple regression model with 

pipe age and air temperature as covariates, 

BTAt eetNTtN )(),( 0=  (1) 

where t = pipe age; N(t0) = breaks per pipe length at year of installation; T = average air 

temperature in the coldest month; A, B are constants. The authors did not provide any 
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information as to the quality of breakage predictions that they obtained using this model. The 

analysis was conducted on an annual basis, i.e., time step or time period was one year. 

Newport (1981) analyzed circumferential pipe breakage data from various areas of the 

Severn-Trent Water Authority in the United Kingdom. He found that increased breakage rates 

coincided with cumulative degrees-frost (usually referred to as freezing index in North America 

and expressed as degree-days) in winter as well as with very dry weather in the summer. He 

attributed the increase in winter breakage rates to the increase in earth loads due to frost 

penetration, i.e., frost loads, and the elevated summer breakage rates to the increase in shear 

stress exerted on the pipe by soil shrinkage in a dry summer. He also observed that when two 

consecutive cold periods occurred, the breakage rates (in terms of breaks per degree-frost) in the 

first one exceeded those of the second one. He rationalized that the early frost “purged” the 

system of its weakest pipes, causing the later frost to encounter a more robust system. Newport 

(1981) used data of 7 years (1970-1977) to obtain a linear relationship (correlation coefficient of 

0.9) between the number of water main breaks and the cumulative degrees-frost in a given year 

Total breaks per year = 2.5(Total degrees of frost) + 500 (2) 

The above relationship was derived for the Soar division of the Severn Trent distribution 

system and the total length of water mains was not specified. This linear model suggests that 

every degree of frost is responsible for an additional 2.5 breaks. No model was given to predict 

water main breaks during extreme dry weather. The analysis was conducted using a time step or 

time period of one year. 

Bahmanyar and Edil (1983) investigated the relation between air temperature and mains 

breaks in Madison, Wisconsin. They observed that number of breaks increased markedly when 

the temperature dropped suddenly and this drop was sustained for several days (cold snap). Their 

field and laboratory studies also confirmed that longitudinal strains that lead to circumferential 

breaks in small diameter mains increased when the rate of freezing is rapid, i.e., temperature 

drop occurs over a small number of days. 

Habibian (1994) analyzed the distribution system of Washington Suburban Sanitary 

Commission, Maryland, and observed an increase in water main breakage rate as the 

temperatures dropped. He related the breakage rates to the water temperature at the system intake 
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rather than to the ambient air temperature, reasoning that although their monthly averages are 

similar, ambient air temperatures display sharp fluctuations while water temperatures are better 

surrogates for underground pipe environment. He concluded that the water temperature drop, 

rather than the absolute water temperature, had a determining influence on the pipe breakage 

rate. He also observed that in a given winter, similar consecutive temperature drops did not 

necessarily result in similar breakage rates, however, typically a surge in the number of pipe 

breaks occurred every time the temperature reached a new low. His explanation for this 

phenomenon concurred with Newport (1981), namely, that every temperature low “purged” the 

system of its weakest pipes, thus a new low affected the pipes that were a little more robust than 

those that had broken in the previous cold spell. The pipes continue to deteriorate during the 

warm seasons and the process is repeated in subsequent cold seasons. It should be noted that 

Habibian’s (1994) observations were all based on one-year data and that the time of the breaks 

was based upon when water from the broken pipes surfaced. 

Lochbaum (1993) reported on a study conducted by Public Service Electric and Gas 

Company, which showed that the breakage rates of cast iron gas pipes increased exponentially 

with the number of degree-days (degree-days were defined as Σ
i⊂N

 [(65
o
F-Ti], where Ti is the 

average temperature in 
o
F in day i and N is the set of days in a given month with average 

temperature below 65
o
F). Lochbaum (1993) did not present a model relating the number of water 

main breaks to monthly degree-days; her observations, however, agreed with those of Newport 

(1981) and others. No information was provided as to the causes of pipe breaks in warm seasons. 

Sacluti et al. (1999) applied an artificial neural network (ANN) to the distribution system of a 

sub-division in Edmonton, Canada. The ANN model was applied to the small network as a single 

entity (rather than to individual pipes) and was trained on data that included temperature (water 

and ambient), rainfall, operating pressure and historical data on the number of breaks. The 

network consisted of spun-cast 150-mm (6”) water mains. A sensitivity analysis determined that 

rainfall and operating pressure did not contribute to the predictive power of the model, and these 

were therefore omitted. The model predicted the number of water main breaks based on a 7-day 

(time step of 7 days) weather forecast. The authors claimed that the model was successfully 



 
6 

applied to a holdout sample, demonstrating that the ANN “learned” the breakage patterns rather 

than memorized them
2
. 

Ahn et al. (2005) explored the use of ANN to relate breaks to water and soil temperatures. 

They observed that the number of main breaks increased when the water and soil temperatures 

changed in the spring and in the fall. Although, Ahn et al. (2005) indicate that their model was 

able to predict the number of breaks, there is insufficient detailed information to assess if the 

data they present explained the influence of water or soil temperatures on main breaks. Again the 

analyses were conducted on data collected over a one year period. 

Goodchild et al. (2009) also examined several climatic covariates to see if they could explain 

the timing of observed water main breaks. They explored covariates such as daily minimum 

grass temperature, minimum temperature, rainfall, solar radiation, run of wind, 

evapotranspiration, actual evaporation, water content in the topsoil, and soil moisture deficit. 

They proposed a multi-covariate linear relationship to predict the number of water main breaks 

as function of these covariates. They applied the model to main breaks data collected over six 

years in two regions in the United Kingdom and they identified actual evaporation, daily rainfall, 

minimum grass temperature, and soil moisture deficit to be significant covariates for predicting 

breaks observed in cast iron and asbestos cement pipes buried in loam and clay. They could not 

establish similar relationships for cast iron (CI) pipes installed in sand and silt and for other pipe 

materials such as ductile iron, steel, PVC and PE. It is important to note that they did not validate 

their model using a holdout sample. 

Kleiner and Rajani (2004, 2009) considered 3 climate covariates in predicting annual water 

main breaks, namely, annual freezing index (FI), cumulative annual rain deficit (RDc) and 

snapshot rain deficit (RDs). FI is a surrogate for the severity of a winter in a given year, RDc is a 

surrogate for average annual soil moisture and RDs is a surrogate for locked-in winter soil 

moisture (appropriate for cold regions, where soil can freeze in the winter). These covariates 

were used in a deterministic model as well as in a probabilistic model to predict annual expected 

breaks for a homogeneous group of pipes. The analyses using these models were conducted 

                                                 
2
  In ANN there is always a concern that the model will be “over-trained” resulting in a model that is just capable of 

“memorizing” the training data set rather than being able to generalize the patterns to new sets. 
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using a time step or time period of one year. It is important to note that with the exception of 

Sacluti (1999), all other models use a period of one-year for analysis. 

Initial examination of break and temperature data 

Water main break data from the three water utilities (Connellsville, Ottawa and Scarborough) 

were examined to see if rudimentary temperature-based covariates (such as mean temperatures) 

had an obvious impact on water main breaks. Seven homogeneous pipe groups (with respect to 

vintage, pipe diameter and pipe material) were formed from the data provided by the three water 

utilities as described below and summarized in Table 1. The analyses were performed on these 

selected homogeneous groups to account for the possibility that temperature-related factors may 

impact each pipe group differently. Since pipe length information was not available for data from 

Connellsville, all the analyses were conducted on absolute number of breaks rather than breaks 

per unit length of pipe. 

Connellsville (Pennsylvania) data 

Most of the water mains in the distribution network in Connellsville are cast iron and 

galvanized steel with some ductile iron, asbestos cement and PVC pipes. Nearly 80% of the 

90 km (57 miles) of mains are over 100 years old. Data on a total of 339 main breaks were 

available for the period between January 2003 and December 2008. More details on the water 

distribution network in Connellsville can be found in Hughes et al. (2010). Two homogeneous 

groups of pipes were established from the Connellsville data, namely, CV-3 (cast iron) and CV-4 

(galvanized steel). Predominant failure types on galvanized steel pipes were corrosion holes and 

longitudinal splits, while cast iron pipes had circular breaks, corrosion holes and longitudinal 

splits. Cast iron pipes are of 2½”, 4”, 6” and 8” diameter while, galvanized pipes were of 2” 

diameter. It appears that galvanized steel was a pipe material of choice for small diameter 

applications in the period 1880 to 1900. Mains are typically buried at a depth of 1.2 m (4 ft). 

Air and water temperatures were monitored over a 3-year period (June 2005 to December 

2008). Water temperature was measured once a day, immediately downstream of the treatment 

plant (which is close to the city). This daily temperature value was assumed in the analysis to 

represent the mean daily water temperature in the distribution network. The mean daily air 

temperature was measured at the treatment plant. 
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Ottawa (Ontario) data 

The Ottawa pipe inventory included 16,383 individual pipe records (2,200 km total length) 

each with material type, diameter, installation year and the year retrofit cathodic protection (CP) 

was applied. For simplicity, cathodic protected pipes were excluded from the analysis. Soil data 

and service connection data were not available for each pipe. Break history data included the 

year and month of each breakage (repair) event from 1972 to 2001, as well as the type of break. 

One pipe group, Group OT-1 was established for analysis from the Ottawa data, consisting of 

cement-lined spun cast iron (CI) pipes, 150 mm (6”) in diameter, installed between 1954 and 

1974. The availability of break type data enabled to select for Group OT-1 pipes that had 

experienced only circular breaks, longitudinal splits or corrosion holes, which were assumed to 

be the only break types that might be affected by temperature. The total length of the water 

mains in Group OT-1 was 230 km and the total number of breaks recorded was 1,033. Only 

break data from 1972 to 1989 were considered for pipes in Group OT-1 because Ottawa 

embarked on a hot spot cathodic protection (HS CP) program in 1990 that likely imposed a 

substantial change in breakage pattern. Water mains in Ottawa are typically installed at a depth 

of 2.4 m (8 ft) and mean daily air temperature data were obtained from Environment Canada. 

Scarborough (Ontario) data 

The Scarborough pipe inventory included 6,879 individual pipe records (a total of 1,155 km), 

each with material type, diameter, installation year and the year retrofit CP was applied. Nearly 

all the pipes had been installed in silty clays and therefore soil type could not be used as a pipe 

grouping criterion. Break history data included year and month of each breakage (repair) event 

from 1962 to 2003, as well as the type of break. Four homogeneous pipes groups (SC-1, SC-2, 

SC-3 and SC-4) were established for analysis from the Scarborough data. These pipe groups 

comprised 150 mm diameter pipes that experienced only circular breaks, longitudinal splits, and 

corrosion holes. Consequently, groups were largely established on pipe material and vintage and 

excluded pipes that had cathodic protection (hot spot began in 1984 and retrofitting began in 

1986) for the same reason as articulated for the Ottawa data. Group SC-1 consisted of pipes 

installed between 1921 and 1935, which corresponded to the period when largely pit cast iron 

mains were produced. Group SC-2 consisted of pipes installed between 1943 and 1955, which 

corresponded to the period when small diameter spun cast iron mains were largely used. Group 

SC-3 consisted of spun cast iron pipes installed between 1956 and 1978. The vintage of OT-1 is 
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comparable to that of SC-3. SC-4 consisted of ductile iron pipes installed between 1960 and 

1983. It should be noted that the majority of breaks in cast iron pipe groups (OT-1, SC-1, SC-2 

and SC-3) are of the circular type while most of breaks in ductile iron pipe group (SC-4) are a 

result of corrosion holes. This observation concurs with the fact that ductile iron pipes (without 

manufacturing defects) largely fail by perforation and do not experience physical fracture, which 

is more typical of brittle materials like cast iron pipes. Thus, the use of the term “break” for a 

ductile iron pipe is a misnomer and the term “repair event” may be more appropriate. Water 

mains are typically installed at a burial depth of 1.5 m (5 ft) in Scarborough. As for Ottawa, 

mean daily air temperature data for Scarborough were obtained from Environment Canada. 

Influence of mean air and water temperatures and of time step size 

As a preliminary examination, mean air (and water for CV-3 and CV-4 only) temperatures 

and main breaks were plotted against time for the seven groups. Various time step sizes 

(duration) were used, over which mean temperatures were computed and number of breaks 

counted. Data for Connellsville were available for a relatively short period of 3½ years as 

compared to Ottawa and Scarborough where data were available for 18 and 22 years, 

respectively. Fig. 1 provides a typical temperature and main break time histories for time steps of 

2, 5, 15, and 30 days for the (CV-4) pipe group and Fig. 2 for the SC-2 group. For Connellsville, 

where both water and air temperature data are available, it can be clearly seen that both 

temperatures move in sync with seasonal changes, although water temperatures are generally 

more restrained (smaller amplitude) than air temperatures, especially in the low range (water is 

not likely to freeze in the mains as they are typically buried below the frost line). Typically one 

or two breaks occur at most in a short time step, and more in longer time steps. The higher 

number of breaks for a longer time step makes it somewhat easier to visually correlate number of 

breaks with temperatures. However, even for time steps of 15 or 30 days, no clear and 

unequivocal relationship is immediately apparent between the number of water main breaks and 

mean air and/or water temperatures. Consequently a probabilistic-based model was developed to 

determine, if any, relationships exist between water main breaks and various temperature-based 

covariates and if such relationships are dependent on the analysis time step size. 

Proposed non-homogeneous Poisson model 

The non-homogeneous Poisson (NHP) model has been extensively used by researchers to 

represent the probability of observing a number of breaks on water mains (e.g., Constantine and 
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Darroch, 1993; Constantine et al., 1996; Miller, 1993; Røstum, 2000; Economou et al., 2008; 

Kleiner and Rajani, 2009). The non-homogeneous Poisson model was used in this study to 

explore the relationship between water main breaks and water or air temperatures. A modified 

form of the Poisson model proposed by Kleiner and Rajani (2009)is used here, where the 

probability P(ki), of observing ki breaks in time step i, in terms of one or more time-dependent 

covariates is, 

!

)exp(
)(

i

i

k

i
i

k
kP

i λλ −⋅
=   where ])(exp[ iioi qg βτψβλ ++=  (3) 

where iλ is the expected number of breaks (or the rate of occurrence of breaks) in time step i, oβ

is a constant, 
i

q is a row vector of time-dependent covariates prevailing at time step i and β is a 

column vector of the corresponding coefficients to covariates q . Time step i is taken relative to 

the first time step of reference, oi , for which breakage records are available. The function

)](exp[ igτψ , where ig  is the pipe age at time step i, is referred to as the “ageing function” and 

therefore coefficient ψ is called the “ageing coefficient”. Note that ageing is exponential if

ii gg =)(τ , i.e., λ is an exponential function of pipe age, whereas the ageing function becomes a 

power function if )ln()( ii gg =τ , i.e., λ becomes a power function of pipe age. The ageing 

function need not be considered when the analysis period is short because ageing in pipes is a 

slow process and is not likely to play a significant role in a relatively short period. Time-

dependent covariates (or “explanatory variables”) can be pipe age, temperature, soil moisture, 

number of effective CP anodes, etc. In this study, only temperature-based covariates were 

considered. Parameters oβ , ψ  and β , can be found using the maximum likelihood method. The 

omission of the constant term, !ik , denominator in equation (3), in the maximization process can 

sometimes lead to a positive value for the maximum log-likelihood when a negative value is 

usually expected. In this paper, maximum log-likelihood without the constant term is strictly an 

adjusted form of equation (3) and it is the form used is this study. The model proposed in 

equation (3) differs from Kleiner and Rajani (2009) in two ways: a) it is assumed to apply strictly 

to a homogeneous group of pipes (pipe-dependent covariates, such as pipe material, diameter, 

etc. are assumed constant within the group), and b) it does not address individual water mains 

within the group. 
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Definitions of temperature-based covariates 

Several types of temperature-related covariates were proposed and examined for their ability 

to “explain” observable variations in number of breaks between time steps. These covariates 

were designed to capture different temperature-related aspects that could be wholly or partially 

“responsible” for the observed variations in breaks. These covariates can be broadly divided into 

six groups. The nomenclature used in the definition of the different covariates is as follows: aT 

and wT represent daily mean air and water temperatures, respectively; µ represents mean value; 

subscript i represents specific time step, subscripts j and k represent a single day within time step 

i; m is the number of days in time step i. It is important to note that often, the selection of the 

start date of the analysis can influence the calculations of some of the covariates, which in turn 

can affect break history analysis especially when analysis periods are relatively short. The 

following describes the intent behind the definition of the covariates in each group. 

Mean air and water temperatures: The most basic covariates in the first group are the mean 

temperatures. These mean air, iaµ and water, , temperatures in time step i are, 

maTa
m

j

jii /)(
1

,∑
=

=µ      and     mwTw
m

j

jii /)(
1

,∑
=

=µ  (4) 

These covariates are labeled “mean air” and “mean water” in Table 2 to Table 4 and Table 6. 

Air and water temperature changes: The second group comprises covariates selected to 

represent the maximum increase or decrease in air and water temperatures within time step i. 

They were designed to examine how extreme temperature changes (positive or negative) 

influence water main breaks. 

{ } ),,2,1(,),(;,, mkjkjaTaTMaxaT kijii =<∀−−=  (5) 

A negative value of aTi, denoted by aTi

-

, represents the maximum observed drop in air 

temperature within time step i. A positive value of aTi, denoted by aTi

+

, represents the maximum 

observed increase in air temperature within time step i. Correspondingly, water temperature 

decrease (wTi

-

,) and increase (wTi

+

) are calculated by, 

{ } ),,2,1(,),(;,, mkjkjwTwTMaxwT kijii =<∀−−=  (6) 

iwµ
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These covariates are labeled “maximum air decrease”, “maximum air increase”, “maximum 

water decrease” and “maximum water increase” in Table 2 to Table 4 and Table 6. . It is noted 

that when temperature change within a given time step is increasing monotonically, then aTi

+

 is a 

positive value (equation 5) and aTi

-

 is taken as zero for this time step. The opposite occurs when 

temperature change within a given time step is decreasing monotonically. The same applies to 

wTi

+

 and wTi

-

 in equation (6). In practice, this is not of concern since, as discussed later, the 

appropriate time step is likely to be in the order of 30 days and the temperature changes are 

anything but monotone. 

Intensities of mean air and water temperature changes: The third group of covariates 

endeavors to quantify how slow or fast the maximum temperature changes occurred over a 

consecutive number of days in a given time step i, i.e., intensity or speed of change. These 

covariates differentiate between situations when observed maximum temperature changes (drop 

or rise) occur over a long or a short period of time. These intensities of air ( −
iTâ , +

iTâ ) and water 

( −
iTŵ , +

iTŵ ) temperature changes are defined by, 

)/(ˆ jkaTTa ii −= −−      ;     )/(ˆ jkaTTa ii −= ++  (7) 

 )/(ˆ jkwTTw ii −= −−      ;     )/(ˆ jkwTTw ii −= ++  (8) 

where (k – j) is the number of days during which the maximum temperature changes occurred. 

These intensities of air and water temperature changes are labeled “air intensity decrease”, “air 

intensity increase”, “water intensity decrease” and “water intensity increase” in Table 2 to Table 

4 and Table 6. 

Duration and severity of extreme temperatures: The fourth group of covariates endeavors to 

represent un-interrupted duration and severity of extreme temperatures. Ground frost penetration, 

and its subsequent progression downwards depends (beside soil properties) on the temperature 

gradient between the air and the soil and the duration of this gradient. The duration and severity 

of extreme temperatures (air and water) within a time step is defined by freezing index (Kleiner 

and Rajani, 2003). Freezing index is expressed in degree-days, which is the cumulative average 

daily temperature below a specified threshold temperature. The freezing indices for air ( iaDD ) 

and water ( iwDD ) for time step i are computed by, 
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θθ aaTaTaaDD ji

m

j

jii <∀−= ∑
=

,

1

, ;)(  (9) 

θθ wwTwTwwDD ji

m

j

jii <∀−= ∑
=

,

1

, ;)(  (10) 

where aθ  and wθ  are the air and water temperature thresholds. These freezing indices are 

labeled “air freezing index” and “water freezing index” in Table 2 to Table 4 and Table 6. Note 

that although the term “freezing index” implies that the threshold values are near zero, this 

implication is usually true for the air-related index but not for the water-related index 

because as was noted earlier, water is not likely to freeze in the water mains. 

Minimally interrupted duration and severity of extreme temperatures: The fourth group of 

covariates does not consider the situations when a temperature drop or rise is interrupted by a 

short warm or cold spells. The rationale behind the covariates in the fifth group is that extreme, 

long-lasting temperature gradients may still continue to drive the frost or thaw fronts even if 

interrupted by short spells of opposite gradient (e.g., a long cooling gradient interrupted by a 

short warm spells). The covariates representing these situations are the same as the covariates in 

the fourth group except that an interruption is permitted, which is shorter than a specified number 

of days (or expressed as a percentage of the time step). An interruption of less than 10% of time 

step i duration was judged adequate not to significantly affect the freezing or thawing conditions. 

These minimally interrupted extreme air and water temperatures are denoted as iaCDD  and 

iwCDD  and are labeled “extreme air” and “extreme water”, respectively, in Table 2 to Table 4 

and Table 6. 

Normalized duration and severity of extreme temperatures: The covariates in the sixth group 

comprise the same covariates described in the fifth group (minimally interrupted duration and 

severity of extreme temperatures) except they are divided by the number of uninterrupted days 

(including the minimally interrupted duration) during which the extreme temperature changes 

occurred. These covariates quantify how slow or fast the covariates in the fifth group change 

uninterruptedly. They are denoted by iCDDâ  and iCDDŵ  and labeled “norm-extreme air” and 

“norm-extreme water”, respectively, in Table 2 to Table 4 and Table 6. 
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Significance and goodness of fit tests 

Multiple trials were conducted using the non-homogeneous Poisson model (NHP) to predict 

breaks and then compare them with observed breaks. The term “trial” is used here for a single 

realization of the NHP model with specific conditions that include climate and break data, 

covariates, threshold values, and analysis time step size. The “ageing function” in equation (3) 

was not included in trials with short break histories as discussed earlier. Two different measures 

were used to evaluate the results of trials, namely, coefficient of determination (R
2
) and 

likelihood ratio (LR) test, with the goal to identify the best set of covariates to assess the impact 

of air and water temperatures on main breaks. It is important to note that “best set of covariates” 

means a set of covariates that provides close matches between observed and modeled values and 

at the same time encompasses a minimal (principle of parsimony) number of covariates. It is also 

important to note that the holdout sample validation was not implemented because the objective 

of the work reported in this paper was to identify the influence and significance of these 

temperature-based covariates, rather than to use these covariates to forecast main breaks.  

The coefficient of determination measure has to be used with caution here, because the 

observed data are integers (counts of breaks in time step i) while the NHP model predicts 

expected mean number of breaks, which are real numbers. This is especially crucial for low 

counts of breaks. Two types of coefficient of determination were used for different purposes, the 

unadjusted (R
2
) and adjusted (

2

R ), 
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where Ni is the number of observed breaks in time step i, P is the number of time steps in the 

trial, 
iλ̂ is the expected number of breaks in time step i estimated (predicted) by the NHP model, 

and q is the number of covariates used in a specific trial. 

Essentially, both R
2
 and 

2

R measure the “goodness of fit” between the observed and modeled 

data. 
2

R  is a modification of R
2
 that adjusts for the number of explanatory terms used in a 

model. For an additional covariate, 
2

R increases only if this additional covariate improves the 
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model more than would be expected by chance. It should be noted that 
2

R is never higher than 

R
2
. In this research, R

2 
was used only for the identification of the optimal time step size (or time 

length) and the optimal threshold temperature values, as is explained in detail later on. The 

adjusted coefficient of determination,
2

R , was used in the exhaustive exploration of best 

covariates. 

A value of unity for R
2
 means perfect fit and a value of zero means that the model does not 

“explain” variations in the aggregated data (its explanatory power is just as good as a simple 

calculated average). Coefficients of determination can theoretically have negative values, which 

mean that the model fit to the data is worse than obtained by using the simple mean. 

The likelihood ratio (LR) test was used for the NHP model to determine the significance of 

the each covariate or a combination thereof. In all the LR significance tests, α = 5% was used as 

criterion for acceptance/rejection of a covariate or a combination of covariates. In the ensuing 

discussion, unless otherwise stated, this criterion was used to judge the significance of the 

different covariates in the various trials. It is very important to note that LR test and 
2

R are two 

different ways (there are others yet) to measure how well a model fits the data, and the results of 

these two measures do not always agree. There is no theoretical basis to prefer the results of one 

measure over the other, therefore results for both measures are provided here. 

Trials to identify appropriate time step size and significant temperature-based 

covariates 

Separate trials were conducted for all seven pipe groups. The objectives of these trials were 

to answer the following key questions: 

1. What is the best time step size (duration) for this type of analysis? 

2. What are the optimal threshold values for the degree-day based covariates? 

3. Which temperature-based covariates are significant? 

Time step size 

The response (assumed) of pipes, in terms of breakage frequency, is typically much slower 

(days or weeks) than the temperature variations which can occur relatively quickly (hours). 

Consequently, several issues need to be considered in the selection of an appropriate time step 

size. Short time steps capture temperature fluctuations well and provide a large number of data 
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points (for a given analysis period) but as a consequence also introduce a lot of “noise” into the 

sought-after breakage pattern, whereas long time steps provide “smoother” patterns that tend 

toward the mean. Longer time steps result in fewer data points and a consequent decrease in 

number of degrees of freedom, which can lead to over-fitting. Short time steps (up to 30 days) 

make the analysis insensitive to the starting point of the analysis period, while longer time steps 

(90 days or more) require careful selection of a starting point so as not to miss seasonal 

temperature variations (this is especially important when the analysis period is relatively short). 

Further, short time steps (2, 5, 15 days) yield very few breaks per time step (Figs. 1 to 2), which 

makes it difficult to obtain meaningful “goodness of fit” measures (due to comparison between 

small integers and real numbers, as discussed earlier in the previous section). Consequently, the 

selection of time step size requires a balance between the various tradeoffs. 

Multiple trials were conducted, using the NHP model, to examine in detail how time steps of 

{5, 15, 30, 60 and 90} days bare on the modeling results. These trials examined each time step, 

in conjunction with each covariate and with each of the seven pipe groups. As expected, these 

trials showed that R
2
 values generally improved for longer time steps (and consequently smaller 

total number of steps), as is demonstrated in Table 2 (CV-3, CV-4), Table 3 (OT-1), and Table 4 

(SC-1, SC-2, SC-3, SC-4). The incremental improvement, however, was inconsistent; where in 

some trials a large improvement occurred when the time step increased from 60 to 90 days (e.g., 

for “maximum air decrease” covariate), while in other trials a significant improvement was 

obtained when the time step increased from the 15 to 30 days (e.g., for “extreme air” covariate). 

After a careful consideration of all the trials, a time step size of 30 days was deemed to be the 

best choice to balance all the conflicting arguments described above. All subsequent analyses 

were therefore performed using a 30 day time step. 

Air and water threshold temperatures 

Several (not exhaustive) trials were conducted to establish appropriate threshold values for 

the covariates that require threshold temperatures. These trials examined threshold values that 

ranged between –10
o
C and +15

o
C for air and 0

o
C to 10

o
C for water. Trials for CV-3 and CV-4 

were conducted using air and water temperature-based covariates based on different air and 

water temperature thresholds. For all other pipe groups (OT-1, SC-1, SC-2, SC-3 and SC-4) trials 

were conducted using air temperature-based covariates only based on different air temperature 

thresholds. Table 5 provides the results of these trials. A few observations can be made: 
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(a) Maximum log-likelihoods (MLL) for groups CV-3 and CV-4 were not very sensitive to 

changes in air threshold temperatures when water temperature was kept constant at 0
o
C, while 

both MLL and  R
2
 were quite sensitive to changes in water threshold temperature; (b) MLL and 

R
2
 for pipes from the other two utilities (groups OT-1, SC-1, SC-2, SC-3 and SC-4) were quite 

insensitive to changes in air threshold temperature. Careful examination of the analyses results 

for all pipe group indicated that the appropriate threshold temperatures are about 0
o
C to 1

o
C for 

air and 4
o
C for water (if data are available) as shown in Table 5. The insensitivity of air threshold 

temperatures for all pipe groups (burial depths vary between 1.2 and 2.4 m) is possibly because 

mains in the three utilities are buried at depths that correspond to the severity of the winters 

experienced (cold temperatures), e.g., Ottawa, Ontario among the three cities has the harshest 

winters where mains are typically buried at a depth of 2.4 m.  

Temperature-based covariates 

Identification of significant temperature-based covariates was done in three stages. The first 

two stages were used to reduce as much as possible the number of examined covariates in order 

to alleviate the large dimensionality inherent in the exhaustive analysis of such a multitude of 

covariates. A series of trials based on air temperature covariates were carried out for all pipe 

groups. These trials were repeated based on air and water temperature covariates for groups CV-

3 and CV-4 since these groups had both air and water temperature data. The specific procedures 

used to identify the significant covariates are discussed below. The results of all these trials are 

summarized in Table 6. 

In the first stage, cross-correlation matrix was obtained for the all applicable covariates to 

identify linear dependence between any pair of covariates. The covariates iaµ  cf.
 iwµ and iwDD  

cf. iwCDD , were found to be consistently linearly dependent in pipe groups CV-3 and CV-4 (for 

which water temperature data were available). The covariates iaDD  cf. iaCDD  were found to be 

consistently linearly dependent in all groups. Trials were conducted on groups CV-3 and CV-4 

with covariates { iaµ , iaDD , iwDD } and subsequently with { iwµ , iaCDD , iwCDD }. Results 

indicated that MLL and R
2 

were nearly identical when one set of covariates was substituted for 

the other. Similarly, trials were conducted on all groups, where iaDD  and iaCDD  were 

alternately substituted for each other and results showed that consideration of only one of the two 
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covariate was adequate. Covariates identified in the first stage to be linearly dependent on other 

covariates are identified by shaded background in Table 6. Three covariates, iwµ , iwDD and 

iaCDD , were removed as candidates as a consequence of these first stage trials. After this first 

stage reduction, the number of remaining covariates for consideration was 13 for groups CV-3 

and CV-4 and 6 for all other groups. 

In the second stage, trials were only conducted for groups CV-3 and CV-4 in order to further 

reduce the number (13) of remaining covariates. First, the contribution of individual covariates 

was tested using the likelihood ratio (LR) and it was found (Table 6) that the contributions of 

covariates +
iTŵ  and iCDDŵ  were consistently insignificant in both groups. Next, the contribution 

of these 2 covariates combined was examined, and it was found that the combined pair had a 

significant contribution in the cast iron pipes (CV-3) but not in the galvanized steel pipes (CV-4). 

Consequently, these 2 covariates (identified as “F” in Table 6) were dropped from subsequent 

analyses of galvanized steel pipes (CV-4) but not from analyses of cast iron pipes (CV-3). 

Therefore, the number of covariates to examine remained unchanged at 13 for CV-3 but was 

reduced to 11 for CV-4. 

In the third stage, exhaustive trials were conducted for all possible combinations of the 

remaining covariates. The number of required trials for each group is provided in Table 6. As 

discussed earlier, two measures, LR test and
2R , were used to evaluate these exhaustive trials 

and these do not always agree. The discussion of the results is provided in two parts, namely, (1) 

with air and water temperature-based covariates (groups CV-3, CV-4, where both air and water 

temperature data were available), and (2) with only air temperature-based covariates for all 

groups. 

Air and water temperature-based covariates: a total of 2048 (11 covariates) trials were carried 

out for the galvanized steel pipe in group CV-4 and evaluated using the LR tests. Three 

covariates, −
iTâ , iwDD , and iaDD , in addition to the constant αo, emerged as significant. The 

addition of any other single, pair, triplet or more covariates was found not be significant. Eight 

covariates were found to be significant, i.e., contributed to incrementally increase the value of
2R

, when the same 2048 trials for CV-4 were evaluated using 
2R . These 8 covariates include the 3 

LR-significant covariates listed above, and the additional covariates were iaµ , 
−

iaT ,
+

iaT ,
−

iTŵ
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and 
+

iTâ . The value of 
2R  for the 3 LR-significant covariates was 0.33, and increased to 0.52 

with the additional 5 covariates. Interestingly, for the entire 11 covariates the value of 
2R was 

0.48 (substantially lower than for the best 8 covariates, as could be expected). These results are 

reflected in the appropriate column in Table 6. 

Some interesting observations about the 2 covariates, 
−

iTâ  and iwDD , are noteworthy. While 

their individual contributions to the LR values were small, their contribution as a pair was very 

significant. Further, the sign of the coefficient for one of these covariates ( iwDD ) came out 

negative (rather than positive) indicating that a decrease in its value causes an increase in the 

number of predicted breaks, which is contrary to what might be expected (higher water freezing 

index, iwDD
 
are intuitively expected to result in elevated breakage rate). Similarly, coefficients 

for some of other 8 covariates identified by the 
2R measure were also found to have signs that 

were contrary to what one would intuitively expect. We currently do not have satisfactory 

explanations for these counter-intuitive results, which merit further research. 

A total of 8192 trials (13 covariates) were conducted for cast iron pipe group, CV-3. Seven 

covariates, in addition to the constant αo, emerged as LR-significant. These 7 significant 

covariates were 
+

iwT ,
−

iTŵ ,
+

iTŵ , iwDD , iaDD , iCDDŵ
 
and iCDDâ . The addition of any other 

single, pair, triplet or more covariates was found not to be significant. It is noted that 5 of the 7 

significant covariates were based on water temperature and only 2 on air temperature. The 

application of the 
2R measure produced 11 significant covariates, including the 7 LR-significant 

covariates listed above, plus:
 iaµ ,

−
iwT ,

+
iaT  and 

+
iTâ . The value of 

2R  for the 7 LR-significant 

covariates was 0.53, and increased to 0.65 for the 11 covariates. Interestingly, the value of 
2R  

was 0.62 for the entire 13 covariates which is lower (as could be expected) than for the best 11 

covariates. The signs of some of the coefficients of covariates for CV-3 were found to be 

contrary to what might intuitively be expected, an observation which is similar to that made on 

galvanized steel pipes (CV-4). In particular, the sign for covariate ( iwDD ) came out also 

negative (rather than positive), as for group CV-4. 

Fig. 3 and Fig. 4 compare the number of observed and predicted breaks for groups CV-3 and 

CV-4, respectively. It should be noted that the time step size was 30 days and that the “ageing 
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function” was not considered because ageing is not likely to play a significant role when the 

analysis period is as short as 3½ years. Fig. 3 and Fig. 4 show if both air and water temperatures 

are available, then the model with LR-significant covariates (7 for CV-3 and 3 for CV-4) is able 

to predict the observed number of breaks reasonably well. As expected, the comparison is even 

better with more covariates as obtained by 
2R  measure (11 for CV-3 and 8 for CV-4). 

Air temperature-based covariates: 128 trials (7 covariates) were required for groups CV-3 and 

CV-4. For group CV-3, covariates 
+

iTâ and iaDD , in addition to the constant αo, emerged as LR-

significant. An additional covariate, iaµ , was found significant for CV-4. The addition of other 

single or multiple covariates was found not be significant. Using the 
2R measure, the same 2 

covariates were found to be significant for CV-3 and 4 covariates for CV-4. These covariates 

include the LR-significant covariates listed above, and the additional covariate of 
−

iTâ  for CV-4. 

The values of 
2R  for the LR-significant covariates were 0.37 and 0.26 for CV-3 and CV-4, 

respectively. Slightly higher 
2R  values were obtained for CV-3 and CV-4 when significant 

covariates were determined using the 
2R measure. Fig. 3 and Fig. 4 illustrate the quality of fit of 

the model (using air temperature-based covariates only) to the observed break data for CV-3 and 

CV-4, respectively. The figures show that prediction of water main breaks using only air 

temperature-based covariates is not as good as when both air and water temperature-based 

covariates are available, i.e., 
2R  values of 0.53 cf. 0.37 for CV-3 and 0.33 cf. 0.26 for CV-4 

based on the LR test (Table 6). 

Only 64 trials (6 covariates) were required for groups, OT-1, SC-1, SC-2, SC-3 and SC-4. As 

shown in Table 6, the same 3 covariates were found to be LR-significant for the three cast iron 

groups SC-1, SC-2 and SC-3 whereas significant covariates for groups OT-1 (cast iron) and SC-

4 (ductile iron) were different. Four covariates were found to be significant in groups OT-1, SC-

2 and SC-3 based on the 
2R  measure; whereas only 1 and 2 covariates were identified as 

significant for SC-4 and SC-1. Only 1 covariate, mean air temperature ( iaµ ) was found to be 

significant as per the 
2R measure and LR-test in all 5 groups. 

All these trials showed that none of the covariates was found to be consistently significant in 

all pipe groups when only air temperature-based covariates were considered. The trials also 
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showed that the 3 covariates found to be the most consistently significant were the average mean 

air temperature ( iaµ ), maximum air temperature decrease (
−

iaT ), and how fast the air 

temperature increases over a specific period of days, i.e., 
+

iTâ . Covariates that express the 

maximum air temperature increase (
+

iaT ), and how fast the air temperature decreases over a 

specific period of days, i.e., 
−

iTâ , were also observed to be significant in 4 of the 7 pipe groups 

considered in this study. 

The comparisons of predicted and observed number of breaks (with and without the 

consideration of ageing) for OT-1 for the 30 day time step are shown in Fig. 5. Ageing is likely 

to have occurred over the analysis period of 18 years. Consideration of ageing increased the 

goodness of fit measure 
2R from 0.25 to 0.36, which are relatively low compared to values 

obtained for other pipe groups. It is likely that this may be due to deeper burial depth (2.4 m) of 

water mains in Ottawa, which would minimize the effects of frost penetration. 

The comparison of predicted and observed number of breaks for SC-1, SC-2, SC-3 and SC-4 

for the 30 day time step are shown in Fig. 6, Fig. 7, Fig. 8 and Fig. 9, respectively. In these 

comparisons, the ageing function was also considered in the prediction of water main breaks 

since ageing is likely to have occurred over the analysis period of 22 years. 

The peaks and the valleys in the observed number of main breaks over the 22+ years match 

reasonably well with the predicted number of main breaks for all pipe groups except for SC-1 

and SC-4. The match between observed and predicted number of breaks for SC-1 do not appear 

to be as good as that obtained for OT-1 even though comparable 
2R  values were obtained (Table 

6). A significantly higher
2R  value was obtained for SC-1 when the same analysis was conducted 

using a larger time step size of 60 days instead of 30 days. It is noted that group SC-1 is a much 

smaller group with fewer breaks per time step (Table 6) which is likely to accentuate the issues 

with predicted real numbers versus observed integers for the number of breaks. As seen in Fig. 9, 

the number of breaks in pipe group SC-4 is largely a result of ageing, whereas temperature-based 

covariates appear to have only a slight impact on the number of breaks. This observation is in 

accordance with the fact discussed earlier that ductile iron pipes have high ductility and hence do 

not in general suffer physical fracture but rather fail through the development of perforations by 



 
22 

the onset of external corrosion which is time-dependent. This is further corroborated by the 

significant higher ageing coefficient obtained for SC-4 as seen in Table 6. 

Final remarks 

The analysis to assess the impact of temperature-based covariates suggests that water 

temperature-based covariates appear to have significant impact on observed breaks as indicated 

by much higher values of
2R , obtained when both water and air temperature-based covariates are 

used. This influence was most significant in cast iron pipes. However, only air temperature-based 

covariates can also explain the main breaks as shown by the high 
2R values obtained in the trials 

for pipe groups OT-1, SC-2 and SC-3. The same covariates are found not to be significant for all 

pipe groups. As many as 7 to 11 covariates and as few as 1 to 3 covariates were found to be 

significant, using LR and 
2R  measures as goodness of fit, respectively. 

Three covariates, namely, average mean air temperature ( iaµ ), maximum air temperature 

increase and decrease (
+

iaT ,
−

iaT ), and how fast the air temperature increase and decrease 

(intensities) over a specific period of days, i.e.,
 

+
iTâ ,

−
iTâ , were found to be the most consistently 

significant covariates. These covariates concur with some observations that the breakage 

frequency increase when the air temperature transits from above 0
o
C to below 0

o
C or vice versa, 

e.g., during late fall (drop) and early spring (rise). 

Signs for some of the coefficients of covariates were found to be contrary to intuitive 

expectations, e.g., decrease in the intensity of air temperature change (
−

iTâ ) and decrease in 

water freezing index ( iwDD ) lead to an increase in predicted breaks. It is quite plausible that 

some of these covariates work together in a manner that is different from when each covariate is 

considered on its own. 

The availability of both air and water temperature data provided the opportunity to explore 

their possible influence on water main breaks in three different pipe material types. The analyses 

showed that different pipe materials can respond differently to air and to water temperature-

based covariates. The same type of analyses conducted on data where only air temperature data 

are available, a typical situation since water utilities do not usually monitor water temperature, 

showed that some of the proposed air temperature-based covariates have a significant impact on 
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main breaks. The appropriate time step for analysis was identified as 30 days. Few more case 

studies of the type reported here may be warranted to confirm the influence of water 

temperature-based covariates on water main breaks. 
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(a) 2 day time step 
 

 

 

 

 

 

 

 

 

 
(b) 5 day time step 

 

 

 

 

 

 

 

 

 

 
(c) 15 day time step 
 

 

 

 

 

 

 

 

 

 
(d) 30 day time step 

Fig. 1. Time histories for number of main breaks, mean air and water temperatures for different 

time step sizes – galvanized steel (Group CV-4). 
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(a) 2 day time step 

 

 

 

 

 

 

 

 

 

 
 

(b) 5 day time step 
 

 

 

 

 

 

 

 

 

 
(c) 15 day time step 

 

 

 

 

 

 

 

 

 

 
(d) 30 day time step 

Fig. 2. Time histories for number of main breaks, mean air and water temperatures for different 

time step sizes – cast iron (Group SC-2). 

-30

-15

0

15

30

0

2

4

6

8

10

0 500 1000 1500 2000 2500 3000 3500 4000 4500

C
o

v
a
ri

a
te

N
o

 o
f 

b
re

a
k
s

Period

Breaks - Obvs. Mean air T

-30

-15

0

15

30

0

2

4

6

8

10

0 300 600 900 1200 1500

C
o

v
a
ri

a
te

N
o

 o
f 

b
re

a
k
s

Period

Breaks - Obvs. Mean air T

-30

-15

0

15

30

0

10

20

30

0 100 200 300 400 500 600

C
o

v
a
ri

a
te

N
o

 o
f 

b
re

a
k
s

Period

Breaks - Obvs. Mean air T

-30

-15

0

15

30

0

10

20

30

0 100 200 300

C
o

v
a
ri

a
te

N
o

 o
f 

b
re

a
k
s

Period

Breaks - Obvs. Mean air T



 
28 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Comparison of observed and predicted number of breaks per time step – CV-3 (cast iron 

pipes). 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4. Comparison of observed and predicted number of breaks per time step – CV-4 

(galvanized steel pipes). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Comparison of observed and predicted number of breaks per time step – OT-1 (cast iron 

pipes). 
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Fig. 6. Comparison of observed and predicted number of breaks per time step – SC-1 (cast iron 

pipes). 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7. Comparison of observed and predicted number of breaks per time step – SC-2 (cast iron 

pipes). 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 8. Comparison of observed and predicted number of breaks per time step – SC-3 (cast iron 

pipes). 
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Fig. 9. Comparison of observed and predicted number of breaks per time step – SC-4 (ductile 

iron pipes). 
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Table 1. Characteristics of homogenous pipe groups used in this research.  

 Connellsville  Ottawa  Scarborough 

      
Pipe groups  CV-3 CV-4  OT-1  SC-1 SC-2 SC-3 SC-4 

Pipe material 
cast iron 

(Pit) 
galvanized 

steel 
 

cast iron 
(spun) 

 
 

cast iron 
(pit) 

cast iron 
(spun) 

cast iron 
(spun) 

ductile 
iron 

Pipe diameter (in) 2 ½-12” 2 - 2½”  6”  6” 6” 6” 6” 

Vintage ~ 1880s ~ 1880s  1954-74  1921-35 1943-55 1956-78 1960-83 

Burial depth (m) 1.2  2.4  1.5 

          
Break years 2005-08 2005-08  1972-89  1962-83 1962-83 1962-83 1970-83 

Pipe length (km) n/a n/a  230  66 424 748 186 

No of breaks 48 88  1,033  211 1,677 3,045 538 

Average break 
rate (/100 km/year) 

n/a n/a  25  14.5 18 18.5 13.1 
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Table 2. Goodness of fit (
2R ) values for different time step size – Connellsville  

  Cast iron (CV-3) Galvanized steel (CV-4) 

  Time step (days) Time step (days) 

Temperature covariate Symbol 5  15  30  60 90  5  15  30  60 90  

Mean water   0.007 0.021 0.036 0.075 0.117 0.001 0.005 0.010 0.017 0.023 

Mean air  iaµ  0.015 0.052 0.098 0.122 0.217 0.002 0.000 0.000 0.002 0.004 

Maximum water decrease 
−

iwT  0.000 0.003 0.010 0.007 0.054 0.002 0.001 0.065 0.153 0.125 

Maximum water increase 
+

iwT  0.000 0.007 0.001 0.000 0.007 0.002 0.005 0.009 0.073 0.016 

Maximum air decrease 
−

iaT  0.046 0.057 0.049 0.079 0.348 0.000 0.005 0.031 0.058 0.130 

Maximum air increase  
+

iaT  0.017 0.035 0.051 0.353 0.141 0.050 0.063 0.011 0.174 0.069 

Water intensity decrease 
−

iTŵ  0.001 0.000 0.000 0.009 0.038 0.000 0.047 0.030 0.086 0.029 

Water intensity increase 
+

iTŵ  0.001 0.001 0.040 0.000 0.000 0.000 0.004 0.000 0.027 0.004 

Air intensity decrease 
−

iTâ  0.016 0.051 0.002 0.000 0.005 0.002 0.049 0.000 0.114 0.177 

Air intensity increase 
+

iTâ  0.018 0.189 0.036 0.000 0.017 0.005 0.037 0.078 0.002 0.000 

Water freezing index  iwDD  0.000 0.000 0.000 0.000 0.000 0.010 0.032 0.043 0.062 0.071 

Air freezing index  iaDD  0.095 0.187 0.341 0.339 0.466 0.031 0.093 0.143 0.096 0.144 

Extreme water  
iwCDD  0.000 0.000 0.000 0.001 0.000 0.009 0.032 0.042 0.059 0.070 

Extreme air iaCDD  0.095 0.185 0.346 0.303 0.440 0.032 0.098 0.175 0.119 0.143 

Norm-extreme water iCDDŵ  0.000 0.000 0.003 0.016 0.037 0.009 0.022 0.036 0.022 0.015 

Norm-extreme air iCDDâ  0.078 0.110 0.147 0.323 0.301 0.024 0.042 0.030 0.091 0.102 

            
Bold font indicates large changes in 

2R  values. 

  

iwµ
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Table 3. Goodness of fit (
2R ) values for different time step size – Ottawa  

  Cast iron (OT-1) 

  Time step (days) 

Temperature covariate Symbol 5  15  30  60 90  

Mean air  iaµ  0.045 0.130 0.217 0.270 0.283 

Maximum air decrease 
−

iaT  0.008 0.034 0.104 0.276 0.386 

Maximum air increase  
+

iaT  0.005 0.079 0.116 0.145 0.111 

Air intensity decrease 
−

iTâ  0.003 0.006 0.002 0.008 0.016 

Air intensity increase 
+

iTâ  0.009 0.027 0.075 0.133 0.167 

Air freezing index  
iaDD  0.023 0.071 0.134 0.175 0.183 

Extreme air iaCDD  0.023 0.071 0.134 0.175 0.183 

Norm-extreme air iCDDâ  0.025 0.091 0.160 0.205 0.233 

       
Bold font indicates large changes in 

2R  values. 
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Table 4. Goodness of fit (
2R ) values for different time step size - Scarborough  

  Cast iron (SC-1) Cast iron (SC-2) Cast iron (SC-3) Ductile iron (SC-4) 

  Time step (days) Time step (days) Time step (days) Time step (days) 

Temperature covariate Symbol 5  15  30  60 90  5  15  30  60 90  5  15  30  60 5 15 30 60 

Mean air  iaµ  0.064 0.157 0.213 0.338 0.331 0.336 0.534 0.633 0.679 0.675 0.299 0.466 0.565 0.644 0.019 0.038 0.043 0.039 

Maximum air decrease 
−

iaT  0.007 0.044 0.087 0.218 0.208 0.022 0.099 0.154 0.204 0.217 0.020 0.088 0.155 0.248 0.003 0.007 0.022 0.017 

Maximum air increase  
+

iaT  0.017 0.047 0.024 0.000 0.010 0.037 0.101 0.075 0.023 0.041 0.021 0.079 0.070 0.013 0.000 0.010 0.017 0.005 

Air intensity decrease 
−

iTâ  0.003 0.001 0.000 0.030 0.005 0.012 0.001 0.000 0.012 0.002 0.012 0.000 0.002 0.009 0.001 0.000 0.000 0.003 

Air intensity increase 
+

iTâ  0.010 0.030 0.037 0.203 0.028 0.022 0.041 0.048 0.171 0.039 0.022 0.019 0.059 0.153 0.000 0.018 0.007 0.034 

Air freezing index  
iaDD  0.054 0.135 0.180 0.335 0.272 0.248 0.406 0.532 0.577 0.567 0.206 0.323 0.421 0.537 0.009 0.015 0.016 0.018 

Extreme air iaCDD  0.054 0.135 0.180 0.335 0.272 0.248 0.406 0.532 0.577 0.567 0.206 0.323 0.421 0.537 0.009 0.015 0.016 0.018 

Norm- extreme air iCDDâ  0.059 0.143 0.196 0.328 0.310 0.262 0.435 0.553 0.619 0.629 0.220 0.355 0.462 0.560 0.009 0.016 0.020 0.018 

                
Bold font indicates large changes in 

2R  values. 
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Table 5. Selection of air and water threshold temperatures  

 
Air temp. threshold Water temp. threshold Selected thresholds 

Air temp. (
o
C), aθ   -10 -5 0 5 10 15 0 0 0 1 

 

Water temp. (
o
C), wθ   0 0 0 0 0 0 5 10 4 4 

 
CV-3 

           
2R  0.430 0.429 0.445 0.592 0.523 0.470 0.494 0.525 0.667 0.733 

 
MLL -31.976 -32.297 -31.380 -25.751 -28.061 -31.863 -28.833 -28.791 -19.631 -19.085 

 

CV-4 
           

2R  0.427 0.438 0.473 0.373 0.285 0.247 0.610 0.513 0.619 0.610 
 

MLL -22.959 -22.733 -22.389 -25.898 -27.490 -27.661 -17.173 -19.488 -17.034 -17.335 
 

            
Air temp. (

o
C) -10 -5 0 5 10 15 

    
1 

OT-1 
2R  0.254 0.264 0.269 0.260 0.255 0.250 

    
0.268 

MLL 631.398 633.517 634.679 632.079 630.903 629.847 
    

634.636 

SC-1 
           

2R  0.213 0.223 0.217 0.214 0.216 0.217 
    

0.214 

MLL -209.047 -208.379 -209.577 -208.867 -208.742 -209.875 
    

-209.86 

            SC-2 
           

2R  0.647 0.646 0.648 0.645 0.646 0.646 
    

0.646 

MLL 1934.979 1934.900 1935.799 1935.371 1938.066 1938.970 
    

1934.955 

            SC-3 
           

2R  0.592 0.587 0.583 0.583 0.588 0.581 
    

0.582 

MLL 4824.229 4822.327 4820.036 4821.849 4828.744 4828.461 
    

4819.257 

SC-4 
           

2R  0.061 0.062 0.060 0.057 0.057 0.058 
    

0.065 

MLL 233.117 232.789 231.749 231.424 231.031 231.146 
    

233.490 

            Best values have a green background. 
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Table 6. Significant covariates for different pipe groups 

Temperature data  Air + water Air only 

Temperature covariate Symbol CV-3 CV-4 CV-3 CV-4 OT-1 SC-1 SC-2 SC-3 SC-4 

Mean water   
iaµ  

iaµ  - - - - - - - 

Mean air  
iaµ  n/s, 

2R  n/s, 
2R  n/s, n/s LR, 

2R  LR, 
2R  LR, 

2R  LR, 
2R  LR, 

2R  LR, 
2R  

Maximum water decrease −
iwT  n/s, 

2R  n/s, n/s - - - - - - - 

Maximum water increase +
iwT  LR, 

2R  n/s, n/s - - - - - - - 

Maximum air decrease −
iaT  n/s, n/s n/s, 

2R  n/s, n/s n/s, n/s n/s, n/s LR, 
2R  LR, n/s LR, n/s n/s, n/s 

Maximum air increase  +
iaT  n/s, 

2R  n/s, 
2R  n/s, n/s n/s, n/s n/s, n/s LR, n/s LR, 

2R  LR, 
2R  n/s, n/s 

Water intensity decrease 
−

iTŵ  LR, 
2R  n/s, 

2R  - - - - - - - 

Water intensity increase 
+

iTŵ  LR, 
2R  F - - - - - - - 

Air intensity decrease 
−

iTâ  n/s, n/s LR, 
2R  n/s, n/s n/s, 

2R  n/s, 
2R  n/s, n/s n/s, 

2R  n/s, 
2R  n/s, n/s 

Air intensity increase 
+

iTâ  n/s, 
2R  n/s, 

2R  LR, 
2R  LR, 

2R  LR, 
2R  n/s, n/s n/s, 

2R  n/s, 
2R  n/s, n/s 

Water freezing index  
iwDD  LR, 

2R  LR, 
2R  - - - - - - - 

Air freezing index  iaDD  LR, 
2R  LR, 

2R  LR, 
2R  LR, 

2R  LR, 
2R  n/s, n/s n/s, n/s n/s, n/s n/s, n/s 

Extreme water  
iwCDD  iwDD  iwDD  - - - - - - - 

Extreme air 
iaCDD  iaDD  iaDD  iaDD  iaDD  iaDD  iaDD  iaDD  iaDD  iaDD  

Norm-extreme water 
iCDDŵ  LR, 

2R  F - - - - - - - 

Norm-extreme air 
iCDDâ  LR, 

2R  n/s, n/s n/s, n/s n/s, n/s 
iaDD  iaDD  iaDD  iaDD  iaDD  

No of exhaustive trials  8192 2048 128 128 64 64 64 64 64 

No of significant covariates (w/o const.) 7, 11 3, 8 2, 2 3, 4 3, 4 3, 2 3, 4 3, 4 1,1 

Adjusted 
2R  (for LR significant covars.) 0.53 0.33 0.37 0.26 0.25 0.22 0.64 0.57 0.03 

Adjusted 
2R  (maximum obtained) 0.65 0.52 0.37 0.28 0.25 0.22 0.64 0.58 0.03 

Ageing coefficient (ψ)     
0.0033, 
0.0033 

0.00044, 
0.00061 

0.00294, 
0.00283 

0.00264, 
0.00253 

0.024, 
0.024 

1. n/s: insignificant covariate; -: covariate not applicable since only air temperatures are available; F: covariates as group found insignificant; shaded cells: covariate found to be 
linearly dependent on covariate indicated. 

2. Pairs in parenthesis (LR,
2R ), (LR, n/s) or (n/s, 

2R ) if covariate is significant as per LR test or 
2R  measure, respectively; significance determined at the 95% confidence 

level. 

3. Pairs of ageing coefficients corresponding to significant covariates identified as per the LR test or 
2R  measure, respectively. 

iwµ
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