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Abstract: Aggregation-induced emission (AIE) is a phenomenon 
where non-luminescent compounds in solution become strongly 
luminescent in aggregate and solid phase. It provides a fertile 
ground for luminescent applications that has rapidly developed in the 
last 15 years. In this review we centre on the contributions of theory 
and computations to understanding the molecular mechanism 
behind it. Starting from initial models, such as restriction of 
intramolecular rotations (RIR), and the calculation of non-radiative 
rates with Fermi's Golden Rule (FGR), we centre on studies of the 
global excited-state potential energy surface that have provided the 
basis for the restricted access to a conical intersection (RACI) model. 
In this model, which has been shown to apply for a diverse group of 
AIEgens, the lack of fluorescence in solution comes from 
radiationless decay at a CI in solution that is hindered in the 
aggregate state. We also highlight how intermolecular interactions 
modulate the photophysics in the aggregate phase, in terms of 
fluorescence quantum yield and emission colour. 

1. Introduction 

Highly emissive materials based on organic π-conjugated 
molecules find applications in display technologies, optical 
communication, data storage, biological sensing, and solid-state 
lasing (see Ref. [1] and references therein). Design of new 
materials with improved properties is an important goal that 
encounters substantial difficulties. Most applications are 
implemented in the condensed phase (solution, film or solid 
state), but the luminescent properties of the materials are often 
significantly different from the photophysics of their components 
at a molecular level. The differences can also be difficult to 
predict, posing additional difficulties for the design. 
One frequent drawback is a significant reduction of the emissive 
response associated with the formation of aggregates in the 
condensed phase. Aggregation quenching results from the 
formation of ππ and charge transfer (CT) aggregates promoting 
deactivation through non-radiative pathways competing with 
radiative emission.[2] The opposite phenomenon, where 
compounds that are not or only weakly emissive in solution 
become fluorescent in the aggregate phase, provides a route for 
the design of luminescent materials. It is usually referred to as 
aggregation-induced emission (AIE), a term that was coined in 

2001 by Tang et al. to describe the enhancement of emission 
observed for 1-methyl-1,2,3,4,5-pentaphenylsilole in 
concentrated solution.[3–6] The quest for chromophores exhibiting 
AIE (AIEgens) has become a very active field of research in the 
last 15 years.[4–10] 
In this rapidly expanding field, theory and computations have 
aimed at identifying the mechanism(s) and molecular features 
behind AIE to provide design principles for more efficient 
emitters. The key quantity is the fluorescence yield Ff, which is 
related by Equation 1 to the radiative and non-radiative rates, kr 
and knr: 

     (1) 
Radiative processes include fluorescence (kF) and 
phosphorescence (kPh), and non-radiative processes internal 
conversion (IC) and intersystem crossing (ISC) to S0 (Equations 
2 and 3, respectively): 

    (2) 
    (3) 

 
Figure 1. Radiative (r) and non-radiative (nr) processes in a typical PES. Only 
few vibrational states are shown for illustrative purposes.  

These processes are illustrated with a typical PES in Figure 1. 
Enhanced emission can be due to restriction of non-radiative 
mechanisms and/or an increase of the radiative emission 
probability,[1,11,12] and theoretical studies have evaluated different 
mechanisms for each case. As we explain briefly in the next 
section, one of the most widely used approaches in the field is 
based on calculation of non-radiative rates using Fermi's golden 
rule (FGR). This approach to AIE has been revised recently,[10,13] 
and in this focus review we center on alternative approaches 
that consider the global potential energy surface (PES), and in 
particular the role of conical intersections (CI), discussing also 
the differences and complementarities between the two 
approaches. In the final section we discuss the importance of 
intermolecular interactions, focusing on the difference between 
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steric and electronic aggregation effects and how they have 
been considered theoretically. 

2. Intramolecular restriction models and FGR 
based calculations 

2.1 intramolecular restriction models 

The initial explanation of AIE was based on the assumption that 
non-radiative mechanisms are restricted in the aggregate phase, 
and the idea that the lack of emission in solution may be due to 
transfer of the electronic excitation energy to low-frequency 
intramolecular rotational modes.[14] These modes have a high 
density of vibrational states, which may make them ideal 
'acceptors' of the excitation. In the aggregate phase these 
motions are hindered and the electronic to vibrational energy 
conversion may not be possible anymore, causing the molecules 
to emit. This mechanism is termed restriction of intramolecular 
rotations (RIR) and is consistent with the fact that many 
molecules showing AIE have a similar structure: a cyclic 'core' 
unit acting as chromophore (eg silole, dibenzofulvene, etc), and 
a relatively large number of phenyl substituents attached to the 
core.[5] The low-frequency modes responsible for accepting the 
energy are the rotations of the phenyl substituents. The model 
has been later extended to account for the fact that other low-
frequency modes may also be responsible for energy dissipation, 
leading to the restriction of intramolecular motions (RIM) 
mechanism.[15] The RIR and RIM models have been used 
successfully for the design of numerous AIE emitters but as we 
discuss below, they cannot explain, for instance, some results 
where structurally similar compounds show different luminescent 
properties. 

2.2 The FGR based approach. 

From the computational side, the RIR and RIM mechanisms 
have been supported by Fermi Golden Rule (FGR) calculations 
under the harmonic approximation.[10–13,16–27] Different levels of 
approximations have been used to evaluate the radiative and 
non-radiative constants, kr and knr.[10–13,16–21,24–27] The simplest 
model is based on the displaced harmonic approximation, where 
the PES of the excited state is obtained as a rigid displacement 
of the ground state PES.[22,28] In AIEgens dominated by the RIM 
mechanism, the reorganization energies of the modes with 
larger contributions to the internal conversion rate, kIC, are 
hampered in the aggregated state due to the steric restrictions. 
In this context, the evaluation of the Huang-Rhys factors, Sj, and 
the reorganization energies, li, have become very popular for 
the semi-quantitative interpretation of AIE.[10,12,21–23,25,26,29–34] 
The most sophisticated approaches include the consideration of 
the mixing between the excited and ground state vibrations 
using Duschinsky rotation matrices and the path integral 
framework.[11,23,35] These approaches have been implemented in 
a code called MOMAP.[11] Transition dipole moments, non-
adiabatic couplings and spin-orbit couplings are required for the 
evaluation of kr and knr constants. The details of the formalism 

and the complete mathematical developments can be found in 
references [11] and [18]. These calculations have reproduced 
temperature effects[23,27] on the non-radiative rates as well as 
isotope effects[36] in the solid phase. A comparison of the 
reorganization energies with the cross-sections obtained from 
resonance Raman spectroscopy[27] has provided further 
experimental support for this model, which has been extended to 
include the effect of exciton coupling.[24] 
From the point of view of computational cost, FGR rate 
calculations require the calculation of the harmonic frequencies 
in the ground and the excited states, oscillator strengths and 
nonadiabatic couplings. The evaluation of the integrals is not 
particularly expensive since it is based on analytical equations. 
The main computational cost is associated with the electronic 
structure calculation, and the most usual methods are discussed 
in Section 3.2 below. 

3. PES and the restricted access to a CI (RACI) 
model 

3.1. Overview of the RACI model. 

A different view of AIE is obtained when the global potential 
energy surface (PES) is considered.[2,37] Figure 1 illustrates the 
issues that go beyond the assumptions of FGR theory. While 
FGR provides insight into the coupling between the states in the 
neighborhood of the equilibrium geometries, relaxation in the 
excited state often involves the interaction between several 
states and can take the molecule far away from equilibrium. 
Low-frequency modes driving the photochemistry can be highly 
anharmonic, and non-adiabatic couplings in the equilibrium 
region do not necessarily correlate with the deactivation modes 
driving the photophysics or photochemistry. 
The restricted access to a conical intersection (RACI) model[38] is 
based on the analysis of the PES topology and considers the 
important role of conical intersections (CI)[39–42] as funnels of 
electronic excitations. CI are regions of the PES where the 
ground and excited states are degenerate and the probability of 
non-radiative internal conversion is maximal. Although they are 
frequently encountered far away from the Franck-Condon (FC) 
region (the ground-state equilibrium structure), as shown in 
Figure 1, they can be energetically accessible, in which case 
they become responsible for the rapid radiationless deactivation. 
In the RACI model, a CI is responsible for the decay in solution. 
However, in the aggregate phase the energy of the CI increases 
due to steric restrictions, blocking non-radiative deactivation 
pathways and enhancing the emissive response. The model 
provides information on the main non-radiative deactivation 
pathways connecting the FC region with the CI, and it does not 
carry any initial assumptions of the shape of the PES. As shown 
in Figure 2, the RACI model has been used to explain AIE in 
different kinds of systems including conjugated organic 
molecules,[1,38,43–47] boranes,[48] and excited-state proton transfer 
(ESIPT) molecules.[49,50] A similar picture is provided by excited-
state dynamics calculations with trajectory surface hopping 
(TSH),[51] that directly simulate the decay to the ground state. 
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This approach has been applied to simulate the decay of 
diphenyldibenzofulvene (DPDBF)[52] and tetraphenylethylenes 

(TPE).[44,53]

 
Figure 2. Overview of molecules discussed in Section 3. AIEgens following the RACI model are labelled with an asterisk. The molecular models correspond to the 
CI structures responsible for radiationless decay in solution. 

3.2 Methodological considerations 

The study of excited-state PES poses some challenges that 
make the choice of the method an important point. In principle, 
one possibility is to use multireference methods[54] such as 
CASSCF, which accounts for static correlation effects and is 
suitable to treat the energy degeneracy between the ground and 
excited states encountered at a CI. However these methods 
have some limitations, namely the high computational cost and 
the need to define a set of active space orbitals. Choosing the 
active space is a problem because it should ideally cover all p 
orbitals of the molecule, but this is not practical for most 
AIEgens. In addition, multireference methods do not include 
dynamic correlation energy, although it can be complemented 
with CASPT2 or similar approches to account for the latter effect. 
Under these circumstances, a convenient alternative to explore 
the PES is provided by time-dependent density functional theory 
(TD-DFT),[55] which is more efficient computationally and allows 
for the treatment of large systems. TD-DFT has also been used 

as electronic structure method in most FGR-based studies. It 
includes dynamic correlation energy and often gives good 
account of the absorption and emission energies. However, the 
functional must be chosen with care, since some of the most 
usual functionals, like B3LYP, suffer from the so-called self-
interaction error, which leads to the appearance of spurious CT 
states.[56] This error can be avoided using long-range correlated 
functionals like CAM-B3LYP. The location of CI with TD-DFT 
can also be problematic because they have highly distorted 
structures where the ground-state acquires multi-reference 
character, which can cause TD-DFT to fail. Spin-flip (SF) TD-
DFT,[57] where an 'auxiliary' triplet state is used as the reference 
wave function, has been introduced to avoid this problem, but 
this method can also have problems due to undesired spin 
contamination. 
For the inclusion of environmental effects, these methods can be 
combined with a quantum mechanical/molecular mechanics 
(QM/MM) approach to include the crystal environment, or 
polarizable continuum methods to include bulk solvent effects. 
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While a detailed discussion of the methods used in the papers 
covered by this review is out of our scope, we will refer to the 
most relevant issues in the single cases, and we refer the reader 
to the original papers for more detailed discussions. 

3.3 Double bond torsion - DPDBF, styrene and stilbene 
derivatives 

The first molecule where the role of CI in solution and aggregate 
phases was investigated is the prototypical AIEgen DPDBF 
(Figure 2).[58] An early TSH study using time-dependent Kohn-
Sham and density functional tight binding predicted a life time of 
1.4 ps in solution.[52] The lifetime increases by more than one 
order of magnitude in a locked derivative, and the major 
contributions to the electronic non-adiabatic transition in DPDBF 
come from bond stretches in the DBF ring and ring rotation 
around the exocyclic double bond. The role of a CI in the decay 
was confirmed by MS-CASPT2//CASSCF calculations of the 
PES in solution and in the crystal (Figure 3).[43] Excited state 
relaxation in solution takes place mainly along two coordinates, 
CC stretch of the exocyclic double bond and torsion around it. 
The excited-state minimum, S1-Minac, has a significant twist 
angle of 59°, and an extended CI seam[59] can be found further 
along the CC stretch and torsional coordinates. The minimum 
energy CI, (S1/S0)-CIac, which has a twist angle of 90°, has an 
energy of 2.84 eV, lower than the excitation of 3.54 eV. 
Therefore, decay to the ground state is possible, explaining the 
lack of fluorescence in solution. The picture is consistent with 
that of parent fulvene,[60] showing that the fulvene unit plays the 
main role in the photophysics. In the crystal, rotation around the 
exocyclic double bond is hindered, and relaxation on S1 leads to 
a minimum with a torsion angle of 6°, S1-Mincrys. To reach the CI, 
the central bond has to stretch to 1.71 Å, and the energy 
increases to 4.83 eV, making the CI not accessible 
energetically.[61] This explains the appearance of fluorescence in 
the aggregate phase. 
 

 
Figure 3. Calculated mechanisms for the photophysics of DPDBF (a) in 
acetonitrile and (b) in the solid phase (crystal). Structural parameters: C-C 
distance of the exocyclic double bond and bond torsion angle. Straight blue 
and red arrows: excitation and emission. Curled blue arrow: vibrational 
relaxation and internal conversion. Energies in eV. Adapted from Ref. [43] with 
permission from The Royal Society of Chemistry. 

The role of the phenyl substituents in the RACI model is different 
from that postulated in the FGR or RIM approaches. They do not 
act as 'energy acceptors' that facilitate decay to the ground state 
but are responsible for the fact that rotation around the double 
bond is hindered in the crystal. Therefore, it can be anticipated 
that dibenzofulvene without the phenyl substituents will not be 
fluorescent in solution and will not show AIE, since rotation 
around the exocyclic double bond will not be restricted in the 
aggregate phase. The diphenyl substituents are also important 
to avoid stacked arrangements in the aggregate phase that 
would lead to quenching. 
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Figure 4. Schematic representation of the RACI mechanism in BIM, including 
relative energies in eV. Adapted with permission from Ref. [47]. Copyright 2016 
American Chemical Society. 

Another AIEgen with a similar mechanism is 4-diethylamino-2-
benzylidene malonic acid dimethyl ester (BIM), which contains a 
styrene unit (Figure 2).[62] Calculations combining TD-DFT, 
CASSCF and CASPT2 show that the molecule in methanol 
solution relaxes, initially, to an excited-state minimum with FC-
like structure, S1-EM.[47] However, along the torsion coordinate of 
the styrene double bond there is a further S1 minimum, S1-CT, 
and a CI, S1/S0-CIb, at 90° and 120° twist, respectively, where 
the excited state is a CT state from the benzene to the diester 
moiety (Figure 4). These structures are lower in energy than the 
FC-like S1 minimum and the barrier to access them is very small, 
which suggests that the small fluorescence quantum yield in 
solution is due to decay through the twisted CI. The solvent 
polarity also plays an important role in the deactivation, since the 
CT state energy is lowered in methanol compared to the ground 
state. In the crystal, the rigid environment precludes the twist, 
and the molecule fluoresces from the FC-like minimum. 

 
Figure 5. Left panel: TD-DFT rigid torsional scans (S0, S1 and T1 energies) 
along a terminal double bond for a-DBDCS and b-DBDCS. Top: CASSCF 
frontier HOMO- and LUMO-like orbitals characterizing the electronic structure 
for the CI and FC regions. Right panel: TD-DFT excitation energies calculated 
at the FC geometry in CHCl3. Adapted with permission from Ref. [1]. Copyright 
2017 American Chemical Society. 

The RACI model also explains the different photophysics of a 
series of dicyano-distyrilbenzene (DBDCS) derivatives with two 
different CN substitution patterns (a and b in Figure 2).[1] The 
compounds of the a series have AIE behavior, whereas those 
from the b series are luminescent in solution and in the 
aggregate phase. Qualitative considerations based on the RIR 
and RIM models cannot explain this difference. However, TD-
DFT and CASSCF calculations show that they are due to the 
energetic accessibility of a CI found along the torsion coordinate 
around one of the terminal double bonds. The energy profile 
around this coordinate is shown in Figure 5 for one member of 
each series where R=BuO and R'=H (Figure 2). The CI is found 
at a torsional angle of 90°. For the non-luminescent compounds 
in solution, the vertical excitation energy (2.9 - 3.1 eV) lies above 
that of the estimated energy of the CI (2.8 eV), making the CI 
available for radiationless decay. In contrast for the luminescent 
molecules the vertical excitation energy (2.4 - 2.6 eV) lies below 
the CI energy, making the radiationless decay in solution not 
possible. 
The fact that there are a variety of AIEgens carrying freely 
rotatable double bonds suggests that the RACI model may be 
quite general. For instance, it has been proposed that the RACI 
model explains the behavior of AIEgens based on 7,7'-
diazaisoindigo,[34] which has two heterocyclic fragments joined 
by a double bond. However, there are no calculations on this 
system to support the idea. Another molecule that seems 
susceptible of decaying to the ground state via double bond 
rotation is TPE.[63] However, as we discuss in the next section, 
most TPE derivatives follow the RACI mechanism along a 
different coordinate. 

 
Figure 6. Interannular CC distance (upper panel) and electronic state potential 
energies (lower panel, S0/S1/S2/S3 shown in magenta/red/blue/green) as a 
function of time for a representative trajectory undergoing photocyclization. 
The actual (running) electronic state is shown in black. All the energies are 
relative to the initial (0 fs) energy. Initial (0 fs) and final (close to the CI) 
molecular structures are shown. Trajectories computed at the PBE0/def2-SVP 
level. Adapted from Ref. [53] with permission from the PCCP Owner Socities. 
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3.4 TPE and its derivatives - Photocyclization vs double 
bond torsion 

TPE is another prototypical AIEgen (Figure 2),[63] and many 
derivatives have found AIE-related applications.[5] In spite of its 
similarity with the molecules from the previous section, parent 
TPE follows a different decay mechanism associated to 
formation of an interannular CC bond. This was first shown in a 
TSH study, where 60 trajectories were run for up to 1.5 ps at the 
TD-DFT level. The majority of trajectories (75%) decay to the 
ground state through photocyclization, ie formation of a CC bond 
between adjacent phenyl rings. In a typical trajectory, decay to 
the ground state occurs at a CI with a CC distance of 2.0 Å 
(Figure 6). Only 5% trajectories decay to the ground state via the 
double bond rotation mechanism. The cyclization mechanism 
requires a considerable displacement of the phenyl groups and 
is blocked in the aggregate phase. The theoretical prediction of 
cyclization has been recently confirmed by ultrafast transient 
absorption spectroscopy[64] where the cyclized intermediate is 
observed approximately 20 ps after excitation. It has a lifetime of 
159 s and could be isolated as a phenanthrene derivative after 
oxidation, confirming the photocyclization mechanism. 

 
Figure 7. OM2/MRCI-computed LIIC paths connecting the FC points and the 
S1/S0 CI related to the cyclization and photoisomerization of TPE-4mM (upper 
panel) and TPE-4oM (lower panel). Adapted with permission from Ref. [44], 
https://pubs.acs.org/doi/10.1021/acs.jpca.7b00197. Copyright 2017 American 
Chemical Society (ACS). Further permissions related to this material should 
be related to the ACS. 

A similar AIE behavior is followed by a tetramethylated 
derivative carrying the methyl groups in meta position, TPE-
4mM. This is shown by gas-phase calculations combining the 
semiempirical OM2/MRCI level with CASSCF and CASPT2. 
Four CI have been located for this molecule, two along the 
cycloaddition and two along the double bond torsion route. The 
CI for cycloaddition, CIcyc, are connected to the FC geometry by 
a barrierless path at the OM2/MRCI level (Figure 7, left panel). 
Consistent with this, 88% out of 558 TSH calculations run during 
1 ps decay to the ground state through CIcyc. The OM2/MRCI 
energy picture is confirmed by CASPT2, and the computations 
are consistent with the ultrafast spectroscopic study of Ref. [64], 
where TPE-4mM has a similar dynamics to TPE. In contrast, 
TPE-4oM, which has four methyl groups in ortho position, is 
strongly fluorescent in solution. Calculations indicate that this 
happens because of sizeable barriers (0.3 - 0.4 eV) to access 
the CI (Figure 7, lower panel), and no decay to the ground state 
is observed for 568 TSH trajectories run for 1 ps. This is also 
consistent with the spectroscopic study,[64] where the time 
constant determined for TPE-4oM cyclization and decay to the 
ground state is 4.07 ns, much longer than the simulation time 
scale. 
Another TPE-based AIEgen which has been suggested to follow 
the RACI model is 5-(4-(1,2,2,triphenylvinyl)-phenyl)thiophene-2-
carbaldehyde (P4TA)[65] (Figure 2), where a CI along the 
cyclization coordinate has been also located at the TD-DFT 
level.[32] FGR calculations are consistent with this picture and 
suggest that the deactivation is promoted by the twisting 
vibration of the phenyl rings, which brings the rings together. 

 
Figure 8. TD-B3LYP excited-state steepest descent paths from the Z and E 
FC points of TPE-2OMe. The horizontal and vertical axes correspond to the p 
twist angle and the relative energy, respectively. Reprinted with permission 
from Ref. [66]. Copyright 2018 American Chemical Society. 

The behavior of TPE-2OMe and TPE-2F,[66] which have methoxy 
or fluoro substituents on two phenyl groups lying on opposite 
sides of the central double bond (Figure 2), is different from the 
TPE derivatives discussed up to now. Experiments show that 
these AIEgens undergo photochemical E-Z isomerization, and 
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TD-B3LYP calculations show that the excited-state steepest 
decay path from the FC structure leads to S1 minima with nearly 
perpendicular configuration (90° twist around the central double 
bond) and an S1-S0 gap of only 0.5 eV, suggesting that there is a 
CI nearby (Figure 8). Thus, these molecules seem to follow the 
RACI model associated to double bond torsion. Overall, the 
results for the TPE derivatives suggests that this group of 
compounds can, in principle, decay to S0 in solution along the 
photocyclization and double bond torsion coordinates. The 
preference for one or the other decay mechanism or the 
appearance of fluorescence in solution depends on the barriers 
found along the different paths, which in turn will depend on 
steric and electronic characteristics of the substituents. 

3.5 Ring puckering - dimethyl tetraphenylsilole (DMTPS), 
9,10-bis-(N,N-dimethylamino)anthracene (BDAA), 
cyclooctatetraene (COT) acenimides and p-extended 
coumarins. 

 
Figure 9. Summary of the proposed decay paths of DMTPS (a) in solution and 
(b) in the crystal. Adapted from Ref. [38] with permission from the Royal Society 
of Chemistry. 

Phenyl substituted siloles are the first group of compounds 
where AIE was identified.[3,28,67] The PES obtained for the 
representative DMTPS molecule (Figure 2) from combined TD-
DFT, CASSCF and CASPT2 calculations (Figure 9) shows that it 
also follows the RACI model.[38] Excited-state relaxation in 
solution leads to a FC-like S1 minimum at 3.1 eV where the silole 
ring keeps a nearly planar structure. The PES has a CI at 3.0 eV 
which is separated by a barrier with an estimated energy of 3.54 
eV, smaller than the vertical excitation energy of 3.72 eV. The CI 
is characterized by ring puckering and a flapping motion of the 
phenyl substituents. Mechanistically, the arrangement of the four 
C atoms is similar to that found for one of the CI of cis-
butadiene.[68] The energetically accessible CI explains the lack of 
fluorescence in solution. In the crystal radiationless decay is 
disfavored becase the volume-requiring coordinate is hindered 
and an energy of 4.91 eV is required to reach the CI. 
Another AIEgen that follows the RACI model along a ring 
puckering coordinate is BDAA (Figure 2).[45] TD-B3LYP 
calculations show that there is a CI on the PES responsible for 

the lack of fluorescence in solution. It has a relative energy of 
3.84 eV at the CASSCF level, lower than the vertical excitation 
of 4.32 eV. The CI is characterized by a boat like conformation 
of the central anthracene ring, with the two bulky amino 
substituents coming out of the plane (Figure 2). It has a quinoid 
biradical character in the central ring and is reminiscent of 
Dewar benzene, similar to one of the structures found in the CI 
seam of benzene, of C2v-symmetry.[69] Although the 
photophysics in the crystal has not been studied, it is postulated 
that the large displacements required to reach the CI will not be 
feasible in the crystal phase, which explains the appearance of 
luminescence. 
 

 
Figure 10. Schematic representation of the mechanisms governing AIE in 
DNCOT (left panel) and emission in solution in DACOT (right panel). 
Reproduced with permission from Ref. [46], 
https://pubs.acs.org/doi/10.1021/acs.jpca.5b07682. Copyright 2015 American 
Chemical Society (ACS). Further permissions related to this material should 
be related to the ACS. 

The role of CIs involving a ring puckering coordinate also seems 
to be important in the radiationless decay of three similar 
acenimides with different luminescent behavior. These are three 
conjugated systems consisting of a COT core and diphenylene-, 
dinaphthalene- and dianthraceneimide wings (DPCOT, DNCOT 
and DACOT, see Figure 2).[70,71] Their PES has been studied 
with SF-TD-DFT calculations combined with the Global Reaction 
Route mapping (GRRM)[72,73] strategy.[46] DNCOT has AIE 
behavior and is V-shaped in the ground-state because of the 
boat-like COT structure (Figure 10, left panel), with the wings 
attached to the two raised sides of the cycle. The vertical 
excitation energy is 3.10 eV, and relaxation on S1 leads to a 
planar minimum at 2.15 eV. On the PES there is a CI with a 
pseudo-tub-shaped COT conformation, with the 
naphthaleneimide wings attached on the sides, which has an 
energy of 2.75 eV. This CI is energetically accessible in solution 
and has large steric requirements that make it not accessible in 
the aggregate phase, consistent with the RACI model. As for the 
other derivatives, the results suggest that DPCOT is not 
fluorescent in aggregate phase because it can decay through a 
different CI which involves a volume-conserving coordinate, an 
out-of-plane bending of two CH bonds on the COT ring. In 
contrast, DACOT is fluorescent in solution because the CI found 
for that molecule is too high in energy (Figure 10, right panel). 
Overall, the mechanism proposed for these aceneimides is in 
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good agreement with experiment, but it should be noted that the 
calculations have some limitations inherent to the SF-TD-DFT 
approach. Some of the structures show significant spin 
contamination due to spurious singlet-triplet mixing, and 
calculations at a higher level of theory are necessary to confirm 
the mechanistic picture. 

 
Figure 11. Energy diagram for a p-extended coumarin condensation 
compound with DBU. The energy of the molecule at the FC structure is 
defined as zero reference energy. Reprinted from Ref. [74] with permission from 
John Wiley and Sons. 

Similar ideas are useful to understand the behavior of a series of 
p-extended coumarins, derivatives of 3H-chromeno[3,4-
c]pyridine-4,5-diones (Figure 2).[75] The compounds originating 
from condensation with 1,8-diazabicyclo[5.4.0]undec-7-ene 
(DBU), which have saturated six- and seven-membered rings 
attached to the pyridone ring, show AIE behaviour. TD-DFT 
calculations on a representative derivative in CH2Cl2 (Figure 11) 
show that the lack of fluorescence in solution is due to internal 
conversion at a distorted structure where the central pyridone 
ring is puckered and the S1-S0 energy gap is about 0.5 eV in the 
gas phase and 0.3 eV in solution This structure is separated 

from the FC region by a barrier of approximately 0.2 eV, and we 
would speculate that there is a CI in its vicinity responsible for 
the decay. Similar to BIM, the solvent reduces the S1-S0 gap and 
favors internal conversion because the S1 state has a partial CT 
from the pyridinone to the chromene. Calculations on dimers 
embedded in the crystal show that the packing reduces the 
possibility of deformation of the seven-membered ring and 
hinders radiationless decay. In contrast, the compounds derived 
from DBN, which have a five-membered instead of a six-
membered ring attached to the pyridone, are luminescent in 
solution because formation of the distorted S1 minimum is not 
possible due to the restriction imposed by the more rigid, smaller 
ring.  

3.6 ESIPT compounds - Hydroxyphenylimidazopyridine 
(HPIP) and 2'-hydroxychalcones (HC) 

ESIPT compounds form a broad group of AIEgens where the 
absorbing and emitting species are different due to the 
occurrence of fast ESIPT before emission.[5] In contrast to the 
AIEgens discussed previously, which do not undergo 
aggregation quenching because they have bulky substituents 
that prevent stacking, ESIPT AIEgens are often planar. The 
quenching is prevented because the excitation localizes 
spontaneously on the molecule that undergoes ESIPT, which 
usually has a lower excitation energy than the surrounding 
molecules. In this way, the formation of non-emissive 
delocalized states is avoided. 

 
Figure 12. Schematic potential energy surface for AIE behavior of the keto 
form of HPIP (orange and magenta arrows). The blue arrow represents 
fluorescence from the enol form observed in ethanol. Reproduced with 
permission from Ref. [50]. Copyright 2012 American Chemical Society. 

HPIP (Figure 2) has raised great interest because of its unusual 
solid-state photophysics that has been reviewed recently.[76] The 
luminescence of HPIP crystals comes from the keto form, which 
is formed after ESIPT from the enol ground state. HPIP is the 
first AIEgen where the involvement of a CI was invoked to 
explain the lack of fluorescence in solution, combining TD-DFT 
and CASSCF calculations (Figure 12).[50] After excitation of the 
enol ground state, the molecule relaxes on S1 and yields the 
keto form. Importantly, torsion around the central bond in the 
keto form leads to a CI between the excited and the ground 
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state, as shown by CASSCF calculations, which is reminiscent 
of similar CIs found for other ESIPT compounds.[77,78] The CI is 
separated from the minimum by a small barrier, and this 
explains the radiationless decay and the lack of fluorescence 
observed in the ground state. In the crystal, the torsion is 
blocked, and the molecule emits. 
Another ESIPT AIEgen where a CI lies behind the lack of 
fluorescence in solution is a 2'-hydroxychalcone derivative (HC1, 
Figure 2).[49,79] The PES for this molecule has been studied 
recently together with the effect of electrostatic interactions on 
the non-radiative rate in the solid phase. The results are 
presented in Section 4.2 in the context of intermolecular effects. 

 
Figure 13. Scheme of B18H20(NC5H5)2 photophysics based on 
CASPT2//CASSCF computations. Reprinted from Ref. [48] with permission from 
John Wiley and Sons. 

3.7 Bond stretch - B18H20(NC5H5)2 cluster 

Boranes and carboranes are another group of AIEgens, and the 
role of a CI in the radiationless decay has been recently 
demonstrated for the B18H20(NC5H5)2 cluster,[48] which is 
composed of two conjoined boron hydride subclusters bearing 
two pyridine susbtituents. The AIE behavior is explained with the 
global PES calculated at the CASPT2//CASSCF level (Figure 
13). At this level of theory, the calculated vertical excitation is 
3.10 eV. Relaxation on S1 can lead to two minima, one where 
the orientation of the pyridine groups is similar to that in the 
ground state minimum and another one where the rings are 
twisted. In addition, a CI can be found at 3.13 eV, almost 
isoenergetic with the vertical excitation energy. It is 
characterized by a rotation and flapping motion of the pyridine 
rings which induces significant stretch of two B-B bonds from 
1.848 and 1.973 Å at the FC structure to 2.194 Å and 2.492 Å. 
The radiationless decay in solution is enhanced at the 
energetically accessible CI, leading to weak emission. 
Radiationless decay is accelerated in strongly polar solvents like 
DMF or DMSO, where no emission at all is visible, because the 
excited state at the CI has a pronounced CT character from one 
of the pyridine rings to one of the semidissociated boron atoms, 
and the CI energy is lowered through stabilization of the excited 
state by the polar solvent. The large distortion required to 
access the CI is blocked in the solid state, and this explains the 
appearance of AIE. 

3.8 The RACI and FGR models - Differences and 
complementarities 

The RACI and FGR models have different but complementary 
underlying assumptions. In FGR, knr is determined by two 
components, corresponding to the coupling of the nuclear and 
electronic wave functions through the vibrations. For the nuclear 
part, the FGR approach usually relies on the harmonic 
approximation, where nuclear changes induced by the excitation 
are described in terms of displacements along vibrational modes 
described with a harmonic potential. This is a suitable approach 
when the geometry changes induced by the excitation are small, 
and for vibrations that have only a small effect on the energy, 
such as phenyl group rotations frequently encountered in 
AIEgens. Further modifications of the theory including 
anharmonic PES can help extend the application of these 
methods. However FGR is not suitable to treat large nuclear 
distortions such as the ones that lead to a CI, which involve 
highly anharmonic potentials and large changes in the electronic 
coupling, and it cannot predict knr reliably. In these cases, a 
better description is provided by the RACI model, which is 
focused on the PES and the electronic coupling at the CI. When 
a CI is involved, predictions of the excited state life times in 
solution require dynamics calculations using TSH or similar 
approaches. In the aggregate phase the situation is different 
because the harmonic approximation often is valid thanks to the 
steric restrictions imposed by the environment. In this case FGR 
can provide good estimates of the life times, as proved by its 
success in describing AIEgen properties in the solid state.[10,13] 
Therefore, the two approaches are complementary: the RACI 
model is useful to determine the modes that are responsible for 
radiationless decay in solution, since the short excited-state life 
times are often associated to decay at CI, and the FGR 
approach is useful for a quantitative treatment of life times in the 
aggregate phase. 

4. Effect of intermolecular interactions and the 
environment  

Another important issue is the role of electronic intermolecular 
interactions. The initial research on AIEgens focused on siloles 
and propeller-shaped compounds where the effect of exciton 
formation is minimal.[8,16,22,25,26,33,80] Consequently, it has been 
assumed that in the mechanism of AIE the environment acts as 
a perturbation to the excited states of a central molecule. Most 
simulations of AIEgens follow this idea and use QM/MM 
methods where only one molecule is included in the QM region. 
Consequently only the steric effects associated with the short-
range Coulombic interactions with the MM regions are 
considered and quantum terms such as electron exchange and 
intermolecular charge transfer are not taken into account. 
However, specific interactions, long-range electrostatics and 
exciton effects can affect the energetics of the excited states 
and their transition probabilities. In fact, some authors have 
claimed that the term AIE should be reserved to cases involving 
intermolecular electronic interactions, whereas the cases 
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involving steric confinement should be classified as solid-state 
enhanced emission.[1] In any case, the significant role of the 
environment can be illustrated with several examples in the solid 
state, where small changes of the electronic structure by 
substitution, or changes in the relative orientation of neighboring 
molecules such as in polymorphic crystals lead to distinctive 
emissive properties from aggregation quenching to AIE.[1,49,81,82] 
A better understanding of the interplay between intermolecular 
and intramolecular forces, as well as electronic vs steric effects, 
is essential to understand AIE in depth. 

4.1. H vs J aggregation  

In condensed phase both kr and knr are modulated by the 
environment. In order to reduce knr, non-radiative pathways 
should be hampered. Some common strategies to achieve this 
involve increasing optical gaps and the rigidification of the 
molecules and environments.[1] In terms of the intermolecular 
factors, kr can be enhanced by increasing the prevalence of J-
aggregates, efficient Herzberg-Teller coupling and dense unit 
cells. Dense packing and monolithic crystals can also help 
decrease knr. 

The relative orientation of the chromophores is important to 
understand the effect of excitonic coupling on the photophysics 
of aggregates.[83,84] According to the Kasha exciton model, 
stabilization of J dimers with head-to-tail alignments of the 
transition dipole moments (µ) shifts absorption to the red while 
the oscillator strengths of S1 is twice in comparison with the 
isolated molecules (Figure 14).[85] This is in contrast with the H-
dimers (side-to-side arrangements of µ) where the absorption is 
blue-shifted and emission is forbidden. The energy splitting due 
to aggregate formation depends on exciton couplings (JAB). 
Nevertheless, these models are based on strong approximations 
that can break down in molecular crystals and concentrated 
solutions, where Coulombic interactions amongst all molecular 
units should be accounted for.[1] Additionally, Ff does not only 
depend on kr but also on the competition with the non-radiative 
pathways knr.[86] As a result, H-aggregates can show significant 
emission in the condensed phase.[1,87] A recent review by 
Hestand and Spano describes recent developments of the 
Kasha model including the effect of CT states and vibronic 
couplings.[88]

 

 
Figure 14. Illustration of the orientation of transition dipole moments (µ) for J- and H- aggregates. For the H-aggregates emission is forbidden (oscillator strength, 
f = 0), while for J-aggregates the transition dipole moment is twice the value of the molecule (2f). On the right, p-stack and herringbone configurations in dimers of 
planar aromatic molecules are illustrated.

Gierschner et al. have thoroughly investigated the effect of 
substitution in all-trans para-distyrylbenzene (DSB) crystals.[1],[89] 
DSB can be crystallized into two polymorphic forms: plate-like 
and needle-like structures.[86] Both forms contain H-type 
aggregates in herringbone arrangements and show significant 
quantum yields (65% and 78% respectively). Using a 
combination of experiments and modelling, the authors have 
systematically analyzed two series of DSB crystals (a and b, 
Figure 15) showing enhanced luminescence in the solid state. 
Most of these crystals contain H aggregates and are stabilized 
by p-stack interactions. Both features are normally associated 
with a decrease of kr and aggregation quenching, but the 
crystals still show enhanced emission. The reason for this is 
associated with the restriction of non-radiative mechanisms in 

the densely packed environment that forces planarization of the 
molecules (see also Section 3.3). Consequently, the knr values 
for all these crystals are significantly smaller than in solution. 
Within the FGR-RIM scheme, Shuai et al. have considered the 
effect of including exciton couplings on the calculation of knr.[24] 
Based on the investigation of typical AIEgens with relatively 
small couplings (0.2 < | JAB | < 27.1 meV), the authors concluded 
that the exciton couplings have a minor effect on the knr values. 
However, regardless of the prevalence of H or J aggregation, 
the value of the knr always increased with the value of the 
coupling. Taking into account that the couplings depend on the 
overlap between the molecules, crystals with low packing 
densities should help avoid exciton effects. Nonetheless, 
compact crystals help restrict intermolecular rotations, force 
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planarity (which increases kr) and avoid alternative non-radiative 
pathways. The balance between these competing factors will 
determine whether a crystal will enhance or quench 
fluorescence in the solid state.  
Polymorph-dependent luminescence has been studied for 6-CN-
HPIP, a molecule that undergoes ESIPT. This HPIP derivative 
(Figure 2) has three polymorphs that fluoresce with different 
colors.[90] The color of the emission is the result of different 
factors. First, the main effect comes from the molecules that are 
directly stacked with the emitter rather than from the overall 
surroundings. Second, the shifts in the emission energies come 
from the fact that the emitter is the keto form of 6-CN-HPIP 
surrounded by enol molecules with opposite dipole moment. 
Third, the energy shifts are very sensitive to environment; face-
to-face and side-to-side interactions induce, preferentially, 
bathochromic and hypsochromic shifts, respectively.[82] Overall, 
these studies show that the emission color is very sensitive to 
environment, making it difficult to predict. 

 
Figure 15. Quantum efficiencies and features of the crystal structures for 
series a and b of DSB derivatives investigated in Ref. [1]. Relevant features of 
the crystal structure including dominant arrangements (HB: herringbone and p-
stack) and the dominant couplings are specified (H vs J couplings). Adapted 
with permission from Ref [1]. Copyright 2017 American Chemical Society. 

4.2 Effect of electrostatic interactions  

Short and long-range electrostatic interactions can also affect 
the balance between radiative and non-radiative mechanisms. 
One example is the case of 2’-hydrochalcone derivatives (Figure 
16).[49,91] There are two non-radiative competing processes that 

involve intramolecular rotation in the enol (E) and keto (K) 
forms.[49] Both mechanisms take the molecules to the ground 
state through CI which are accessible in vacuum. Non-adiabatic 
dynamics simulations have shown that the relative population of 
these reaction channels is controlled by the substituent with a 
splitting of 48.52 (E:K) for HC1 vs 80:20 for HC5. The bias 
toward the proton transfer mechanism found for HC5 is related 
to the significant stabilization of the keto form. In the solid state, 
while HC1 shows significant J aggregation featuring herringbone 
dimers, HC5 shows mainly H aggregation with p-stack dimers 
(Figure 16). However, aggregates of HC5 have significant 
oscillator strengths and the aggregation quenching of HC5 
cannot be explained only considering radiative pathways. 
Because the distortion is restricted in the crystal, the 
deactivation through the enol channel is hampered in both cases, 
however the keto channel is only restricted for HC1.[92] The 
accessibility of non-radiative mechanisms in the crystal 
environment explains the quenching of fluorescence in HC5, 
which is driven by electrostatic interactions that help stabilize the 
CI in the solid state. 
Interestingly, in the context of the FGR-RIM model, Ma et al 
found that electrostatic interactions enhanced the rate constants 
for the T1-S0 radiative decay in crystals of bicarboxylic acids, but 
they can also decrease the radiative decay.[93] In another recent 
investigation, Presti et al. considered the reasons behind AIE in 
crystals of 2,7-diphenylfluorenone.[94] In contrast with the 
previous interpretation of the emission mechanism based on the 
formation of excimers, the authors found that the enhancement 
of the fluorescence was associated with the electrostatic 
interactions with the central molecule increasing the radiative 
decay rate. 

 
Figure 16. Arrangements of dimers in molecular crystals of HC1 and HC5. 
Adapted with permission from Ref. [92]. Copyright 2017 American Chemical 
Society.  

4.3 Effect of amorphization  

Moving from the crystalline to the amorphous phase also has an 
effect on the emissive response.[26,95] In a recent investigation 
using the FGR-RIM model, embedded and exposed molecules 
in amorphous nanoparticles of HPS with different sizes were 
considered (Figure 17).[26] The average reorganization energies 
(l) of embedded molecules are size independent and similar to 
those of the crystal, while for the exposed molecules the values 
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are closer to those obtained for the isolated molecule in the gas 
phase. The quantum efficiencies of embedded molecules do not 
depend on the size of the particles and have Ff > 92.7% similar 
to the value for the crystal (Ff = 97.9%.). In contrast, the 
exposed models have very small efficiencies with values in the 
range of 0 – 6.43%. 

 
Figure 17. Nanoparticle models with the HPS molecule embedded or exposed 
to the solvent. Adapted from Ref. [26] with permission from the Royal Society of 
Chemistry. 

4.4 Alternative mechanisms   

An alternative to exciton formation between aggregates is 
intermolecular CT, which has been postulated to be responsible 
for the appearance of luminescence in a supramolecular 
hydrogel based on 1,3,5-benzene trisamide (BTA) (Figure 18).[96] 
TD-DFT calculations with the B3LYP functional indicate that the 
excited-state energy (S1) decreases gradually going from the 
monomer (3.8 eV) to the dimer, trimer and tetramer (3.3, 2.7 and 
2.5 eV, respectively), which is consistent with the red shift 
observed experimentally when the degree of aggregation 
increases. The S1 state is postulated to have a strong CT from 
the peripheral groups to the benzene cores and low oscillator 
strength. It would be desirable to confirm these results with a 
long-range correlated functional (see section 3.2), since the 
B3LYP functional is known to underestimate the energy of CT 
states. 

 
Figure 18. HOMO (blue/white) and LUMO (red/green) orbitals for the 
monomer and tetramers of BTA. Energies of singlet and triplet excited state 
with the number of molecules in the aggregates. Reproduced from Ref. [96] with 
permission from the Royal Society of Chemistry. 

A different mechanism from those discussed until now, namely 
changes in intramolecular through-space coupling upon 
aggregation, has been proposed to be behind the 
'unconventional' visible-light luminescence in molecules with 
peripheral phenyl groups.[97,98] Combining experimental 
techniques and (TD-)DFT calculations, the authors suggested 
that the AIE of these compounds is due to the formation of 
intramolecular[97,98] and intermolecular[98] through-space dimers 
(Figure 19). The interpretation was based either on the analysis 
of the reorganization energies or the geometries of S1. Overall, 
these calculations support the picture that intramolecular 
through-space coupling leads to the red shift observed upon 
aggregation, but more sophisticated calculations are required to 
provide a mechanistic interpretation of these processes. 

 
Figure 19.  Scheme of the two processes proposed to explain luminescence 
in phenyl-ring molecular rotors. Reproduced with permission from Ref. [98]. 
Copyright 2017 American Chemical Society. 

5. Conclusions and Perspectives 

AIE is a very fertile ground for the design of luminescent 
materials, and it has reached an impressive range of 
technological applications in areas such as bioimaging, 
detection, visualization techniques and OLEDs. Today's 
research in the field aims at expanding these applications and 
developing more efficient AIEgens. Theory has played an 
important role in our understanding uncovering the molecular 
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mechanisms behind the photophysics in solution and in the 
aggregate phases - FGR is a powerful approach for the 
quantitative treatment of luminescence in the aggregate state, 
whereas the study of PES and the RACI model have discovered 
the reasons behind the lack of fluorescence in solution for 
several representative AIEgens. It is clear that the RACI model 
will not be applicable to all AIEgens because the lack of 
fluorescence in solution may also be due, for example, to 
classical internal conversion as described by the FGR approach. 
Other mechanisms such as restriction of long-range energy 
transfer in the aggregate phase may also play a role. Still, the 
number and variety of current exemples suggest that the RACI 
model  must be quite general. The fact that most CIs described 
up to now for AIEgens are related to previously known CI of 
other molecules should also be useful to rationalize the 
photophysics of other AIEgens. 
In spite of this success, there are still challenging questions for 
theory and computations. At the molecular level, this includes 
phenomena such as clusteroluminescence[99] or luminescence 
from non-conventional chromophores[100–102] which are not well 
understood yet. In this context, ultrafast spectroscopy is another 
tool that can also provide important contributions to the 
molecular-level understanding of AIE. The recent study on TPE 
derivatives[64] is an example of how, together with theory, it can 
help understand the fundamental behavior. If this type of studies 
are extended to other AIEgens one can expect that similar 
synergies will appear as those that have led to a thorough 
understanding of the photophysics of the DNA components, to 
put a successful example.[103] Reaching such a detailed level of 
understanding should be one of the main goals of fundamental 
AIE research today. 
Another issue where our understanding has to be improved 
concerns the role of intermolecular interactions and the 
environment in aggregate and solid phases. The examples 
described above illustrate that they modulate the radiative and 
non-radiative mechanisms and the color of emission. However, 
this depends on many factors. Depending on the crystal 
structure, localized or delocalized exciton states will prevail. In 
addition, pp interactions can lead to quenching but also to 
enhanced luminescence. Electrostatic interactions can modulate 
the CI energy, determining whether radiationless decay in the 
aggregate phase is favored or not. Overall, the final effect in 
terms of Ff and emission color depends on multiple factors and 
is challenging to predict. Therefore, advances on this subject will 
require the use of computational methods that are sufficiently 
accurate to treat the interactions. Another possibility to treat 
intermolecular interactions in crystals is to use periodic DFT, 
which to our knowledge has not been applied yet to study AIE. 
For instance, a recent development by Saita et al. describes a 
method to explore ISC pathways using DFT periodic boundary 
conditions considering gradient projection and single-component 
artificial-force-induced reaction algorithms.[104] This and similar 
developments shall open up new alternatives for the study of  
AIE in the solid state.  
A further issue that deserves more attention from theory is 
amorphous aggregates. While there are several examples in 
crystalline environments, the calculation of the photophysics of 

amorphous aggregates, eg for nanoparticles formed in poor 
solvents, has been addressed less frequently. The QM/MM 
study of Ref. [26] is a promising step in this direction, which will 
provide new understanding on the way that aggregation 
modulates the color of fluorescence or a phenomenon such as 
morphochromism. 
A final challenge for theory is to model the photophysics of 
AIEgens in their application media. For instance, modelling of 
AIEgenic biological probes embedded in their biological 
environments should be possible using similar QM/MM 
techniques to those used for the study of crystals or aggregated 
nanoparticles. This will increase the impact of theory on the 
design of new applications. 
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