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Abstract
The banking sector has seen major changes with advances in technology. Electronic financial transactions are gradually 
taking over traditional banking services in terms of transferring funds, utility payments, insurance premium, mortgages and 
even stock trading. Despite the widespread popularity of smartphones and the advantages of mobile banking, the adoption 
rates of the mobile apps have been very low all over the world. Our study explored the consumer acceptance of mobile apps 
in the United Arab Emirates (UAE) by using a structured online questionnaire that was designed using standard variables 
from the Technology Acceptance Model. Principal component analysis was used to identify and score these factors for the 
subsequent categorical regression analysis. Consumers were assigned numerical categories depending on their level of usage 
of the app, and the CATREG nonlinear technique was used to determine the significance of technology acceptance factors. 
The results show that almost two-thirds of the sample were currently using Mobile Banking apps, and they predominantly 
belonged to the 30–40 age-group. Perceived usefulness and available information were identified as the main factors influ-
encing acceptance and level of usage of mobile banking apps. This study makes a significant contribution to the existing 
literature by identifying consumers according to their level of usage and adopting the categorical regression model, which 
has not been attempted earlier. The results provide important insights for banking professionals in the UAE, in terms of 
marketing initiatives, information technology and customer service.

Keywords  Mobile banking · Technology acceptance model · Principal component analysis · Categorical regression · 
United Arab Emirates

Introduction

Since the mid-1990s, there has been a fundamental shift 
in banking delivery platforms in favor of using self-service 
channels as banking systems have gradually moved toward 
electronic/internet banking services (Suoranta and Mattila 
2004; Laforet and Li 2005; Laukkanen 2007; Sripalawat 
et al. 2011). Electronic banking could be defined as a portal 
through which customers access various financial services 
remotely using devices such as computers, tablets or smart-
phones (Riquelme and Rios 2010). The phenomenal growth 

in smart mobile phones has created innovative services like 
payments, banking transactions, portfolio management, etc.

Mobile banking is gradually taking over all traditional 
banking transactions due to the inherent independence of 
time/place and the overall convenience. Mobile banking was 
first introduced in the early 2000s through short messaging 
services and wireless access protocol (Dasgupta et al. 2011). 
In their simplest form, mobile banking applications enabled 
users to receive information on their account balances via 
text messages. Over the years, banks have sought new strate-
gies to facilitate information sharing and transactions where 
banking business has been linked through mobile devices to 
all banking services from anywhere, at any time (Ensor et al. 
2012). With the advent of the Wireless Application Protocol 
and Java-enabled smartphones using General Packet Radio 
Service (GPRS) support, a wider variety of banking ser-
vices such as fund transfers between accounts, stock trading 
and direct utility payments became possible (Pousttchi and 
Schurig 2004).
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The digital landscape of the United Arab Emirates (UAE) 
has been transformed in the last decade through conducive 
infrastructure and policies by the government. UAE has now 
grown into the most digital-friendly country in the Middle 
East, with an impressive 99% of the population being active 
internet users, according to the UAE Internet and Mobile 
Statistics (January 2020). The last couple of years have seen 
an increased focus on digital services in the UAE, with a 
phenomenal increase in smartphone usage. The massive 
upswing in the adoption of mobile internet has been attrib-
uted to the availability of advanced facilities at low price 
plans. A majority of users (53%) in the UAE were found to 
connect to the internet using smartphones, reaching 18.38 
million mobile connections in January 2020.

UAE is striving to become a cashless economy. With the 
adoption of technological advancements, consumers and 
businesses follow a contactless payment approach that is 
considered a convenient, fast and cost-saving mode of trans-
action. In a bid to promote a cashless society through various 
smart government initiatives, the Central Bank of UAE sup-
ported the launch of Emirates Digital Wallet that is expected 
to revolutionize the payments landscape drastically. With 
e-commerce and online transactions on the rise, mobile pay-
ment and digital wallet services such as Apple Pay, Google 
Pay, Samsung Pay have gained consumer confidence making 
it the payment method of choice. Industry reports projected 
the mobile wallet to exceed US $2.3 billion in 2022 in the 
UAE (TechSci Research Report 2018). In this scenario, it is 
imperative to understand the consumer mindset on the usage 
of mobile banking applications, which would provide valu-
able foresight and recommendation for the banking sector 
and Fintech service companies in the UAE.

In this study, we seek to understand mobile banking usage 
by examining factors that influence customers’ intentions to 
use mobile banking among users in the United Arab Emir-
ates (UAE). The study contributes to the literature since 
there has been only one study on mobile banking adoption in 
the UAE (Aboelmaged and Gebba 2013), which focused on 
a sample of students of a particular educational institution in 
Dubai. The limitations on the methodology and the sampling 
techniques used in the previous study have been considered 
in the present research to increase the explanatory power of 
the model. More importantly, this study identified the users 
in terms of the types of transactions they performed through 
the mobile app. The adoption of mobile banking technology 
was studied according to the level of usage using the cate-
gorical regression model. This is a significant contribution to 
the existing literature, where the factors affecting the usage 
have been based on a broad distinction between users and 
non-users. This study provides important indicators for the 
providers of mobile banking applications to understand the 
various antecedents which would help them frame competi-
tive marketing strategies to attract and successfully deliver 

mobile services. The present research work is focused on 
determining factors that affect the level of usage of mobile 
banking applications to provide insightful recommendations 
to the service providers to gain a competitive advantage in 
the market.

The paper is structured as follows. The relevant mobile 
banking literature is reviewed in "Literature review and 
hypothesis development" section, which also leads to 
development of the hypotheses to be tested in the research. 
"Research methodology" section outlines the research meth-
odology, and the results are discussed in "Results" section. 
Finally, the paper concludes with a summary of results and 
recommendations.

Literature review and hypothesis 
development

There is abundant existing literature on online banking that 
has explored the adoption and usage of financial activities 
through bank websites where internet banking has been 
researched, mainly in terms of the substantial cost savings 
by banks (Sathye 1999; Robinson 2000; Giglio 2002; Kar-
jaluoto et al. 2003). From the customer point of view, the 
research in past decades focused mainly on difficulties in 
adopting a new service (Mols et al. 1999);lack of customer 
satisfaction without face-to-face interaction (Mattila et al. 
2003); security aspects (Sathye 1999; Hamlet and Strube 
2000; Howcroft et al. 2002) to name a few. However, there 
has been a drastic change in the focus of research as online 
and mobile platforms have proven to be very easy and safe 
to use, with people quickly adapting to the technological 
advancements due to the convenience offered.

One of the most utilized models in studying informa-
tion system acceptance is the technology acceptance model 
(TAM) (Mathieson 1991; Gefen and Straub 2000; Al-
Gahtani 2001) where the behavior of customers and their 
adoption are determined by perceived usefulness and per-
ceived ease of use. TAM is based on the Theory of Rea-
soned Action (TRA) (Fishbein and Ajzen 1975; Ajzen and 
Fishbein 1980), which is concerned with the determinants 
of consciously intended behaviors. The development of TRA 
started in the 1950s, and the model has been used exten-
sively to predict and explain consumer behavior across a 
wide variety of domains. According to TRA, consumers are 
rational and would use computers and/or smartphones for 
their banking services only if they feel that there could be 
positive benefits associated with using them. Therefore, the 
underlying premise of TRA is that individuals make deci-
sions rationally and systematically on the basis of the infor-
mation available to them (Ajzen 1991).

TAM goes a step further and tries to explain usage inten-
tions and acceptance behavior of customers. The usage of 
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online or mobile banking requires an understanding of user 
acceptance in terms of the perceived usefulness and per-
ceived ease of use. In previous studies, these two factors 
have emerged as crucial in influencing the adoption and 
indicating the success of mobile banking (Dasgupta et al. 
2011; Riquelme and Rios 2010; Koenig-Lewis et al. 2010; 
Amin et al. 2008; Sripalawat et al. 2011). Davis (1989) 
defined perceived usefulness as “the degree to which a per-
son believes that using a particular system would enhance 
his or her job performance”. Perceived usefulness affects 
a person’s attitude toward using the system, which implies 
that e-business applications such as mobile banking would 
improve performance and efficiency and, in turn, would 
positively impact the attitude toward the application. Many 
existing studies have shown that perceived usefulness 
directly and significantly influences behavioral intention to 
use a particular technological system (Chen and Ching 2002; 
Heijden et al. 2003; Guriting and Ndubisi 2006; Khalifa and 
Shen 2008; Liao et al. 2007; Lin and Chang 2011; Lai and 
Yang 2009; Luarn and Lin 2005; Nysveen et al. 2005; Wei 
et al. 2009). Perceived ease of use is “the degree to which 
a person believes that using a particular system would be 
free of effort” (Davis 1989). The existing studies suggest 
that ease of use is a significant attribute of e-business appli-
cations since users are concerned with the effort required 
to use that application and the complexity of the process 
involved. Perceived ease of browsing, identifying informa-
tion and performing transactions should, therefore, lead to 
usage and adoption of the new technology (Chen et al. 2002; 
Curran and Meuter 2005; Kleijnen et al. 2004; Nysveen et al. 
2005; Porter and Donthu 2006; Heijden et al. 2003). Exist-
ing research also suggests that ease of use of technology has 
a direct, positive influence on the expected benefits from 
the technology (Gefen and Straub 2000; McCloskey 2006; 
McKechnie et al. 2006; Moon and Kim 2001; Morosan and 
Jeong 2008). Therefore, we hypothesize:

H1  Perceived ease and usefulness have a positive effect on 
usage of mobile banking apps.

A broad stream of research has been dedicated to the 
importance of security and privacy to the acceptance of 
online and mobile banking (Roboff and Charles 1998; 
Sathye 1999; Hamlet and Strube 2000; Tan and Teo 2000; 
Polatoglu and Ekin 2001; Black et al. 2002; Giglio 2002; 
Howcroft et al. 2002). Many of the studies concluded that 
privacy and security were significant obstacles to the adop-
tion of online and mobile banking (Sathye 1999; Roboff 
and Charles 1998; Cranor et al. 1999; Howcroft et al. 2002; 
Laforet and Li 2005) since consumers were unsure of the 
safety of their transactions and had little confidence in the 
technology. Consumers were also found unwilling to provide 
their private information, especially banking details, over the 

internet (Hoffman and Novak 1998). Hence, perceived risk 
was a major negative factor affecting the usage of online and 
mobile banking (Lee et al. 2003; Cruz et al. 2010). There-
fore, we hypothesize.

H2  Security and privacy have a positive effect on usage of 
mobile banking apps.

Another aspect that has a direct impact on the usage 
and acceptance of technology is the amount of information 
available to customers about mobile banking. According to 
Sathye (1999), low awareness would be the factor that would 
hamper the use of any technology-based service, especially 
in situations where consumers are unsure or unaware of 
the possibilities, advantages/disadvantages involved with 
acceptance of the technology. Suoranta and Mattila (2004) 
and Laforet and Li (2005) identified that awareness levels 
of mobile banking consumers were strongly influenced by 
the mass media and interpersonal word-of-mouth. Interest-
ingly, Zhou (2011) drew up a causality chain indicating that 
information quality is the main factor affecting initial trust, 
which in turn, affects perceived usefulness, and both factors 
predict the usage intention of mobile banking. Therefore, 
we hypothesize:

H3  The amount of information a consumer has about mobile 
banking apps that have a positive effect on their usage.

Quality of internet connection is also another important 
aspect that emerged from the existing literature (Sathye 
1999). Yang (2009) concluded that satisfactory connec-
tion and speed of transactions encouraged the use of mobile 
banking apps. A structural modeling approach was used by 
Ketkar et al. (2012), who found that consumers considered 
telecom reach and wireless connectivity as crucial drivers 
determining the level of usage of mobile banking. Therefore, 
we hypothesize,

H4  The quality of the Internet connection has a positive 
effect on the level of usage of mobile banking apps by 
consumers.

Several other factors that have been studied in the past 
literature in the context of developed as well as emerging 
markets. Karjaluoto et al. (2019a, b) studied the case of 
Finland, a leader in digital banking where self congruence 
and product novelty were identified as key factors driving 
perceived value of mobile banking apps, which further led to 
overall satisfaction and commitment. Consumer intentions to 
adopt mobile banking services in Pakistan were studied by 
Glavee-Geo et al. (2017) where gender differences emerged 
as a significant factor in explaining adoption intentions. 
Some of the recent studies have looked into various forms of 
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remote payments where issues of security and trust emerged 
as major concerns (Khalilzadeh et al. 2017; Karjaluoto et al. 
2019a). Thusi and Maduku studied factors like social influ-
ence, hedonic motivation and habit to understand consumer 
usage of mobile banking apps in South Africa.

Research methodology

A structured online questionnaire was developed that 
included questions related to demographic characteristics, 
the technological background of the respondent, usage of 
mobile banking and possible factors affecting acceptance 
of mobile banking in line with the hypotheses outlined 
above. In order to ensure the content validity of the ques-
tionnaire used to assess each of the hypotheses developed, 
all questions were adapted from previous studies to fit the 
mobile banking adoption context in the UAE.

The two-part questionnaire captured the demographic 
and contextual characteristics of the respondents. The first 
part was used to collect basic information about respond-
ents’ gender, age, smart phone experience and usage 
of mobile banking app. The second part included five-
point Likert scales, ranging from “strongly disagree” to 
“strongly agree”, used to operationalize the hypotheses 
that were developed following TAM-based studies, as has 
been elaborated in the earlier sections. The questionnaire 
was tested with a focus group consisting of professionals 
from various industries in the UAE.

Our first step was to analyse interrelationships among 
all the variables used in our hypotheses and to represent 
each hypothesis with a smaller number of implicit vari-
ables, called ‘factors’. Factor analysis is based on a cor-
relation table and is most commonly used to determine the 
underlying factors responsible for correlations in the data. 
If there are ‘k’ questions, the responses will form the ‘k’ 
independent variables, and factor analysis is used to iden-
tify the underlying ‘m’ factors where m ≤ k, and ‘m’ is as 
small as possible. Principal Component Analysis (PCA) is 
the predominant extraction method based on factor analy-
sis for reducing dimensionality in a multivariate equation.

The contemporary statistical thought of dimension reduc-
tion began with Fisher (1922) which provided the statistical 
justification for reduction of data by highlighting that “a 
quantity of data... is to be replaced by relatively few quanti-
ties which shall adequately represent... the relevant informa-
tion contained in the original data”. Fisher (1922) laid the 
foundation for the factor analysis procedures, based on the 
validation that the number of independent variables is usu-
ally greater than the number of facts sought. The inclusion 
of all the inter-related variables into the regression equation 
would result in severe problems of multicollinearity. This 
provides the statistical justification for dimension reduction 

that needs to be employed where applicable and has been 
widely adopted in research for parameter estimation. Our 
study followed the same rigor as we calculated the load-
ings of each factor by the principal component method. The 
central idea of the analysis was to reduce the dimensionality 
of a data set that consists of a large number of inter-related 
variables by transforming to a new set of uncorrelated vari-
ables, using PCA for dimension reduction.

We first conducted the Kaiser–Meyer–Olkin (KMO) 
Test, which is a measure of suitability of the data for Fac-
tor Analysis, by taking partial correlations for each vari-
able in the model and the complete model. The adequacy 
of sampling is tested through KMO (Kaiser 1970) wherein 
the test measures sampling adequacy for each variable in 
the model and for the complete model. The KMO measure 
of sampling adequacy is given by the formula:

where Rij is the correlation matrix, and Uij is the partial 
covariance matrix. KMO value varies from 0 to 1. Factor 
analysis would be appropriate when variables share com-
mon factors, resulting in high values of KMO. Therefore, 
an average KMO value greater than 0.6 is considered as a 
good indication for undertaking factor analysis on the data-
set (Cerny and Kaiser 1977).

Next, Bartlett’s test of sphericity tests whether the 
observed correlation matrix is significantly different from 
the identity matrix or not. The test confirms if we can 
summarize the variables with a fewer number of factors 
using the null hypothesis that the variables are orthogo-
nal. Bartlett’s test, therefore, indicates the acceptable level 
of partial correlation, thereby justifying that the factors 
extracted would be meaningful. After conducting factor 
analysis, a reliability test has to be used to measure the 
internal consistency of the set of items within a group. The 
Chronbach Alpha is used for this purpose to calculate the 
average inter-correlation among the items and if defined as:

where k refers to the number of scale items; c refers to the 
average of all covariances between items, and v refers to 
the average variance of each item (Cronbach 1951). When 
the scale items are independent of one another and share no 
covariance, then α = 0 and approaches 1 as the shared covari-
ances become higher. Therefore, the higher the α coefficient, 
the variables measure a similar underlying concept, such that 
alpha value of greater than 0.7 is considered acceptable for 
the factors to be reliable for factor analysis.

The components were determined by the loadings, 
which calculate how much a factor explained the underly-
ing variable, such that high loadings (positive or negative) 

KMOj =
∑

R2
ij

/

R2
ij
+

∑

U2
ij

� = k × c∕[v + (k−1) x c ]



181Exploring usage of mobile banking apps in the UAE: a categorical regression analysis﻿	

indicate that the factor strongly influences the variable. 
The first factor explains the maximum variance and suc-
cessive components explain progressively smaller por-
tions of the variance and are uncorrelated. Communality 
shows the proportion of the variance of each variable that 
is explained by the factors—the closer the communality 
is to 1, the better the variable is explained by the fac-
tors. In the second step, the loadings were rotated using 
the varimax rotation method. Varimax is an orthogonal 
rotation method that minimizes the number of variables 
that have high loadings on each factor and simplifies the 
columns of the loading matrix. Finally, factor scores for 
each respondent were computed, which were then used in 
the subsequent regression analysis.

The dependent variable used in the regression analysis 
was the level of usage of mobile banking by the respond-
ents. The usage was based on whether the app was being 
utilized for bank transfers; making payments; the mobile 
app was linked to their insurance plans, and/or they were 
paying for investments like property mortgages, stock 
markets, other savings-investment solutions through their 
banking app. Accordingly, the users were categorized 
as being basic level, moderate level and high level users 
of the mobile banking app and were assigned numerical 
categories. Therefore, the “usage” variable was assigned 
numerical values where the values were corresponding to 
an ordinal scale, and this was used as an ordinal categori-
cal dependent variable and was used in the categorical 
regression. The usage was categorized as follows:

1 Basic level usage Making bank transfers
2 Moderate level usage Making payments like utility bills, credit 

cards
3 High level usage App linked to insurance plans
4 Advanced level usage Mortgages, stocks, other investment solu-

tions

Categorical regression (Meulman 2003) quantifies cat-
egorical data by assigning numerical values to the catego-
ries, resulting in an optimal regression equation for the 
transformed variables. Categorical variables serve to sepa-
rate groups of cases, and the technique estimates separate 
sets of parameters for each group. CATREG is a technique 
where nonlinearity is based on independent variables mod-
ification from numeric to categorical. The model permits 
a set of modifications to rank them to a dependent vari-
able category. The CATREG command in SPSS extends 
the standard approach by simultaneously scaling nominal, 
ordinal and numerical variables in both the dependent and 
the independent categories. So, we would use the general 
functional form as

Usagei = f
(

constant, Predictor Variablesj, Factor Variablesk, error term
)

where ‘i’ = 1, 2, 3, 4 according to the level of usage specified 
above. ‘j’ = demographic characteristics like age, gender, 
income. ‘k’ = factors that would be identified by the princi-
pal component analysis.

The CATREG model fits the classical linear regression 
model with nonlinear transformations of the variables, writ-
ten as

The CATREG algorithm minimizes the least squares loss 
function derived from the above equation, where j is the 
number of predictor variables, �j are the regression coeffi-
cients, αr (y) is the transformation for the response variable 
y, αj (xj) is the transformations for predictor variables xj, and 
e is the error vector.

With the numerical scaling level, a variable is treated as 
quantitative, and a linear transformation is applied. With 
the non-numerical scaling levels, the variables are treated as 
qualitative, and the optimal scaling process turns them into 
quantitative variables. The ordinal scaling level retains the 
grouping and ordering information and result in a monotonic 
transformation in the form of a step function. The categori-
cal regression with optimal scaling technique has been used 
widely in the literature for consumer studies in various sec-
tors (Černá and Poulová 2012; Hussain et al. 2006; Nabare-
seh and Osakwe 2014; Xu, Capretz and Ho 2010).

Results

Descriptive statistics

The sample in the research study involved a selection of indi-
viduals representing the general demographic characteristics 
of the UAE. However, not everyone qualified as a respond-
ent based on demographic requirements as the research was 
based on the usage of mobile banking application which 
required usage and awareness of basic smart phone applica-
tions. A purposive non-random sampling method was used 
to select respondents who were contacted through email. The 
questionnaire was distributed to a convenient target sample 
of 400 individuals in the UAE who comprised individuals 
who were potential users of the mobile banking applications. 
Out of the 400 surveyed sample, completed responses were 
received from 280 individuals, within which 65 responses 
were rejected due to incomplete feedback, missing data and 
mistakes in recording. Finally, 215 responses were taken as 
our valid sample set.

Table 1 shows the demographic characteristics of the 
sample, which formed the first part of the questionnaire. 

�r (y) =
∑J

j=1
�j�j

(

xj
)

+ e
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Of the 215 valid responses, 32.6 percent were not using 
Mobile Banking and therefore did not form a part of the 
sample for further analysis. Among the 145 respondents who 
were using their Mobile Banking app, 52.1 percent were 
males, and 48 percent were females, with ages ranging from 

a minimum of 23 years to a maximum of 55 years, with a 
mean of 36.3 years. The 30–40 years age-group was pre-
dominant, accounting for 41.7 percent and the largest group 
had a monthly income of AED 15,001–20,000. The main 
source of information about mobile banking apps was their 
bank (60.4 percent) and another 33.3 percent started using 
the apps after hearing from their friends (Table 2).

The 70 non-users were probed further, and the prime rea-
son cited by 54.3 percent of the non-users for not adopting 
the mobile banking app was that they were unaware of the 
benefits of using the new technology but intended to use the 
app in future (Table 3). The next most important reason for 
non-users (27.1 percent) was that they tried using the app 
but were not able to understand. Another 14.3 percent of the 
non-users responded that they did not receive adequate infor-
mation from their banks regarding the usage of their mobile 
banking app. These results provide important indications 
and insights for customer service and marketing initiatives 
of the banks.

Majority of respondents (88.3 percent) were using smart-
phones for 1–3 years, and 46.2 percent were using mobile 
banking for 1–2 years, and this has been emphasized in the 
cross-tabulation in Table 4. The predominant bank mobile 
app was from EmiratesNBD, followed by Abu Dhabi Islamic 
Bank and Abu Dhabi Commercial Bank (Table 5). Inter-
estingly, in an earlier study, Abu Dhabi Islamic Bank also 
emerged as the most profitable bank in the UAE during 
the post-crisis period 2009–2015 (Banerjee and Majumdar 
2018).

Factor analysis

The second part of the questionnaire comprised the factors 
that were assumed to affect the usage and adoption of mobile 
banking app. In Table 6, the value for Kaiser–Meyer–Olkin 
(KMO) measure of sampling adequacy (0.774) justified the 
applicability of factor analysis on the sample since our data-
set is within the acceptable range of 0.6 to 1, as has been 
elaborated earlier. Further, Bartlett’s test of sphericity con-
firmed that the observed correlation matrix is significantly 
different (at 99% level of significance) from the identity 
matrix, and the factors extracted would be meaningful, as 
per the analysis in Sect. 3. Results of confirmatory factor 

Table 1   Demographic characteristics

Variable Frequency Percentage

Mobile banking Yes 145 67.4
No 70 32.6

Gender Male 75 52.1
Female 70 47.9

Age 20–30 years 32 22.3
30–40 years 61 41.7
40–50 years 44 30.2
50–60 years 8 5.8

Monthly Income Below AED 10,000 3 2.1
AED 10,001–15,000 39 27.0
AED 15,001–20,000 58 40.3
AED 20,001–25,000 25 17.4
Above AED 25,001 19 13.2

Smart Phone Usage Less than 1 year 2 1.4
1–3 years 128 88.3
4–6 years 12 8.3
7–9 years 2 1.3
More than 10 years 1 0.7

Mobile Banking 
Usage

Less than 1 month 2 1.4
1–6 months 22 15.2
6–12 months 48 33.1
1–2 years 67 46.2
More than 2 years 6 4.1

Table 2   Awareness about mobile banking

Heard about Mobile Banking 
from

Count Percentage

Bank 87 60.4
Friends 48 33.3
Internet 1 0.7
Advertisements 8 5.6

Table 3   Reasons for not using 
mobile banking

Respondents Percentage

I am unaware of the benefits of Mobile Banking 38 54.3
I tried but did not understand 19 27.1
There was no marketing initiatives from my bank regarding 

their Mobile Banking app
10 14.3

I did not see anyone else using it 3 4.3
TOTAL 70 100.0
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analysis in Table 7 present values of initial eigenvalues and 
the rotated sums of factor loadings showing the variances, 
and cumulative variances explained by each construct. 
Results indicated that a priori assumptions were substanti-
ated with a four-factor solution, in terms of the eigenvalues 
being larger than 1, which explained 77% of the variance 
in the data.

Table 8 shows the results of the factor analysis that was 
conducted using principal axis factoring with varimax rota-
tion as an extraction method (Aczel 1999; Hair et al. 1998). 
It can be identified that the 14 data components from the 

original questionnaire were reduced in dimension into four 
uncorrelated independent variables through the rotated com-
ponent matrix. The reliability test for the four factors was 
then undertaken and calculated using Cronbach’s Alpha. 
Table 8 reveals that all the factors had a satisfactory value 
of Cronbach’s alpha, which has been explained in Sect. 3 
earlier. A reliability check on all the 14 items of the scale 
taken together also had an acceptable Cronbach’s alpha 
value of 0.824.

The first factor identified by the rotated component matrix 
consisted of five variables, which would correspond to the 
Perceived Ease and Usefulness (PEU)—this was the most 
important factor that influenced the usage of mobile banking 
app in the UAE and explained 27 percent of the total vari-
ance in usage with a Cronbach reliability score of 0.915. Per-
ceived Ease of Use and Perceived Usefulness have been the 
fundamental elements of all previous technology acceptance 
models which conform to our hypothesis that if a consumer 
believes that the technology will be easy to learn and benefi-
cial for the job, he/she is more likely to use it (Hypothesis 1). 
Our results also indicate that the respondents accorded the 
highest rating for the apps being quicker and more efficient 
than traditional face-to-face banking.

The second factor identified by the factor analysis showed 
a high correlation of four variables that related to the secu-
rity and privacy (SP) of banking transactions and explained 
another 23 percent of the total variance in the data (Hypoth-
esis 2), with safety and confidentiality being given the high-
est importance in this study.

The third factor was the amount of Information (INFO) 
that the customers received about the benefits and relevance 
of mobile banking (Hypothesis 3). The last factor included 
two variables referring to speed and reliability of the Internet 
Connectivity (IC) where the importance of a trustworthy, 
reliable network in mobile banking was highlighted by the 
respondents (Hypothesis 4).

Regression analysis

The categorical regression equation can be specified as 
follows:

Table 4   Cross-tabulation usage 
of smart phone versus mobile 
banking

Usage of smart phones

Usage of mobile banking Less than 1 year 1 to 3 years 4 to 6 years 7 to 9 years  > 10 years TOTAL

Less than 1 month – 1.40% – – – 1.4%
1 to 6 months 0.70% 13.29% 1.40% – – 15.38%
6 to 12 months 0.70% 30.77% 1.40% – – 32.86%
1 to 2 years – 41.26% 3.30% 0.70% 0.70% 45.96%
 > 2 years – 1.40% 2.33% 0.70% – 4.42%
TOTAL 1.40% 88.11% 8.42% 1.40% 0.70% 100.0%

Table 5   Banking preference

Mobile Banking linked to… Frequency

Emirates NBD 61
Abu Dhabi Islamic Bank 28
Abu Dhabi Commercial Bank 26
Mashreq 22
RakBank 19
Dubai Islamic Bank 13
First Gulf Bank 10
HSBC 8
National Bank of Abu Dhabi 7
Standard Chartered 7
Citibank 4
Commercial Bank International 4
Noor Bank 3
Emirates Islamic Bank 2
National Bank of Dubai 1

Table 6   KMO and Bartlett’s test

Kaiser–Meyer–Olkin measure of sampling adequacy .774
Bartlett’s test of sphericity Approx. 

Chi-
square

1430.053

df 91
Sig .000
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where the dependent variable was a categorical ordinal vari-
able for the level of usage of the mobile banking app. The 
factor scores from the Principal Component Analysis were 
taken for the independent variables, namely perceived ease 
and usefulness (PEU); Security and Privacy (SP); Amount 
of Information (INFO) and Internet Connectivity (IC). Three 
moderating variables have been included in the regression, 
namely, gender, age and years of mobile banking usage 
(mBank).

Usagei = f (constant, PEU, SP, INFO, IC, gender, age, mBank, error term)

The dependent variable (Usage) ranged from basic 
level usage to advanced level of banking services. Bank 
transfers were categorized as the basic banking service 
and using the mobile app for making payments like utility 
bills, credit cards, road tolls, school fees, etc., was termed 
as moderate level usage. Customers who had linked their 
mobile apps to their insurance plans and making their pre-
mium payments through the app were termed as high level 
users. Finally, those who had their investment plans, stock 

Table 7   Total variance 
explained

Extraction method: Principal component analysis

Component Initial eigenvalues Rotation sums of squared loadings

Total % of Variance Cumulative % Total % of Variance Cumulative %

1 5.359 38.276 38.276 3.758 26.843 26.843
2 2.356 16.826 55.102 3.256 23.255 50.098
3 1.622 11.589 66.691 2.101 15.009 65.106
4 1.465 10.464 77.155 1.687 12.048 77.155
5 .662 4.728 81.883
6 .599 4.277 86.160
7 .442 3.158 89.318
8 .393 2.804 92.122
9 .322 2.297 94.419
10 .311 2.219 96.638
11 .171 1.225 97.862
12 .153 1.094 98.957
13 .103 .734 99.690
14 .043 .310 100.000

Table 8   Rotated component 
matrix (Rotation converged in 5 
iterations)

Extraction method: Principal component analysis
Rotation method: Varimax with kaiser normalization

Component 1 2 3 4 Cronbach Alpha

App makes banking quick .887 .047 .210  − .010 0.915
App makes banking efficient .869 .042 .232 .001
App is user-friendly .850 .275 .067 .062
App is user-friendly easy to learn .793 .273  − .005 .197
App is easy to navigate .765 .250 .071 .113
It is safe to use the mobile app .178 .922 .038 .045 0.919
My mobile transactions are confidential .099 .897 .037  − .009
I have trust that privacy would be maintained .172 .883 .043 .105
My mobile transactions are legally secure .351 .761  − .011 .273
Receive information of Benefits of Mobile App .070 .041 .878  − .041 0.774
Information is relevant to my needs .138 .003 .827  − .101
Bank provides adequate information .198 .050 .728 .297
Reliable internet connectivity .020 .090  − .010 .885 0.702
Fast internet connectivity .148 .114 .058 .812
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market accounts, mortgage payments on their apps were 
categorized as advanced level users of mobile banking.

1  = Basic Level Usage Making bank transfers
2  = Moderate Level Usage Making payments like utility bills, 

credit cards
3  = High Level Usage App linked to insurance plans
4  = Advanced Level Usage Mortgages, stocks, other investment 

solutions

According to their level of usage, the respondents were 
assigned numerical categories that corresponded to a lin-
ear ordinal scale such that a response of ‘2’ is higher than 
a response of ‘1’, but the difference is not necessarily the 
same as the difference between ‘3’ and ‘2’. This was used as 
an ordinal categorical dependent variable for the regression 
analysis.

Results of the regression analysis presented in Table 9 
reveal that factor 1 (PEU) and factor 3 (INFO) were the most 
influential factors explaining the usage of mobile banking 
apps in the UAE, at 99% level of significance. This result 
confirms our hypotheses 1 and 3 that consumers use mobile 
banking applications for the benefits it provides in com-
parison to other banking delivery channels, and the level of 
adoption (ranging from basic account checks to high level 
stock market activities) depends on how well-informed 
the consumers are regarding the features, benefits and 
procedures of the apps. The level of usage of the banking 

application depends on the extent to which the m-banking 
is free of effort (Davis 1989; Venkatesh and Davis 2000), 
which also confirms that the use of new technology needs 
to be without mental stress and easy to use (Rauniar et al. 
2014). Those who perceive mobile banking as user-friendly 
and effortless would be the ones to utilize the applications 
and upgrade their usage from a basic level to the advanced.

Awareness and access to information had a significant 
positive impact on the adoption of mobile banking. Our 
result is consistent with the findings of Laukkannen and 
Kiviniemi (2010), Huang et al. (2011), Hanafizadeh and 
Khedmatgozar (2012) and Al-Somali et al. (2010). Aware-
ness is considered essential in enhancing the customer’s 
readiness toward the adoption and usage of technology. 
More importantly, our results revealed that the deficiency 
of information was the prime reason for strong inhibition 
toward the adoption, as was found by Qazi et al., 2016. 
Banks need to increase consumer awareness by disseminat-
ing relevant information through mass media or social net-
working sites, especially regarding features such as m-shop-
ping, m-ticketing.

Speed and reliability of internet connectivity (Hypotheses 
4) showed a negative weak significance at 90% level, which 
is in contrast with the expected result. The negative sign 
depicts that although UAE has impressive high-speed inter-
net connectivity, this has not resulted in users graduating 
from basic to advanced banking transactions through their 
mobile apps. Based on our earlier analysis, the negative sign 

Table 9   Regression for categorical data (CATREG)

Dependent variable: Usage
*** and * represent significance at 99% and 90% levels, respectively.

Model summary

Multiple R R Square Adjusted R Square Apparent Prediction Error

.754 .569 .536 .233

ANOVA Sum of Squares df Mean Square F Sig

Regression 52.044 7 7.435 11.116 .000
Residual 88.956 133 .669
Total 141.000 140

Coefficients Standardized Coefficients df F Sig

Beta Bootstrap (1000) Estimate of Std. 
Error

Age .096 .070 1 1.883 .172
mBank .162 .110 1 2.196 .141
Gender .054 .057 1 .924 .338
FAC1 (PEU) .457 .090 1 25.571 .000***
FAC2 (SP)  − .122 .102 1 1.439 .232
FAC3 (INFO) .328 .067 1 24.164 .000***
FAC4 (IC)  − .189 .060 1 9.980 .002**
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of the coefficient would be ascribed to the lack of aware-
ness and absence of adequate information about the various 
m-banking services available to them. The weak signifi-
cance is also in contrast with the studies in other parts of 
the globe where internet speed is a significant frustration. 
Users face buffering time and hang time while undertak-
ing any online banking transaction and therefore showed 
the high significance of regression coefficients for studies 
in many other countries. Download speed and transaction 
speed emerged as major impediments in countries like Tur-
key (Sayar and Wolfe 2007), Bangladesh (Islam et al. 2018) 
and India (Sihare 2017) among others. However, high-speed 
and reliability are commonplace in the UAE and do not hold 
much importance since the government has ensured the fast-
est internet connectivity in the country, as in the case of 
Singapore (Sheshadri and Rani 2014).

The moderating variables (age, gender and duration of 
mobile banking) were statistically insignificant, indicat-
ing that the socio-demographic factors did not influence 
the adoption of mobile banking applications among the 
respondents in the UAE. This result is in contrast with the 
existing studies based on respondents from Asia and Europe 
where gender emerged as a significant predictor of accept-
ance and usage of mobile banking (Riquelme and Rios 2010; 
Venkatesh and Morris 2000), Gefen and Straub 2000). Oth-
ers also found age is a significant explanatory variables as 
elderly people were found to have less interest on techno-
logical innovations (Howcroft et al. 2002; Mattila et al. 
2003; Yang 2005; Porter and Donthu 2006). Interestingly, 
Akman and Mishra (2010) found that duration did not have 
any impact on the level of usage, which included electronic 
services like e-communication, e-shopping, e-banking and 
e-government and was in support of our result.

Results and conclusions

Banking services through mobile devices is an emerging 
service by commercial banks in developing country like the 
UAE. Our study investigates the factors that influence adop-
tion and usage of mobile banking through exploratory factor 
analysis. A categorical regression analysis has been under-
taken to ascertain the impact of these factors on the level of 
usage of the mobile app by customers. The initial Principal 
Component Analysis identified four factors—namely per-
ceived ease and usefulness, information, security and pri-
vacy and connectivity—that might have an impact on the 
acceptance of online banking.

In our sample, 32.6 percent of the respondents were non-
users of mobile banking apps. The non-users revealed that 
the prime reason for not adopting mobile transactions was 
the lack of awareness of the benefits of using the new tech-
nology since they did not receive adequate information from 

their banks. The result provides insights for customer ser-
vice and marketing initiatives that banks need to adopt. The 
regression analysis indicated that socio-demographic factors, 
like age and gender, did not influence the adoption of mobile 
banking applications among the respondents in the UAE. 
Importantly, perceived ease and usefulness (Hypothesis 1) 
and information (Hypothesis 3) were the most influential 
factors explaining the usage and adoption of mobile bank-
ing apps.

The study contributes to electronic banking literature by 
providing insights into the factors that affect online banking 
acceptance in the UAE. Our results offer critical market-
ing strategies for banking professionals, whereby software 
developers and marketing experts should pay attention to 
convince consumers about the benefits and ease of using the 
apps. Adoption of mobile apps depends on the new technol-
ogy being perceived as easy to use, effortless, convenient 
and user-friendly. Marketing initiatives of the banks have to 
be geared toward raising awareness of the apps that would 
enhance the adoption and usage of the technology. In fact, 
Karjaluoto et al. (2019) highlighted that banks’ investments 
in developing mobile apps in Finland resulted in improved 
relationships with customers and increased business. Along 
with introducing new technology, the relevant information 
has to reach consumers to increase awareness to move from 
basic to advanced usage of the apps. Banks need to provide 
continuous communication, updates, guidance and demon-
strations for their clients, especially for the current non-users 
of the technology.

Limitations and scope of further research

This study reflects the perceptions of users of the mobile 
banking app in the UAE, and further research could be 
carried out to check the robustness of the conclusions by 
extending the dataset to the GCC region and other similar 
emerging markets. The focus of the research could also be 
extended to include factors that might prompt post-adop-
tion usage, in terms of future intentions of users to adopt 
advanced application levels. Further, it would add value to 
investigate future adoption intentions of the non-users as 
well.

The present study sought to explore the level of usage of 
mobile banking applications among the active users, which 
justified the use of the categorical regression model. How-
ever, a multivariate technique could be used to focus on the 
factors affecting the adoption of mobile banking through 
structural equation modeling (SEM). SEM has been used 
extensively in the existing literature, along with confirma-
tory factor analysis and path analysis, to test causal relation-
ships between variables.
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One could also conclude that COVID-19 would increase 
the usage of mobile banking due to two factors. Firstly, 
mobile banking would promote the social distancing policy 
and other COVID-19 protocols, enabling people to make 
transactions safely and securely from their homes. Secondly, 
COVID-19 has increased the usage of smartphones around 
the world and is likely to have its positive linkage for mobile 
banking. Fintech companies that have digitally transformed 
themselves during the pandemic with mobile banking 
applications, smart payment options and e-commerce, are 
expected to benefit from this behavioral shift. Therefore, it 
would be an important extension of our study to investigate 
the levels of usage after the present pandemic (Fig 1).
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