
SIAM J. CONTROL OPTIM. c© 2005 Society for Industrial and Applied Mathematics
Vol. 44, No. 5, pp. 1575–1597

EXPONENTIAL STABILIZATION OF LAMINATED BEAMS WITH
STRUCTURAL DAMPING AND BOUNDARY FEEDBACK

CONTROLS∗

JUN-MIN WANG† , GEN-QI XU‡ , AND SIU-PANG YUNG§

Abstract. We study the boundary stabilization of laminated beams with structural damping
which describes the slip occurring at the interface of two-layered objects. By using an invertible
matrix function with an eigenvalue parameter and an asymptotic technique for the first order matrix
differential equation, we find out an explicit asymptotic formula for the matrix fundamental solutions
and then carry out the asymptotic analyses for the eigenpairs. Furthermore, we prove that there
is a sequence of generalized eigenfunctions that forms a Riesz basis in the state Hilbert space, and
hence the spectrum determined growth condition holds. Furthermore, exponential stability of the
closed-loop system can be deduced from the eigenvalue expressions. In particular, the semigroup
generated by the system operator is a C0-group due to the fact that the three asymptotes of the
spectrum are parallel to the imaginary axis.
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1. Introduction. The vibration suppression of the laminated beams due to the
demand for advanced performance has been one of the main research topics in smart
materials and structures. These composite laminates usually have superior structural
properties such as adaptability, and the design of their piezoelectric materials can be
used as both actuators and sensors. The detailed physical background can be found in
[10] and the references therein. In [4], Hansen and Spies derived three mathematical
models for two-layered beams with structural damping due to the interfacial slip. Our
interest in this paper is to study the first model in [4] which is closely related to the
Timoshenko beam theory. The equations for this beam model are⎧⎨⎩mwtt + (G(ψ − wx))x = 0, 0 < x < 1, t ≥ 0,

Im(3stt − ψtt) −G(ψ − wx) − (D(3sx − ψx))x = 0, 0 < x < 1, t ≥ 0,
Imstt + G(ψ − wx) + 4

3γs + 4
3βImst − (Dsx)x = 0, 0 < x < 1, t ≥ 0,

(1.1)

where w(x, t) denotes the transverse displacement, ψ(x, t) represents the rotation
angle and s(x, t) is proportional to the amount of slip along the interface at time t and
longitudinal spatial variable x, respectively, and m > 0 is the density of the beams,
G, Im, D, γ > 0 are the shear stiffness, mass moment of inertia, flexural rigidity,
and adhesive stiffness of the beams together with β > 0 as the adhesive damping
parameter. Moreover,

√
G/m and

√
D/Im are two wave speeds and we always assume
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that they are different in the present paper (see [7]). We refer to [4] for the detailed
derivation of the mathematical model and its physical parameters. It is easy to find
that if the slip s is assumed to be identically zero, then the first two equations of
system (1.1) can be reduced exactly to the Timoshenko beam system. The third
equation in (1.1) describes the dynamics of the slip. For convenience, if we introduce
another variable ξ of the effective rotation angle by

ξ = 3s− ψ,(1.2)

then (1.1) changes to⎧⎨⎩mwtt + (G(3s− ξ − wx))x = 0, 0 < x < 1, t ≥ 0,
Imξtt −G(3s− ξ − wx) − (Dξx)x = 0, 0 < x < 1, t ≥ 0,
Imstt + G(3s− ξ − wx) + 4

3γs + 4
3βImst − (Dsx)x = 0, 0 < x < 1, t ≥ 0.

(1.3)

For system (1.3), we impose the cantilever boundary conditions, which can be easily
obtained from the principle of virtual work (see [4]),{

w(0, t) = 0, ξ(0, t) = 0, s(0, t) = 0,
ξx(1, t) = u2(t), sx(1, t) = 0, 3s(1, t) − ξ(1, t) − wx(1, t) = u1(t),

(1.4)

where u1(t) and u2(t) are boundary control forces, and the initial conditions (for
0 < x < 1)

(w, ξ, s)
∣∣∣
t=0

= (w0, ξ0, s0) and (wt, ξt, st)
∣∣∣
t=0

= (w1, ξ1, s1).(1.5)

We point out that due to the action of the slip s, the uncontrolled system (1.3) with
boundary conditions (1.4) (u1 = u2 ≡ 0) in [4] can achieve the asymptotic stability
but it does not reach the exponential stability (see Corollary 2.3 and Note 2.1).

In this paper, the following boundary feedback controls are proposed to exponen-
tially stabilize systems (1.3) and (1.4):

u2(t) = −k2ξt(1, t), u1(t) = k1wt(1, t),(1.6)

where k1 and k2 are positive constant feedback gains. Then the boundary conditions
become{

w(0, t) = 0, ξ(0, t) = 0, s(0, t) = 0,

ξx(1, t) = −k2ξt(1, t), sx(1, t) = 0, 3s(1, t) − ξ(1, t) − wx(1, t) = k1wt(1, t),
(1.7)

and the closed-loop system has both internal damping and boundary controls.
Our goal is to show that the closed-loop system (1.3) with (1.7) is exponentially

stable in the state Hilbert space. This will follow from proving the following three
aspects: (i) the closed-loop system is dissipative in the state space and the system
operator has compact resolvents; (ii) there exist three asymptotes of frequencies for the
system which are parallel to the imaginary axis from the left side; (iii) the generalized
eigenfunctions of the system form a Riesz basis in the state space and hence the
spectrum determined growth condition, and the exponential stability holds for the
system. Among these, (i) is easy to verify while (ii) and (iii) are very difficult to
solve. Our interests in this paper are mainly concentrated on the asymptotically
spectral analysis and the proof of Riesz basis for the system.
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Now let us briefly outline the contents of this paper. In the next section, the well-
poseness of the system will be established. Asymptotic estimates of the eigenvalues
for the system will be given in section 3. This is the foundation that we shall use
to investigate the exponential stability and basis property for the system. Section 4
is devoted to the asymptotic expansion of the corresponding eigenfunctions. Finally,
in the last section, we obtain a more profound result, namely, the existence of a
sequence of the generalized eigenfunctions of the system that forms a Riesz basis in
the state Hilbert space. Consequently, the spectrum determined growth condition
and the exponential stability are concluded. Furthermore, the semigroup generated
by the system operator is actually a C0-group based on the spectrum distribution of
the system.

2. Well-posedness of the system. We start our investigation by formulating
the problem on the state Hilbert space. Let

H :=
(
H1

E(0, 1) × L2(0, 1)
)3

(2.1)

with

Hi
E(0, 1) := {f ∈ Hi(0, 1) | f(0) = 0} for i = 1, 2,(2.2)

where Hi(0, 1) (i = 1, 2) denote the usual Sobolev spaces. The inner product in H is
defined by

〈Y1, Y2〉H : = m〈z1, z2〉L2 + G〈3s1 − ξ1 − w′
1, 3s2 − ξ2 − w′

2〉L2 + Im〈ϕ1, ϕ2〉L2

(2.3)
+D〈ξ′1, ξ′2〉L2 + 3Im〈h1, h2〉L2 + 3D〈s′1, s′2〉L2 + 4γ〈s1, s2〉L2 ,

where Yi := [wi, zi, ξi, ϕi, si, hi]
� ∈ H with i = 1, 2, in which the superscript � denotes

the transpose of a vector or a matrix, 〈·, ·〉L2 is the inner product on L2(0, 1), and
the prime represents the differentiation with respect to x. In view of system (1.3) and
(1.7), we define a linear operator A : D(A) ⊂ H → H in Hilbert space H by

A

⎡⎢⎢⎢⎢⎢⎢⎣
w
z
ξ
ϕ
s
h

⎤⎥⎥⎥⎥⎥⎥⎦ :=

⎡⎢⎢⎢⎢⎢⎢⎣

z
G
m (ξ′ + w′′ − 3s′)

ϕ
G
Im

(3s− ξ − w′) + D
Im

ξ′′

h
G
Im

(ξ + w′ − 3s) − 4
3

γ
Im

s− 4
3βh + D

Im
s′′

⎤⎥⎥⎥⎥⎥⎥⎦(2.4)

with

D(A) : =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
[w, z, ξ, ϕ, s, h]� ∈ H

∣∣∣∣∣∣∣∣∣∣∣

w ∈ H2
E(0, 1), ξ ∈ H2

E(0, 1), s ∈ H2
E(0, 1),

z ∈ H1
E(0, 1), ϕ ∈ H1

E(0, 1), h ∈ H1
E(0, 1),

ξ′(1) = −k2ϕ(1), s′(1) = 0,

3s(1) − ξ(1) − w′(1) = k1z(1)

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.

(2.5)
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If we set Y := [w,wt, ξ, ξt, s, st]
�, then the closed-loop system (1.3), (1.5), and (1.7)

can be formulated into an abstract evolution equation in H:

⎧⎨⎩
d

dt
Y (t) = AY (t), t > 0,

Y (0) := [w0, w1, ξ0, ξ1, s0, s1]
�.

(2.6)

Theorem 2.1. Let A be defined by (2.4) and (2.5). Then A is dissipative in H.
In addition, A−1 exists and is compact on H. Therefore, A generates a C0-semigroup
eAt of contractions on H and the spectrum σ(A) consists of isolated eigenvalues only.

Proof. Since for any [w, z, ξ, ϕ, s, h]� ∈ D(A),

〈
A[w, z, ξ, ϕ, s, h]�, [w, z, ξ, ϕ, s, h]�

〉
H

=
〈[

z,
G

m
(ξ′ + w′′ − 3s′), ϕ,

G

Im
(3s− ξ − w′) +

D

Im
ξ′′, h,

G

Im
(ξ + w′ − 3s) − 4

3

γ

Im
s− 4

3
βh +

D

Im
s′′
]�

, [w, z, ξ, ϕ, s, h]�
〉
H

= G〈ξ′ + w′′ − 3s′, z〉L2 + G〈3h− ϕ− z′, 3s− ξ − w′〉L2

+ 〈G(3s− ξ − w′) + Dξ′′, ϕ〉L2 + D〈ϕ′, ξ′〉L2 + 3D〈h′, s′〉L2 + 4γ〈h, s〉L2

+ 〈G(ξ + w′ − 3s) − 4

3
γs− 4

3
Imβh + Ds′′, 3h〉L2

= G
[
ξ(x) + w′(x) − 3s(x)

]
z(x)

∣∣∣1
0

+ Dξ′(x)ϕ(x)
∣∣∣1
0

+ 3Ds′(x)h(x)
∣∣∣1
0

−G〈3s− ξ − w′, 3h− ϕ− z′〉L2 + G〈3h− ϕ− z′, 3s− ξ − w′〉L2

−D〈ξ′, ϕ′〉L2 + D〈ϕ′, ξ′〉L2 + 3D〈h′, s′〉L2 + 4γ〈h, s〉L2

− 3D〈s′, h′〉L2 − 4γ〈s, h〉L2 − 4βIm〈h, h〉L2

= −k1G|z(1)|2 − k2D|ϕ(1)|2 −G〈3s− ξ − w′, 3h− ϕ− z′〉L2

+G〈3h− ϕ− z′, 3s− ξ − w′〉L2 −D〈ξ′, ϕ′〉L2 + D〈ϕ′, ξ′〉L2 + 3D〈h′, s′〉L2

+ 4γ〈h, s〉L2 − 3D〈s′, h′〉L2 − 4γ〈s, h〉L2 − 4βIm〈h, h〉L2 ,

it follows that

Re
〈
A[w, z, ξ, ϕ, s, h]�, [w, z, ξ, ϕ, s, h]�

〉
H = −k1G|z(1)|2−k2D|ϕ(1)|2−4βIm‖h‖2

L2 ≤ 0.

Hence, A is dissipative in H. We accomplish the proof by showing that 0 ∈ ρ(A)
because from Theorem 4.6 of [6], if A−1 exists, A must be densely defined in H.
Therefore, the Lumer–Phillips theorem can be applied to conclude that A generates
a C0-semigroup eAt of contractions on H.

To do so, for each F := [u1, u2, η1, η2, v1, v2]
� ∈ H, we seek Y := [w, z, ξ, ϕ, s, h]� ∈

D(A) such that

AY = F
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which yields⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z = u1, G(ξ′ + w′′ − 3s′) = mu2,
ϕ = η1, G(3s− ξ − w′) + Dξ′′ = Imη2,
h = v1, 3G(ξ + w′ − 3s) − 4γs− 4βImh + 3Ds′′ = 3Imv2,
ξ′(1) = −k2ϕ(1), s′(1) = 0,
3s(1) − ξ(1) − w′(1) = k1z(1), w(0) = ξ(0) = s(0) = 0.

(2.7)

From the first equation of (2.7), we have

G
(
ξ(x) + w′(x) − 3s(x)

)
= Gw′(0) + m

∫ x

0

u2(r)dr.(2.8)

By eliminating the term G
(
ξ(x) + w′(x) − 3s(x)

)
from the second and the third

equations of (2.7), it follows that

Dξ′′(x) = Imη2(x) + Gw′(0) + m

∫ x

0

u2(r)dr(2.9)

and

3Ds′′(x) − 4γs(x) = 3Imv2(x) + 4βImv1(x) − 3

[
Gw′(0) + m

∫ x

0

u2(r)dr

]
.(2.10)

A simple computation of (2.9), yields

ξ(x) = −k2η1(1)x− G

D
w′(0)

(
x− x2

2

)
− ξ̂(x),(2.11)

where

ξ̂(x) :=
Im
D

∫ 1

0

K1(x, r)η2(r)dr +
m

D

∫ 1

0

K2(x, r)u2(r)dr(2.12)

and

K1(x, r) :=

{
r, 0 ≤ r < x,

x, x ≤ r ≤ 1,
K2(x, r) :=

⎧⎨⎩x− x2

2
− r2

2
, 0 ≤ r ≤ x,

x(1 − r), x ≤ r ≤ 1.

Similarly, it follows from (2.10) that

s(x) = a sinh(bx) +
G

D
w′(0)

1 − cosh(bx)

b2
+

4βIm
3Db

∫ x

0

sinh(b(x− r))v1(r)dr + ŝ(x),

(2.13)

where a will be given later in (2.18), and

b :=

√
4γ

3D
, ŝ(x) :=

1

b

∫ x

0

sinh(b(x− r))

[
Im
D

v2(r) −
m

D

∫ r

0

u2(t)dt

]
dr.(2.14)

Substitute (2.11) and (2.13) into (2.8), and integrate from 0 to x respect to x, to
obtain

(2.15)

w(x) = 3a

∫ x

0

sinh(br)dr + w′(0)

[
3G

Db2

∫ x

0

(1 − cosh(br))dr +
G

D

(
x2

2
− x3

6

)
+ x

]
+

4βIm
bD

∫ x

0

(x− r) sinh(b(x− r))v1(r)dr −
1

2
ξ′(1)x2 + ŵ(x),
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where ŵ(x) is given by

ŵ(x) := 3

∫ x

0

ŝ(r)dr −
∫ x

0

ξ̂(r)dr +
m

G

∫ x

0

(x− r)u2(r)dr.(2.16)

Using the boundary conditions s′(1) = 0 in (2.13) and 3s(1)− ξ(1)−w′(1) = k1u1(1)
in (2.8), respectively, we obtain that⎧⎪⎪⎪⎨⎪⎪⎪⎩

ab cosh b− G

D
w′(0)

sinh b

b
+

4βIm
3D

∫ 1

0

cosh(b(1 − r))v1(r)dr + ŝ′(1) = 0,

Gw′(0) + m

∫ 1

0

u2(r)dr = −k1Gu1(1).

(2.17)

Thus, a and w′(0) in (2.13) and (2.15), respectively, can be obtained as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
a =

G

D
w′(0)

sinh b

b2 cosh b
− 4βIm

3Db cosh b

∫ 1

0

cosh(b(1 − r))v1(r)dr −
ŝ′(1)

b cosh b
,

w′(0) = −m

G

∫ 1

0

u2(r)dr − k1u1(1).

(2.18)

Hence, there is a solution Y = [w, z, ξ, ϕ, s, h]� ∈ D(A) so that AY = F , which in
turn implies that A−1 exists. Finally, by the Sobolev embedding theorem, we can
claim that A−1 is compact on H and thus the spectrum σ(A) consists of isolated
eigenvalues only (see [5]). The proof is complete.

As a consequence of Theorem 2.1, we have the following corollary.
Corollary 2.2. Let A be defined by (2.4) and (2.5), and let T (t) be a C0-

semigroup on H generated by A. Then T (t) is asymptotically stable in H, i.e.,

lim
t→∞

‖T (t)Y ‖ = 0 ∀ Y ∈ H.

Proof. Since T (t) is a C0-semigroup of contractions on H, the proof will be
accomplished by showing that there is no eigenvalue on the imaginary axis (see [3,
p. 130]). Assume that λ = iτ, τ ∈ R is an eigenvalue of A and Y := [w, z, ξ, ϕ, s, h]� ∈
D(A) is an eigenfunction associated with λ. Then we have

z = iτw, ϕ = iτξ, h = iτs,

and

Re〈AY, Y 〉H = −k1G|z(1)|2 − k2D|ϕ(1)|2 − 4βIm‖h‖L2 ≡ 0.

Thus, it follows that

h(x) = iτs(x) ≡ 0, z(1) = iτw(1) ≡ 0, ϕ(1) = iτξ(1) ≡ 0

and functions w and ξ satisfy the following equations:

⎧⎪⎪⎨⎪⎪⎩
mτ2w(x) + G

(
ξ′(x) + w′′(x)

)
= 0, 0 < x < 1,

Imτ2ξ(x) −G
(
ξ(x) + w′(x)

)
+ Dξ′′(x) = 0, 0 < x < 1,

ξ(x) + w′(x) = 0, 0 < x < 1,
w(0) = ξ(0) =w(1) = ξ(1) = 0, ξ′(1) = − k2ϕ(1) = 0, w′(1) = − ξ(1) − k1z(1) = 0.

(2.19)
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By a direct computation, we obtain that (2.19) has a unique trivial solution only.
Thus w(x) = ξ(x) ≡ 0 and hence Y ≡ 0, which contradicts that Y is an eigenfunction.
Therefore, no eigenvalue exists on the imaginary axis. The proof is complete.

Corollary 2.3. If k1 = k2 ≡ 0 in (1.6), that is, there is no control imposed on
system (1.3), then there is no eigenvalue on the imaginary axis. So the uncontrolled
system (1.3) with its boundary conditions (1.4) is also asymptotically stable.

Proof. Similar to the proof of Corollary 2.2, if k1 = k2 ≡ 0 and assume that
λ = iτ, τ ∈ R is an eigenvalue with Y := [w, z, ξ, ϕ, s, h]� being an eigenfunction,
then it follows that s ≡ 0 and the functions w and ξ satisfy the following equations:⎧⎨⎩mτ2w(x) = 0, 0 < x < 1,

Imτ2ξ(x) + Dξ′′(x) = 0, 0 < x < 1,
w(0) = ξ(0) = ξ′(1) = 0, w′(1) = −ξ(1).

(2.20)

Therefore, one has w = ξ ≡ 0 and hence Y ≡ 0. The proof is complete.
Note 2.1. We should note here that if k1 = k2 ≡ 0 in (1.6), then system (1.3)

with its boundary conditions (1.4) cannot achieve the exponential stability. This is
because of the fact that from the asymptotes of the system given later in (3.28), if
k1 = k2 ≡ 0, then the eigenvalues of the first and second branches are very close to
the imaginary axis as their moduli go to the infinity.

Let us now formulate the eigenvalue problem for the operator A. If λ ∈ σ(A) and
Yλ := [w, z, ξ, ϕ, s, h]� ∈ D(A) is a corresponding eigenfunction, then it is routine to
verify that AYλ = λYλ implies that z = λw, ϕ = λξ, h = λs with w, ξ as well as s
satisfying the following characteristic equations, for 0 < x < 1 :⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

mλ2w(x) + G(3s′ − ξ′ − w′′)(x) = 0,

Imλ2ξ(x) −G(3s− ξ − w′)(x) −Dξ′′(x) = 0,

Imλ2s(x) + G(3s− ξ − w′)(x) + 4
3γs(x) + 4

3βλIms(x) −Ds′′(x) = 0,

w(0) = 0, ξ(0) = 0, s(0) = 0,

ξ′(1) = −λk2ξ(1), s′(1) = 0, 3s(1) − ξ(1) − w′(1) = λk1w(1).

(2.21)

For brevity in notation, from now on, we define

r1 :=

√
m

G
, r2 :=

√
Im
D

, d1 :=
G

D
, d2 :=

γ

D
, d3 := 3d1 +

4

3
d2.(2.22)

(2.21) then becomes⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

r2
1λ

2w(x) + 3s′(x) − ξ′(x) − w′′(x) = 0,

r2
2λ

2ξ(x) − 3d1s(x) + d1ξ(x) + d1w
′(x) − ξ′′(x) = 0,

r2
2λ

2s(x) + d3s(x) − d1ξ(x) − d1w
′(x) + 4

3βr
2
2λs(x) − s′′(x) = 0,

w(0) = 0, ξ(0) = 0, s(0) = 0,

ξ′(1) = −λk2ξ(1), s′(1) = 0, 3s(1) − ξ(1) − w′(1) = λk1w(1).

(2.23)

Clearly, (2.23) is a coupled system of ordinary differential equations. In order to solve
these equations, we shall use the matrix operator pencil method (see [8]). Let

w1 := w, w2 := w′, ξ1 := ξ, ξ2 := ξ′, s1 := s, s2 := s′(2.24)
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and

Φ := [w1, w2, ξ1, ξ2, s1, s2]
�.(2.25)

Then (2.23) becomes{
TD(x, λ)Φ(x) := Φ′(x) + M(λ)Φ(x) = 0,

TR(x, λ)Φ(x) := W 0(λ)Φ(0) + W 1(λ)Φ(1) = 0,
(2.26)

where

W 0(λ) :=

⎡⎢⎢⎣
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0

O3×6

⎤⎥⎥⎦ , W 1(λ) :=

⎡⎢⎢⎣
O3×6

0 0 λk2 1 0 0
0 0 0 0 0 1

λk1 1 1 0 −3 0

⎤⎥⎥⎦ ,

(2.27)

and

M(λ) := D0 − λD1 − λ2D2(2.28)

with D0, D1, and D2 being three matrices defined by

D0 :=

⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0
0 0 0 1 0 −3
0 0 0 −1 0 0
0 −d1 −d1 0 3d1 0
0 0 0 0 0 −1
0 d1 d1 0 −d3 0

⎤⎥⎥⎥⎥⎥⎥⎦ , D1 :=

[
O4×4 O4×2

O2×4 D11

]
,(2.29)

D2 :=

⎡⎢⎣r
2
1D21 O2×2 O2×2

O2×2 r2
2D21 O2×2

O2×2 O2×2 r2
2D21

⎤⎥⎦ , D11 :=

[
0 0

4
3βr

2
2 0

]
, D21 =

[
0 0
1 0

]
.(2.30)

Theorem 2.4. The characteristic equation (2.21) is equivalent to the first order
linear system (2.26). Also λ ∈ σ(A) if and only if (2.26) has a nontrivial solution.

3. Asymptotic behavior of eigenfrequencies. In this section, we are looking
for the asymptotic expressions for the eigenvalues of A. It will be accomplished by
expanding the characteristic determinant Δ(λ) of (2.26) via an asymptotic expression
of the fundamental matrix solution, which can be obtained by modifying a standard
technique of Birkhoff–Langer (see [1]) and later of Tretter (see [8] or [9]) for tackling
the matrix operator pencils. A key step is an invertible matrix transformation which
is very powerful and universal in the sense that it can be applied to a lot of other
coupled problems.

To begin, we shall diagonalize the leading term λ2D2 in (2.28). For each 0 = λ ∈
C, define an invertible matrix in λ by

P (λ) :=

⎡⎣P1(λ)
P2(λ)

P2(λ)

⎤⎦ , P1(λ) :=

[
r1λ r1λ
r2
1λ

2 −r2
1λ

2

]
,(3.1)

P2(λ) :=

[
r2λ r2λ

r2
2λ

2 −r2
2λ

2

]
.
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For any λ = 0, a simple computation shows that

P−1(λ) :=

⎡⎣P−1
1 (λ)

P−1
2 (λ)

P−1
2 (λ)

⎤⎦(3.2)

with

P−1
1 (λ) :=

[
1

2r1λ
1

2r2
1λ

2

1
2r1λ

−1
2r2

1λ
2

]
, P−1

2 (λ) :=

[
1

2r2λ
1

2r2
2λ

2

1
2r2λ

−1
2r2

2λ
2

]
.

So matrix P (λ) is a polynomial of degree 2 in λ. Define

Ψ(x) := P−1(λ)Φ(x), T̂D(x, λ) := P (λ)−1TD(x, λ)P (λ).(3.3)

Then we have

T̂D(x, λ)Ψ(x) = Ψ′(x) − M̂(λ)Ψ(x) = 0,(3.4)

where

M̂(λ) = −P (λ)−1M(λ)P (λ)

= −P (λ)−1

⎡⎢⎢⎢⎢⎢⎢⎣
0 −1 0 0 0 0

−r2
1λ

2 0 0 1 0 −3
0 0 0 −1 0 0
0 −d1 −d1 − r2

2λ
2 0 3d1 0

0 0 0 0 0 −1
0 d1 d1 0 −d3 − r2

2(
4
3βλ + λ2) 0

⎤⎥⎥⎥⎥⎥⎥⎦P (λ)

= −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
2

−1
2r1λ

0 1
2r2

1λ
2 0 −3

2r2
1λ

2

1
2

−1
2r1λ

0 −1
2r2

1λ
2 0 3

2r2
1λ

2

0 −d1

2r2
2λ

2
−d1

2r2
2λ

2 − 1
2

−1
2r2λ

3d1

2r2
2λ

2 0

0 d1

2r2
2λ

2
d1

2r2
2λ

2 + 1
2

−1
2r2λ

−3d1

2r2
2λ

2
2

0

0 d1

2r2
2λ

2
d1

2r2
2λ

2 0 − 1
2 − 2

3
β
λ − d3

2r2
2λ

2
−1

2r2λ

0 −d1

2r2
2λ

2
−d1

2r2
2λ

2 0 1
2 + 2

3
β
λ + d3

2r2
2λ

2
−1

2r2λ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
P (λ)

= −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−r1λ 0 1
2d4 − 1

2d4 − 3
2d4

3
2d4

0 r1λ − 1
2d4

1
2d4

3
2d4 − 3

2d4

− 1
2d6

1
2d6 −r2λ− d7

2λ − d7

2λ
3d7

2λ
3d7

2λ

1
2d6 − 1

2d6
d7

2λ r2λ + d7

2λ − 3d7

2λ − 3d7

2λ

1
2d6 − 1

2d6
d7

2λ
d7

2λ −r2λ− 2
3βr2 −

d8

2λ − 2
3βr2 −

d8

2λ

− 1
2d6

1
2d6 − d7

2λ − d7

2λ
2
3βr2 + d8

2λ r2λ + 2
3βr2 + d8

2λ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
with

d4 :=
r2
2

r2
1

, d5 :=
r2
1

r2
2

, d6 := d1d5, d7 :=
d1

r2
, d8 :=

d3

r2
.(3.5)
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It is seen from the above that M̂(λ) can be written as

M̂(λ) := λM̂1 + M̂0 + λ−1M̂−1,(3.6)

where

M̂1 := diag [r1,−r1, r2,−r2, r2,−r2](3.7)

and

M̂0 :=

⎡⎢⎢⎣
O2×2

1
2d4M̂01 − 3

2d4M̂01

− 1
2d6M̂01 O2×2 O2×2

1
2d6M̂01 O2×2

2
3βr2M̂02

⎤⎥⎥⎦ , M̂−1 :=

[
O2×2 O2×4

O4×2 M̂−11

]
(3.8)

with

M̂01 :=

[
−1 1
1 −1

]
, M̂02 :=

[
1 1
−1 −1

]
, M̂−11 :=

[
1
2d7M̂02 − 3

2d7M̂02

− 1
2d7M̂02

1
2d8M̂02

]
.

On the basis of these transformations, we are now in a position to find an asymp-
totic expression for the fundamental matrix solution of system (3.4).

Theorem 3.1. Let 0 = λ ∈ C, and let M̂(λ) be given by (3.6) and assume that
r1 = r2. For x ∈ [0, 1], set

E(x, λ) := diag
[
er1λx, e−r1λx, er2λx, e−r2λx, er2λx, e−r2λx

]
.(3.9)

Then there exists a fundamental matrix solution Ψ̂(x, λ) for system (3.4), which sat-
isfies

Ψ′(x) = M̂(λ)Ψ(x)(3.10)

such that for large enough |λ|,

Ψ̂(x, λ) =

(
Ψ̂0(x) +

Θ̃(x, λ)

λ

)
E(x, λ),(3.11)

where

Ψ̂0(x) := diag [1, 1, 1, 1, e1(x), e2(x)](3.12)

and

Θ̃(x, λ) := Ψ̂1(x) + λ−1Ψ̂2(x) + · · ·(3.13)

with all entries uniformly bounded in [0, 1]. Here,

e1(x) := e
2
3βr2x and e2(x) := e−

2
3βr2x.(3.14)

Proof. Since M̂1 given by (3.7) is a diagonal matrix, it follows that E(x, λ) given
by (3.9) is a fundamental matrix solution to (3.10) which involves only the leading
order terms, that is, to say

E′(x, λ) = λM̂1E(x, λ).
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Now we look for a fundamental matrix solution of (3.10) in the form of

Ψ̂(x, λ) =
(
Ψ̂0(x) + λ−1Ψ̂1(x) + · · · + λ−nΨ̂n(x) + · · ·

)
E(x, λ).

The left-hand side of (3.10) is

Ψ̂′(x, λ) =
(
Ψ̂′

0(x) + λ−1Ψ̂′
1(x) + · · · + λ−nΨ̂′

n(x) + · · ·
)
E(x, λ)

+λ
(
Ψ̂0(x) + λ−1Ψ̂1(x) + · · · + λ−nΨ̂n(x) + · · ·

)
M̂1E(x, λ).

Compare it with the right-hand side of (3.10),(
λM̂1 + M̂0 + λ−1M̂−1

)(
Ψ̂0(x) + λ−1Ψ̂1(x) + · · · + λ−nΨ̂n(x) + · · ·

)
E(x, λ),

to give, according to the coefficients of λ1, λ0, λ−1, . . . , λ−n, . . . , that

Ψ̂0(x)M̂1 − M̂1Ψ̂0(x) = 0,

Ψ̂′
0(x) − M̂0Ψ̂0(x) + Ψ̂1(x)M̂1 − M̂1Ψ̂1(x) = 0,

Ψ̂′
1(x) − M̂0Ψ̂1(x) − M̂−1Ψ̂0(x) + Ψ̂2(x)M̂1 − M̂1Ψ̂2(x) = 0,

...

Ψ̂′
n(x) − M̂0Ψ̂n(x) − M̂−1Ψ̂n−1(x) + Ψ̂n+1(x)M̂1 − M̂1Ψ̂n+1(x) = 0,

...

Using the arguments in [8, p. 135] (or [1]), we conclude that there is an asymptotic

fundamental matrix solution Ψ̂(x, λ) for system (3.10). It remains to show that the

leading order term Ψ̂0(x) is given by (3.12). Indeed, since Ψ̂0(x) can be determined
by the matrix equations

Ψ̂0(x)M̂1 − M̂1Ψ̂0(x) = 0(3.15)

and

Ψ̂′
0(x) − M̂0Ψ̂0(x) + Ψ̂1(x)M̂1 − M̂1Ψ̂1(x) = 0,(3.16)

where M̂1 and M̂0 are given in (3.7), (3.8), respectively, it follows that if Ψ̂0 is known,

then one can deduce the leading order term Ψ̂1 of Θ̃(x, ρ) in (3.13) from (3.16) and

Ψ̂′
1(x) − M̂0Ψ̂1(x) − M̂−1Ψ̂0(x) + Ψ̂2(x)M̂1 − M̂1Ψ̂2(x) = 0

with M̂−1 being given in (3.8). Similarly, we obtain all the terms Ψ̂1, Ψ̂2, . . . ,

Ψ̂n, . . . of Θ̃(x, λ) in (3.13). So, the proof will be accomplished if we would find

the leading order term Ψ̂0 in (3.11).

Let us denote by cij(x) the (i, j)-entry of the matrix Ψ̂0(x) with i, j = 1, 2, . . . , 6.

Since M̂1 is diagonal, it follows from (3.15) and r1 = r2 that the entries cij(x) of Ψ̂0

satisfy ⎧⎨⎩cij(x) = 0 if 1 ≤ i ≤ 2, 1 ≤ j ≤ 6, i = j,
cij(x) = 0 if 3 ≤ i ≤ 4, 1 ≤ j ≤ 6, i = j, j = i + 2,
cij(x) = 0 if 5 ≤ i ≤ 6, 1 ≤ j ≤ 6, i = j, j = i− 2,
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and the entries cii(x) (i = 1, 2, . . . , 6), c35(x), c53(x), c46(x), and c64(x) can be found
by substituting them into (3.16) to obtain⎧⎪⎪⎪⎨⎪⎪⎪⎩

c′ii(x) = 0 for i = 1, 2, 3, 4,

c′55(x) = 2
3βr2c55(x), c′66(x) = − 2

3βr2c66(x),

c′35(x) = 0, c′53(x) = 2
3βr2c53(x),

c′46(x) = 0, c′64(x) = − 2
3βr2c64(x).

(3.17)

(3.12) then follows from Ψ̂0(0) = I. The proof is complete.

By virtue of transformation for Ψ̂(x, λ) in (3.3), we have immediately the following
corollary, which shows the relationship between (2.26) and (3.4).

Corollary 3.2. Let 0 = λ ∈ C, let r1 = r2, and let Ψ̂(x, λ) given by (3.11) be a
fundamental matrix solution of system (3.4). Then

Φ̂(x, λ) := P (λ)Ψ̂(x, λ)(3.18)

is a fundamental matrix solution for the first order linear system (2.26).
We are now ready to estimate the asymptotic eigenfrequencies of the system.

Note that the eigenvalues of the first order linear system in (2.26) are given by the
zeros of the characteristic determinant

Δ(λ) := det
(
TRΦ̂(x, λ)

)
, λ ∈ C,(3.19)

where operator TR is given in (2.26) and Φ̂(x, λ) is any fundamental matrix of
TD(x, λ)Φ(x) = 0 (see [8]). We shall derive the asymptotic expansion of eigenfre-
quencies by substituting (3.11) and (3.18) into (3.19), together with the boundary
conditions in (2.26). In fact, since

TRΦ̂(x, λ) = W 0(λ)P (λ)Ψ̂(0, λ) + W 1(λ)P (λ)Ψ̂(1, λ),(3.20)

using (2.27) and (3.1), a simple computation gives

W 0(λ)P (λ) =

⎡⎢⎢⎣
r1λ r1λ 0 0 0 0
0 0 r2λ r2λ 0 0
0 0 0 0 r2λ r2λ

O3×6

⎤⎥⎥⎦
and

W 1(λ)P (λ) =

⎡⎢⎢⎣
O3×6

0 0 r2r3λ
2 r2r4λ

2 0 0
0 0 0 0 r2

2λ
2 −r2

2λ
2

r1r5λ
2 r1r6λ

2 r2λ r2λ −3r2λ −3r2λ

⎤⎥⎥⎦ ,

where

r3 := k2 + r2, r4 := k2 − r2, r5 := k1 + r1, r6 := k1 − r1.(3.21)

Once again for notational simplicity, set

[a]1 := a + O(λ−1).
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Since Ψ̂0(0) = I and E(0, λ) = I, a direct computation yields

W 0(λ)P (λ)Ψ̂(0, λ) =

⎡⎢⎢⎣
λ[r1]1 λ[r1]1 0 0 0 0

0 0 λ[r2]1 λ[r2]1 0 0
0 0 0 0 λ[r2]1 λ[r2]1

O3×6

⎤⎥⎥⎦
and

W 1(λ)P (λ)Ψ̂(1, λ) =⎡⎢⎢⎢⎣
O3×6

0 0 λ2E3[r2r3]1 λ2E4[r2r4]1 0 0

0 0 0 0 [r2
2]1λ

2E3E5 −[r2
2]1λ

2E4E6

λ2E1[r1r5]1 λ2E2[r1r6]1 λE3[r2]1 λE4[r2]1 −3λE3E5[r2]1 −3λE4E6[r2]1

⎤⎥⎥⎥⎦ ,

where {
E1 := er1λ, E2 := e−r1λ, E3 := er2λ, E4 := e−r2λ,

E5 := e1(1) = e
2
3βr2 , E6 := e2(1) = e−

2
3βr2 .

(3.22)

Hence,

TRΦ̂(x, λ) =⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

λ[r1]1 λ[r1]1 0 0 0 0

0 0 λ[r2]1 λ[r2]1 0 0

0 0 0 0 λ[r2]1 λ[r2]1

0 0 λ2E3[r2r3]1 λ2E4[r2r4]1 0 0

0 0 0 0 [r2
2]1λ

2E3E5 −[r2
2]1λ

2E4E6

λ2E1[r1r5]1 λ2E2[r1r6]1 λE3[r2]1 λE4[r2]1 −3λE3E5[r2]1 −3λE4E6[r2]1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Therefore,

Δ(λ) = det(TRΦ̂(x, λ)) = λ9r2
1r

5
2 × det

[
[1]1 [1]1

[r5]1E1 [r6]1E2

]
× det

[
[1]1 [1]1

[r3]1E3 [r4]1E4

]
× det

[
[1]1 [1]1

−E3E5[1]1 E4E6[1]1

]
= r2

1r
5
2λ

9Δ1(λ)Δ2(λ)Δ3(λ),

where ⎧⎪⎪⎨⎪⎪⎩
Δ1(λ) := r6E2 − r5E1 + O(λ−1),

Δ2(λ) := r4E4 − r3E3 + O(λ−1),

Δ2(λ) := E4E6 + E3E5 + O(λ−1)

(3.23)

with ri (i = 3, 4, 5, 6) being given in (3.21) and Ei (i = 1, 2, . . . , 6) in (3.22), respec-
tively. With all these preparations, we come to the proof of the asymptotic behavior
of the eigenvalues.
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Theorem 3.3. Let r1 = r2 and let Δ(λ) be the characteristic determinant of
system (2.26). Then the following asymptotic expansion for Δ(λ) holds:

Δ(λ) = r2
1r

5
2λ

9Δ1(λ)Δ2(λ)Δ3(λ)(3.24)

with Δi(λ) being given in (3.23). If ki = ri (i = 1, 2), then there are three branches
of asymptotic eigenvalues given by (as |n| → ∞ and n ∈ Z){

λjn = μj + r−1
j nπi + O(n−1) for j = 1, 2,

λ3n = μ3 + r−1
2 (n + 1

2 )πi + O(n−1),
(3.25)

where

μj :=

⎧⎨⎩
1

2rj
ln

kj−rj
kj+rj

, kj > rj

1
2rj

(
ln

rj−kj

kj+rj
+ πi

)
, kj < rj

for j = 1, 2(3.26)

and

μ3 := −2

3
β.(3.27)

Moreover, we have, as |n| → ∞,

Reλjn → 1

2rj
ln

∣∣∣∣kj − rj
kj + rj

∣∣∣∣ < 0 for j = 1, 2 and Reλ3n → μ3 < 0.(3.28)

Furthermore, if k1 and k2 satisfy the conditions

k1 =

⎧⎪⎪⎨⎪⎪⎩
α1 + 1

1 − α1
r1 for k1 > r1,

1 − α1

α1 + 1
r1 for k1 < r1,

α1 :=

∣∣∣∣k2 − r2
k2 + r2

∣∣∣∣r1/r2 , 0 < α1 < 1,(3.29)

and

k1 =

⎧⎪⎪⎨⎪⎪⎩
α2 + 1

1 − α2
r1 for k1 > r1,

1 − α2

α2 + 1
r1 for k1 < r1,

α2 := e−
4
3βr1 , 0 < α2 < 1,(3.30)

then the zeros of Δ(λ) are simple when their moduli are sufficiently large.
Proof. By Δ(λ) = 0 and (3.24), it follows that

Δ1(λ)Δ2(λ)Δ3(λ) = 0(3.31)

and

Δi(λ) = 0 for i = 1, 2, 3.

Let Δ1(λ) = 0. Then we obtain

r6E2 − r5E1 + O(λ−1) = 0,(3.32)
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which is equivalent to (from (3.21) and (3.23))

(k1 − r1)e
−r1λ − (k1 + r1)e

r1λ + O(λ−1) = 0.(3.33)

Since the solutions of the equation

(k1 − r1)e
−r1λ − (k1 + r1)e

r1λ = 0

are given by

λ̃1n = μ1 + r−1
1 nπi, n ∈ Z,

it follows from Rouché’s theorem that the solutions to (3.33) are in the form

λ1n = λ̃1n + O(n−1) = μ1 + r−1
1 nπi + O(n−1), n ∈ Z and |n| → ∞.(3.34)

Similarly, let Δ2(λ) = 0. Then the equation

(k2 − r2)e
−r2λ − (k2 + r2)e

r2λ + O(λ−1) = 0(3.35)

has the solutions

λ2n = μ2 + r−1
2 nπi + O(n−1), n ∈ Z and |n| → ∞.(3.36)

Also, let Δ3(λ) = 0. The equation

e2(1)e−r2λ + e1(1)er2λ + O(λ−1) = 0(3.37)

has the solutions

λ3n = μ3 + r−1
2

(
n +

1

2

)
πi + O(n−1), n ∈ Z and |n| → ∞.(3.38)

Finally, by a direct computation, it follows from (3.29) and (3.30) that k1 and k2

satisfy the following conditions:

1

r1
ln

∣∣∣∣k1 − r1
k1 + r1

∣∣∣∣ = 1

r2
ln

∣∣∣∣k2 − r2
k2 + r2

∣∣∣∣ , 1

2r1
ln

∣∣∣∣k1 − r1
k1 + r1

∣∣∣∣ = −2

3
β.

Thus μ1 = μ2 and μ1 = μ3. The last assertion is then concluded. The proof is
complete.

Theorem 3.4. Suppose r1 = r2 and ki = ri (i = 1, 2). Let A be defined by (2.4)
and (2.5). Then all eigenvalues of A have the asymptotic expressions given by (3.25).
Moreover, if k1 and k2 satisfy conditions (3.29) and (3.30), then all eigenvalues of the
system with sufficiently large moduli are simple.

4. Asymptotic behavior of eigenfunctions. In this section, we shall consider
the asymptotic behavior for eigenfunctions of A. It will be used in the proof of the
Riesz basis in the last section.

Theorem 4.1. Suppose r1 = r2 and ki = ri (i = 1, 2). Let σ(A) := {λ1n, λ2n, λ3n,
n ∈ Z} be the eigenvalues of A with λjn (j = 1, 2, 3) being given in (3.25). Then the
corresponding eigenfunctions{

[wjn, λjnwjn, ξjn, λjnξjn, sjn, λjnsjn]�, j = 1, 2, 3, n ∈ Z

}
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have the following asymptotic expressions for |n| → ∞, n ∈ Z:

(4.1)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w′
1n(x) = 1

2 (e−r1λ1nx + er1λ1nx) + O(n−1), w′
jn(x) =O(n−1) for j = 2, 3,

λ1nw1n(x) = 1
2r

−1
1 (er1λ1nx − e−r1λ1nx) + O(n−1), λjnwjn(x) = O(n−1) for j = 2, 3,

ξ′2n(x) = 1
2 (e−r2λ2nx + er2λ2nx) + O(n−1), ξ′jn(x) =O(n−1) for j = 1, 3,

λ2nξ2n(x) = 1
2r

−1
2 (er2λ2nx − e−r2λ2nx) + O(n−1), λjnξjn(x) =O(n−1) for j = 1, 3,

s′3n(x) = 1
2 (e2(x)e−r2λ3nx + e1(x)er2λ3nx) + O(n−1), s′jn(x) =O(n−1) for j = 1, 2,

λ3ns3n(x) = 1
2r

−1
2 (e1(x)er2λ3nx − e2(x)e−r2λ3nx) + O(n−1),

λjnsjn(x) = O(n−1) for j = 1, 2,

where r1, r2 are given in (2.22) and e1(x), e2(x) are given in (3.14), respectively. More-
over, {[wjn, λjnwjn, ξjn, λjnξjn, sjn, λjnsjn]�(j = 1, 2, 3, n ∈ Z)} are approximately
normalized in H in the sense that there exist positive constants c1 and c2 independent
of n such that (j = 1, 2, 3)

c1 ≤ ‖w′
jn‖L2 , ‖λjnwjn‖L2 , ‖ξ′jn‖L2 , ‖λjnξjn‖L2 , ‖s′jn‖L2 , ‖λjnsjn‖L2 ≤ c2(4.2)

for all integers n.

Proof. Note that the jth component of Φ(x) = [w1(x), w2(x), ξ1(x), ξ2(x), s1(x),
s2(x)]� in (2.25) with respect to the eigenvalue λ can be obtained by taking the
determinant of the matrices which are replaced one of the rows of TRΦ̂ in (3.20)
by e�j (Φ̂(x, λ)) so that their determinants are not zero, where ej is the jth column
of the identity matrix. Indeed, we have from (3.18) that Φ̂(x, λ) = P (λ)Ψ̂(x, λ) and
hence

Φ̂(x, λ) =

⎡⎢⎢⎣
Φ̂11(x, λ) O2×2 O2×2

O2×2 Φ̂22(x, λ) O2×2

O2×2 O2×2 Φ̂33(x, λ)

⎤⎥⎥⎦ ,(4.3)

where

Φ̂ii(x, λ) :=

[
riλe

riλx[1 + O(λ−1)] riλe
−riλx[1 + O(λ−1)]

r2
i λ

2eriλx[1 + O(λ−1)] −r2
i λ

2e−riλx[1 + O(λ−1)]

]
for i = 1, 2

(4.4)

and

Φ̂33(x, λ) :=

[
r2λe

r2λxe1(x)[1 + O(λ−1)] r2λe
−r2λxe2(x)[1 + O(λ−1)]

r2
2λ

2er2λxe1(x)[1 + O(λ−1)] −r2
2λ

2e−r2λxe2(x)[1 + O(λ−1)]

]
(4.5)

with ei(x) (i = 1, 2) being given in (3.14).
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Thus, the first component of Φ(x) is given by

w1(x, λ) = r−2
1 r−5

2 λ−8 det

[
λ[r1]1 λ[r1]1

λer1λx[r1]1 λe−r1λx[r1]1

]

×det

[
λ[r2]1 λ[r2]1

λ2E3[r2r3]1 λ2E4[r2r4]1

]
× det

[
λ[r2]1 λ[r2]1

−λ2E3E5[r
2
2]1 λ2E4E6[r

2
2]1

]
=
(
e−r1λx − er1λx + O(λ−1)

) (
r4e

−r2λ − r3e
r2λ + O(λ−1)

)
×
(
e2(1)e−r2λ + e1(1)er2λ + O(λ−1)

)
.

By (3.23), (3.25), and (3.31), we conclude that

w1(x, λ) =

{
r7(λ)

(
e−r1λx − er1λx + O(λ−1)

)
if λ = λ1n,

O(λ−1) if λ = λ2n or λ3n,
(4.6)

where r7(λ) is bounded in λ and has the form

r7(λ) :=
(
r4e

−r2λ − r3e
r2λ
) (

e2(1)e−r2λ + e1(1)er2λ
)
.(4.7)

Similarly, we have

w2(x, λ) = r−2
1 r−5

2 λ−8 det

[
λ[r1]1 λ[r1]1

λ2er1λx[r2
1]1 −λ2e−r1λx[r2

1]1

]

×det

[
λ[r2]1 λ[r2]1

λ2E3[r2r3]1 λ2E4[r2r4]1

]
× det

[
λ[r2]1 λ[r2]1

−λ2E3E5[r
2
2]1 λ2E4E6[r

2
2]1

]
= −r1λ

(
e−r1λx + er1λx + O(λ−1)

) (
r4e

−r2λ − r3e
r2λ + O(λ−1)

)
×
(
e2(1)e−r2λ + e1(1)er2λ + O(λ−1)

)
and

w2(x, λ) =

{
−λr1r7(λ)

(
e−r1λx + er1λx + O(λ−1)

)
if λ = λ1n,

r1λ[O(λ−1)] if λ = λ2n or λ3n.
(4.8)

Also, along the same line,

w3(x, λ) = r−2
1 r−5

2 λ−8 det

[
λ[r1]1 λ[r1]1

λ2E1[r1r5]1 λ2E2[r1r6]1

]

×det

[
λ[r2]1 λ[r2]1

λer2λx[r2]1 λe−r2λx[r2]1

]
× det

[
λ[r2]1 λ[r2]1

−λ2E3E5[r
2
2]1 λ2E4E6[r

2
2]1

]
=
(
r6e

−r1λ − r5e
r1λ + O(λ−1)

) (
e−r2λx − er2λx + O(λ−1)

)
×
(
e2(1)e−r2λ + e1(1)er2λ + O(λ−1)

)
and from (3.23), (3.25), and (3.31), we obtain that

w3(x, λ) =

{
r8(λ)

(
e−r2λx − er2λx + O(λ−1)

)
if λ = λ2n,

O(λ−1) if λ = λ1n or λ3n

(4.9)
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with

r8(λ) :=
(
r6e

−r1λ − r5e
r1λ
) (

e2(1)e−r2λ + e1(1)er2λ
)
.(4.10)

Furthermore,

w4(x, λ) = r−2
1 r−5

2 λ−8 det

[
λ[r1]1 λ[r1]1

λ2E1[r1r5]1 λ2E2[r1r6]1

]

×det

[
λ[r2]1 λ[r2]1

λ2er2λx[r2
2]1 −λ2e−r2λx[r2

2]1

]
× det

[
λ[r2]1 λ[r2]1

−λ2E3E5[r
2
2]1 λ2E4E6[r

2
2]1

]
= −r2λ

(
r6e

−r1λ − r5e
r1λ + O(λ−1)

) (
e−r2λx + er2λx + O(λ−1)

)
×
(
e2(1)e−r2λ+e1(1)er2λ + O(λ−1)

)
and

w4(x, λ) =

{
−λr2r8(λ)

(
e−r2λx + er2λx + O(λ−1)

)
if λ = λ2n,

r2λ[O(λ−1)] if λ = λ1n or λ3n.
(4.11)

Also, the fifth component of Φ(x) can be given by

w5(x, λ) = −r−2
1 r−4

2 λ−8 det

[
λ[r1]1 λ[r1]1

λ2E1[r1r5]1 λ2E2[r1r6]1

]

×det

[
λ[r2]1 λ[r2]1

λ2E3[r2r3]1 λ
2E4[r2r4]1

]
×det

[
λ[r2]1 λ[r2]1

λer2λxe1(x)[r2]1 λe−r2λxe2(x)[r2]1

]
= −

(
r6e

−r1λ − r5e
r1λ + O(λ−1)

) (
r4e

−r2λ − r3e
r2λ + O(λ−1)

)
×
(
e2(x)e−r2λx − e1(x)er2λx + O(λ−1)

)
,

and we conclude from (3.23), (3.25), and (3.31) that

w5(x, λ) =

{
r9(λ)

(
e2(x)e−r2λx − e1(x)er2λx + O(λ−1)

)
if λ = λ3n,

O(λ−1) if λ = λ1n or λ2n

(4.12)

with

r9(λ) := −
(
r6e

−r1λ − r5e
r1λ + O(λ−1)

) (
r4e

−r2λ − r3e
r2λ + O(λ−1)

)
.(4.13)

For the last component of Φ(x), one has

w6(x, λ) = r−2
1 r−4

2 λ−8 det

[
λ[r2]1 λ[r2]1

−λ2er2λxe1(x)[r2
2]1 λ2e−r2λxe2(x)[r2

2]1

]

×det

[
λ[r2]1 λ[r2]1

λ2E3[r2r3]1 λ2E4[r2r4]1

]
× det

[
λ[r1]1 λ[r1]1

λ2E1[r1r5]1 λ2E2[r1r6]1

]
= r2λ

(
r6e

−r1λ − r5e
r1λ + O(λ−1)

) (
r4e

−r2λ − r3e
r2λ + O(λ−1)

)
×
(
e2(x)e−r2λx + e1(x)er2λx + O(λ−1)

)
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and

w6(x, λ) =

{
−λr2r9(λ)

(
e2(x)e−r2λx + e1(x)er2λx + O(λ−1)

)
if λ = λ3n,

r2λ[O(λ−1)] if λ = λ1n or λ2n.

(4.14)

On the basis of above computations, (4.1) can then be deduced from (4.6)–(4.14) by
setting

wn(x) = − w1(x, λ)

2r1λr7(λ)
, ξn(x) = − w3(x, λ)

2r2λr8(λ)
, sn(x) = − w5(x, λ)

2r2λr9(λ)
(4.15)

in (4.6)–(4.14), respectively. Finally, it follows from (3.25) that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

‖e−rjλjnx‖L2 =
1 − e−2rjμj

2rjμj
+ O(n−1) for j = 1, 2,

‖erjλjnx‖L2 =
e2rjμj − 1

2rjμj
+ O(n−1) for j = 1, 2,

‖e−r2λ3nx‖L2 =
1 − e−2r2μ3

2r2μ3
+ O(n−1),

‖er2λ3nx‖L2 =
e2r2μ3 − 1

2r2μ3
+ O(n−1),

(4.16)

where μj (j = 1, 2, 3) are given in (3.26) and (3.27). These together with (4.1) yield
(4.2). The proof is complete.

5. The Riesz basis property and exponential stability of the system.
In the previous sections, we have obtained the asymptotic expressions of eigenpairs
of A and concluded that there are three asymptotes for the spectrum σ(A) with
their asymptotic expressions in (3.25). In this section, we shall prove that there
exists a sequence of generalized eigenfunctions of A which forms a Riesz basis for
H. Furthermore, the exponential stability of the system can be determined by its
spectrum distribution.

For these purposes, we introduce another equivalent inner product on H. Let
Yj := [wj , zj , ξj , ϕj , sj , hj ]

� ∈ H (j = 1, 2) define a new inner product in H by

[Y1, Y2]H := 〈w′
1, w

′
2〉L2 + 〈z1, z2〉L2 + 〈ξ′1, ξ′2〉L2 + 〈ϕ1, ϕ2〉L2 + 〈s′1, s′2〉L2 + 〈h1, h2〉L2 ,

(5.1)

and write its induced norm of (5.1) by ‖ ·‖H . One can easily check that H is a Hilbert
space under this new inner product. From now on, we shall consider our problem in
H associated with this new inner product of (5.1). For convenience, define another
Hilbert space

L :=
(
L2(0, 1)

)6
(5.2)

with an inner product (for any Xj := [wj , zj , ξj , ϕj , sj , hj ]
� ∈ L, j = 1, 2)

〈X1, X2〉L := 〈w1, w2〉L2 + 〈z1, z2〉L2 + 〈ξ1, ξ2〉L2 + 〈ϕ1, ϕ2〉L2 + 〈s1, s2〉L2 + 〈h1, h2〉L2
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and define the subspaces of H and L, respectively, by

⎧⎨⎩H1 := {Y ∈ H
∣∣ Y = [w, z, 0, 0, 0, 0]�},

H2 := {Y ∈ H
∣∣ Y = [0, 0, ξ, ϕ, 0, 0]�},

H3 := {Y ∈ H
∣∣ Y = [0, 0, 0, 0, s, h]�},

⎧⎨⎩L1 := {X ∈ L
∣∣ X = [w, z, 0, 0, 0, 0]�},

L2 := {X ∈ L
∣∣ X = [0, 0, ξ, ϕ, 0, 0]�},

L3 := {X ∈ L
∣∣ X = [0, 0, 0, 0, s, h]�}.

(5.3)

Obviously, we have

H = H1 ⊕H2 ⊕H3 and L = L1 ⊕ L2 ⊕ L3,(5.4)

where the sign ⊕ denotes the direct sum in the sense of orthogonality with respect to
the inner products [·, ·]H and 〈·, ·〉L in H and L, respectively.

Before continuing, let us recall some forms of notation. For a closed operator A
in a Hilbert space H, a nonzero element φ ∈ H is called a generalized eigenvector
of A, corresponding to an eigenvalue λ of A, if there is an integer ν ≥ 1 such that
(λI − A)νφ = 0. If ν = 1, then φ is an eigenvector. A sequence {φn}∞n=1 in H is
called a Riesz basis for H if there exists an orthonormal basis {en}∞n=1 in H and a
linear bounded invertible operator T such that

Tφn = en, n = 1, 2, . . . .

Let {λn}∞n=1 = σ(A) be the spectrum of A. Suppose each λn has finite algebraic
multiplicity mn, and let {ψni}mn

1 be the set of generalized eigenvectors of A corre-
sponding to λn. If {ψni | 1 ≤ i ≤ mn, n = 1, 2, . . . } form a Riesz basis for H, then
the C0-semigroup generated by A can be represented as

eAtx =

∞∑
n=1

eλnt
mn∑
j=1

anjfnj(t)ψnj ∀ x =

∞∑
n=1

mn∑
j=1

anjψnj ∈ H,(5.5)

where fnj(t) are the polynomials of t with order not greater than mn. In particular,
if mn has a uniform upper bound and {ψni}mn

1 is the eigenvector (not generalized
eigenvector) set of A with respect to λn for all sufficiently large n, then the spectrum
determined growth condition holds, i.e., ω(A) = s(A), where ω(A) is the growth
bound of eAt, and s(A) is the spectral bound of A (see [2]).

To establish the Riesz basis property for the root space of the operator A, we
recall a result of Bari’s theorem in [11].

Theorem 5.1. Let H be a separable Hilbert space and let {en; n ∈ Z} be an or-
thonormal basis for H. If {fn; n ∈ Z} is an ω-independent sequence that is quadrat-
ically close to {en; n ∈ Z}, then {fn; n ∈ Z} is a Riesz basis for H.

Lemma 5.2. Let {φn(x); n ∈ N} and {1, ψn(x); n ∈ N} be two subsets in L2(0, 1)
defined by, respectively,

φn(x) := sinnπx and ψn(x) := cosnπx ∀ x ∈ (0, 1), n ∈ N.

Then {φn(x); n ∈ N} and {1, ψn(x); n ∈ N} are two orthogonal bases in L2(0, 1).
Moreover, for any scalars α, β = 0 ∈ C the vector family

{
Ψn := [cosh(α + inπ)x,

β sinh(α+inπ)x]�, n ∈ Z
}

forms a Riesz basis on the Hilbert space L2(0, 1)×L2(0, 1).
Proof. The first assertion is a direct result in [11] and it is easily verified that{[

0
sinnπx

]
,

[
1
0

]
,

[
cosnπx

0

]}
n∈N
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constitutes a Riesz basis on L2(0, 1) × L2(0, 1). So the sequence{[
cosnπx
sinnπx

]
,

[
1
0

]
,

[
cosnπx
− sinnπ

]}
n∈N

also forms a Riesz basis on L2(0, 1)×L2(0, 1). Let T be an invertible matrix function
in (0, 1) given by

T :=

[
coshαx i sinhαx
β sinhαx iβ coshαx

]
with |T | = iβ for each x ∈ (0, 1).

Then we obtain, for n ∈ N,[
cosh(α + inπ)x
β sinh(α + inπ)x

]
= T

[
cosnπx
sinnπx

]
,

[
cosh(α− inπ)x
β sinh(α− inπ)x

]
= T

[
cosnπx
− sinnπx

]
,

and [
coshαx
β sinhαx

]
= T

[
1
0

]
.

Thus, the sequence {Ψn := [cosh(α + inπ)x, β sinh(α + inπ)x]�, n ∈ Z} also forms
a Riesz basis on the Hilbert space L2(0, 1) × L2(0, 1). The second assertion is con-
cluded.

Theorem 5.3. Suppose r1 = r2 and ki = ri (i = 1, 2). Let A be defined by (2.4)
and (2.5), and let

Ψjn := [w′
jn, λjnwjn, ξ

′
jn, λjnξjn, s

′
jn, λjnsjn]�, (j = 1, 2, 3, n ∈ Z),(5.6)

where the entries are given as (4.1) corresponding to the eigenvalues λjn. Then
{Ψ1n,Ψ2n,Ψ3n; n ∈ Z} forms a Riesz basis in Hilbert space L provided that {Ψjn, j =
1, 2, 3, n ∈ Z} is ω-linearly independent in L.

Proof. Let three vector families be given by

Φ1n :=
[
cosh(r1μ1 + inπ)x, r−1

1 sinh(r1μ1 + inπ)x, 0, 0, 0, 0
]�

,

Φ2n :=
[
0, 0, cosh(r2μ2 + inπ)x, r−1

2 sinh(r2μ2 + inπ)x, 0, 0
]�

,

Φ3n :=
[
0, 0, 0, 0, cosh i

(
n +

1

2

)
πx, r−1

3 sinh i
(
n +

1

2

)
πx
]�

.

Then one concludes from Lemma 5.2 that the families {Φjn, n ∈ Z} (j = 1, 2, 3) are
the Riesz bases for Lj , respectively. Also, by using the asymptotic expressions of both
eigenvalues (3.25) and their eigenfunctions (4.1), it follows that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

‖w′
1n − cosh(r1μ1 + inπ)x‖L2 = O(n−1),

‖r1λ1nw1n − sinh(r1μ1 + inπ)x‖L2 = O(n−1),

‖ξ′2n − cosh(r2μ2 + inπ)x‖L2 = O(n−1),

‖r2λ2nξ1n − sinh(r2μ2 + inπ)x‖L2 = O(n−1),

‖s′3n − cosh i(n + 1
2 )πx‖L2 = O(n−1),

‖r3λ3ns3n − sinh i(n + 1
2 )πx‖L2 = O(n−1).

(5.7)
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Hence, we obtain

‖Ψ1n − Φ1n‖L1 = O(n−1),
‖Ψ2n − Φ2n‖L2 = O(n−1),
‖Ψ3n − Φ3n‖L3

= O(n−1).
(5.8)

Therefore, by Theorem 5.1 (Bari’s theorem), {Ψ1n,Ψ2n,Ψ3n;n ∈ Z} forms a Riesz
basis for L provided that {Ψjn; j = 1, 2, 3, n ∈ Z} is ω-linearly independent in
L.

As a consequence of this theorem, we obtain the main results of the paper.
Theorem 5.4. Suppose r1 = r2 and ki = ri (i = 1, 2). Let A be defined by

(2.4) and (2.5). Then there exists a sequence of generalized eigenfunctions of A which
forms a Riesz basis for H.

Proof. In Theorem 4.1, we have obtained the asymptotic expressions of the
eigenfunctions of A corresponding to the eigenvalues with large moduli. Without
loss of generality, we may assume that

Yjn := [wjn, λjnwjn, ξjn, λjnξjn, sjn, λjnsjn]� for j = 1, 2, 3 and n ∈ Z

is an eigenfunction corresponding to the eigenvalue λjn in which the entries have the
asymptotic expansions given in (4.1). Then {Yjn; j = 1, 2, 3, n ∈ Z} is ω-linearly
independent in H. The proof will be completed via an isomorphic mapping between
two Hilbert spaces H and L that maps Yjn to Ψjn, where {Ψjn; j = 1, 2, 3, n ∈ Z} is
a sequence given by (5.6).

To do this, for any F := [f1, f2, g1, g2, u1, u2]
� ∈ H, we define a linear bounded

operator T : H → L by

T F := [f ′
1, f2, g

′
1, g2, u

′
1, u2]

� := F̂ .

Since [F, Yjn]H = 〈F̂ , Ψjn〉L, it is easy to prove that T is isomorphic and satisfies

‖T F‖L = ‖F̂‖L = ‖F‖H .(5.9)

In particular, for j = 1, 2, 3 and n ∈ Z,

T Yjn = Ψjn and ‖Yjn‖H = ‖Ψjn‖L .

Moreover, {Yjn; j = 1, 2, 3, n ∈ Z} is ω-linearly independent in H, so is {Ψjn; j =
1, 2, 3, n ∈ Z} in L. Therefore, by Theorem 5.3, {Ψjn; j = 1, 2, 3, n ∈ Z} forms a
Riesz basis in L. Hence, {Yjn; j = 1, 2, 3, n ∈ Z} forms a Riesz basis for H. The
proof is complete.

Theorem 5.5. Suppose r1 = r2 and ki = ri (i = 1, 2). Let A be defined by
(2.4) and (2.5), and let T (t) be a C0-semigroup generated by A in H. Then T (t) is
exponentially stable, and in fact it is a C0-group in H.

Proof. As a direct consequence of Theorems 3.4 and 5.4, the spectrum deter-
mined growth condition ω(A) = s(A) for T (t) holds. Furthermore, Corollary 2.2
implies that there is no eigenvalue on the imaginary axis. This, together with (3.25)
and the spectrum determined growth condition, shows that T (t) is an exponentially
stable semigroup on H. Moreover, T (t) is also a C0-group in H. This is because of
the fact that the spectrum of A distributes in a vertical strip due to Theorems 3.3
and 3.4.
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