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Expressions and Perturbations for the Moore-Penrose Inverse of
Bounded Linear Operators in Hilbert Spaces
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Abstract. Let A, X, Y be bounded linear operators. In this paper, we present the explicit expression for
the Moore-Penrose inverse of A — XY. In virtue of the expression of (A + X)', we get the upper bounds of
(A + X)"ll and [I(A + X)* — AT].

1. Introduction

Let Hy, H, K, K3, K; be Hilbert spaces. B(H;, H) denote the set of the bounded linear operators from H;
to Hy. B(K,K) is abbreviated to B(K). Let A € B(Hj, H;). We denote the rang and the kernel of A by R(A)
and ker(A), respectively.

The operator B € B(H,, H;) which satisfied ABA = A is called the inner inverse of A, denoted by A™. If
B is an inner inverse and satisfied BAB = B, then B is called a generalized inverse of A, denoted by A*. The
Moore-Penrose inverse of A, denoted by A', is the unique solution to the following equations:

AATA=A, ATAAT = AT, (AATY = AAT, (ATA) = AA,

in which A* denote the adjoint operator of A. It is well known that A has an Moore-Penrose inverse iff R(A)
is closed. From [17, Proposition 3.5.3], we know A" = A*(AA*)" = (A*A)'A" if AT exists.

The perturbation for the Moore-Penrose inverse of bounded linear operators has been studying by
many authors. G.Chen and Y.Xue introduce the notation so—called the stable perturbation in [2, 4]. This
notation is an extension of the rank—preserving perturbation of matrices. Using this notation, they give the
estimation of upper bounds about the perturbation of Moore-Penrose and Drazin inverse in the work of
Chen and Xue et al (cf.[2-4, 17-20]). A classical results for the perturbation analysis of the Moore-Penrose
inverse is

Tl ITH -1 _ 1+ V5 |||
L= ITHIeTI i = 2 1-IT 6T

when ||ITH[|I6T|| < 1 and T is a stable perturbation of T, i.e., R(T) N R(T)* = {0} (T € B(H,K),T = T + 6T €
B(H, K)).

Tl <
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Later this notation is generalized to the set of Banach algebras by Y.Xue in [18] and to the set of Hilbert
C*-module by Xu et al. in [16]. Motivated by the stable perturbation, we want to investigate the general
perturbation analysis for the Moore-Penrose inverse of bounded linear operators. In order to do this, we
must study the expression for the Moore-Penrose inverse of A — XY.

The Moore-Penrose inverse of A — XY has many applications in statistics, networks, optimizations etc.
(see [10, 11, 14]). For a long time, the expression of (A — XY)" has been studied by many authors and been
obtained lots of results under certain conditions(see [1, 5-7, 9, 13, 15]).

In this paper, we first investigate the Moore—Penrose inverse of A — XY and give the explicit expression
of the Moore-Penrose inverse (A — XY)" under the weaker conditions. Using the expression of (A — XY)*,
we estimate the upper bounds for the perturbation of the Moore-Penrose inverse (A + X)*. Our results are
new and generalize the stable perturbation to the case I + A'X is not invertible.

2. Preliminaries

In this section, we give some lemmas which will be used in the context. The first two lemmas which
come from [3, 9, 17] play an important role in this paper.

Lemma 2.1. [3,9, 17] Let S € B(K) be an idempotent, then [ — S — S* is invertible and O(S) = S(S+ S* =D)L isa
projection (i.e. (O(S))* = O(S) = (O(S))*) and O(S) = SST,0(I - S) =1-S'S.

Lemma 2.2. [3,9,17] Let A € B(H,, Hy) with R(A) closed. Then
At =[I-0(I-ATA)JATO(AAY)=(I-P-P) AT I-Q-Q) L

Here, P = ATA,Q = AA*.
From Lemma 2.2, we get A" exists iff A* exists and have the following equations:

AAT = O(AAY) = AAT(AAT + (AAT = D)7},

ATA=1-0(I-A%A) = (ATA+ (ATA)Y —])1ATA.
Remark 2.3. Assume that A~ is an inner inverse of A, then AAA™ is a generalized inverse of A. Thus, we have

At =[I1-0(I-A"A)]A O(AA")

when there is an inner inverse A~ of A. (Please see [3, 9, 17] for details).

Lemma 2.4. [12, 17] Let A € B(Hy, H,), B € B(Hy, Hy). Then (AB)" = B*A" iff R(A*AB) C R(B) and R(BB*A*) C
R(AY).

3. The Expression for the Moore-Penrose Inverse

Let A € B(H;, H,) with R(A) closed and X € B(K,H,),Y € B(Hy,K). Let Ex =1 - AAT,F, =1-ATA,U =
EsX,V = YF4 with R(U), R(V) closed throughout this paper.

Theorem 3.1. Let A € B(Hy, Hy) with R(A) closed and X € B(K,H,),Y € B(Hy,K),Z =1 - YA'X,S = EyZFy,. If
R(S) is closed, then

A=A - VIYAT + (VTZ + ATX)[STYAT — (1 - STZ)U'] (1)
is an inner inverse of A — XY and
(A-XV) ={I - (A"X + VI2)FuFsY — (A'X + VI Z)FyFsY)) ™!
At —VIYAT + (VIZ + ATX)[STYAT - (1 - STZ)u])
I - XESsEy(YA' + ZU") — (XEsEy(YAT + ZU"))'} !
={I - (A"X + VIZ)FuFsY)(ATX + VT Z)FyFsY)T)
AT —VYYAT + (VIZ + ATX)[STYAT — (1 - STZ)U™])
I — (XESsEy(YA" + ZUN) (XESEv(YAT + zUM)).

x|
x|

x|
x|
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Proof. Let A = A" — VIYAT + (V1Z + A'X)[STYAT — (I - S'Z)U']. Noting that
U =U'Ey, V'=FaV', S"'=FyS"=S"Ey =FyS'Ey,
we have

yvt=vvt, Avt=0, ust=0, Eyzst=ss',
utx=utu utA=o0, stv=0, Ss'zF,;=5's.

Hence,

(A-XY)A = AAT + UU' - XESEy(YAT + zUY),
AA-XY)=ATA+ VIV — (ATX + VIZ)FuFsY
and (A — XY)A(A — XY) = (A — XY). This indicate A is an inner inverse of A — XY.
Since
(I-2ATA - 2V'V) L = (1-2ATA - 2V'V),
(I-2AAT —2uUN = 1 -2AAT —2uU),
and
(I-2ATA - 2VIV)AUI - 2AAT —2uU") = A,

we have, by Lemma 2.2,

(A=XV' = {I - (ATX + VI 2)FuFsY — (AYX + VI Z)FyFs YY)}t
x (AT = VIYAT + (VIZ + ATX)[STYAT — (1 - STZz)u™])
x {I - XEsEy(YAT + ZU") — (XEsEv(YAT + ZU™))) 7L

Since

Y(A'X + VI Z)FyFs = (YATX + VV'Z)FyFs
=(I-Z+VV'Z)FyFs
= (I - EvZ)FyFs
= FyuFs
EsEv(YAT + ZUNX = EsEy(YATX + ZU'X)
= EsEv(I — ZFuy)
= EsEy,
we have (A'X + VIZ)FyFsY and XEsEy(YA" + ZU') are idempotent, Thus, R(A'X + VI Z)FyFsY) and
R(XEsEy(YA' + ZU")) are closed. So, [(ATX + VTZ)FyFsY]' and [XEsEy(YA' + ZUN)] exist.
Noting that I — (A*X + V1Z)FyFsY and I — XEsEy(YA' + ZU) are idempotent too and
{I — (AYX + VI Z)FuFsYIA{I — XEsEv(YAT + zU'))
={I-ATA-V'V + A4 - XY)IA{I - AAT - UU" + (A — XY)A}
= A(A - XY)A
= A(I - XEsEy(YAT + ZzUM).

We get A = A(I - XEsEy(YAT + ZU")) is a generalized inverse of A — XY and

(A-XY)A = (A-XY)A, A(A-XY)=A(A-XY).
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Since (AA' + UUNX = AATX + UUTX = X = U + U = X, we have
(AAT + UUNXESEy (YA + ZU™) = XESEy(YAT + ZU™) = XESEv(YAT + ZUT(AAT + UU).

This indicate XEsEy (YA + ZU") commute with I — 2AAY - 2UU".
Noting that the result of the Lemma 2.2 is independent of the choice of A*. Hence, by Lemma 2.1 and
Lemma 2.2, we have

(A= XY)" = [T - O(A(A - XY)]AO((A - XY)A)
={I - (A'X + VIZ)FuFsY — (ATX + VI Z)FyFsY)) !
x A(I - XEsEy(YAT + ZzU™))
x (I = XEsEy(YA" + ZU") — (XEsEy(YAT + ZU™)) )
={I- (A"X + VIZ)FuFsY — (ATX + VI Z)FyFsY)') !
x (I — (ATX + VI Z)FuFsY)A(l — XEsEy(YAT + ZU™))
x (I - XEsEy(YA" + ZU") — (XEsEy(YAT + ZU™)) )
- O[(ATX + VI Z)FuFsY)JAO[I — (XEsEy(YAT + zU")]
I - (ATX + VIZ)FuFsY)(ATX + VT Z2)FuFsY)t)
At —VIYAT + (VTZ + ATX)[STYAT — (1 - STZ)u'])
I — (XEsEy(YAT + ZUN)Y (XESEv (YA + zU))).

= |
= |
x|
x|
O

Corollary 3.2. Let A € B(Hy, H,) with R(A) closed and X € B(K,H,),Y € B(H1,K),Z = I - YAT™X. If R(X) C
R(A), ker(A) C ker(Y) and R(Z) is closed, then AT + ATXZYY A" is an inner inverse of A — XY and

(A= XY)" = {I - (ATXF,Y) - (ATXF,Y) ) 1A + ATXZTYAT)
— (XEzYA") — (XEzYAT)}™?

= - (ATXF,Y)ATXF,Y)HAT + ATXZTYAT)

x {I — (XEzYAN (XEZYAY)).

Proof. Since R(X) € R(A), ker(A) C ker(Y), we have U = 0 = V. Hence, the results follow by Theorem
3.1. O

Corollary 3.3. Let A, X € B(H1, Hy) with R(A) closed and Z = 1 + AYX, S = ATAZFy. If R(S) is closed, then
A=A"+(Fr-ATX)[STAT + (1 - ST Z)U'] (2)

x{I
I

is an inner inverse of A + X and
(A+X)" = {I - (FuFs) = (FuFs)'} HA" + (Fa = ATX)[STAT + (1 - STZ)U"])
x({I + (XEs(At — ATAZU")) + (XEg(AT — ATAZUY))" )L
Especially, if U = 0, then S = AYAZ and A = (I + S* — SSY)A" is an inner inverse of A + X and
(A+X)" = (2SS - DI+ S" - SSHAYI + XEsA" + (XEsA')} ™.
Proof. Replacing Y by —I in Eq.(1), we get Eq.(2). If U = 0, then S = ATAZ. By Eq.(2),
A=A"+(Fr—-ATX)STAT
=A" = (1-5)sTA"
=(I+S"-SshHA"
Thus, the results are obtained by Theorem 3.1. [



F. Du / Filomat 30:8 (2016), 2155-2164 2159
Corollary 3.4. Let A,Y € B(H:, Hy) with R(A) closed and Z = I + YAT, T = EyZAA™. If R(T) is closed, then
A=V + A - V2Tt + 1 - TTZ)AAT] (3)
is an inner inverse of A + Y and
A+ ={1-(V'Z-ANAATFrY — (VTZ - AHAATFrY) )
x (VI + (AY = V2T + I - T'2)AATI){I - ErEv — (ErEv)'} L.
Especially, if V = 0, then T = ZAA" and AY(I + T" — T'T) is an inner inverse of A + Y and
A+ ={I+AFrY + ATFr) VAT + T - T (RTTT - D).
Proof. Replacing X by —Iin Eq.(1), we have
A=A - VYA" + (VIZ - AD[TTYA" + I - TTZ)E4]
=At -V Z -]+ (V'Z - ANT YAt - T'ZE, + EA]
=V + @A - V21 - T'YAY + T'ZE4 — EA]
=V +@At - vt + 1 - Tt 2)AA"].
Noting that YAT — ZE4 = ZAA' — I, by Theorem 3.1, the results are obtained. [J

Corollary 3.5. Let X € B(Ha, H1), Y € B(H1, Hy). Then R(I-XY) is closed iff R(I- Y X) is closed and I+ X(I- YX)'Y
is an inner inverse of I — XY. Put Z =1 — YX, then

(I - XYV)' ={I - XFzY — (XFZY)'} ' (I + XZ'Y){I = XEzY — (XEZY)'} 7
Proof. The assertion follows by Corollary 3.2. [

In [6, 13], the expression for the Moore-Penrose inverse of A — XGY was obtained under some complex
conditions, respectively. Now, we get this expression under simpler conditions.

Proposition 3.6. Let A € B(H;,Hy),X € B(Ky, Hy),Y € B(H1,K1),G € B(Kj, Kp) with R(A),R(G) closed. If
R(X) € R(A), ker(A) C ker(Y) and ker(X)* € R(G), R(Y) C ker(G)* and R(G" — YA'X) closed, then

A=A+ ATX(G - YATX)TYAT

is an inner inverse of A — XGY and

x {I - (XGEwYA") — (XGEwYA")"}™
= {I - (ATXFWGY)A'XEWwGY)THAT + ATXWTYAT)
x {I = (XGEwYAN (XGEwYA™)).

(A - XGY)" = {I - (A'XFwGY) — (ATXFwGY) ) HAT + ATXWTYAT
{

Here, W = Gt — YA'X.

Proof. Let W = G'-—YA™X and A = AT + AYX(G' - YATX)'YAT.
Since R(X) C R(A), ker(A) C ker(Y) and ker(X)* € R(G), R(Y) C ker(G)*, we have

AAYX =X YA'A=Y XGG'=X G'Gy=Y.

Thus,
(A—XGY)A = AA" — XGEwYA', A(A-XGY)=A'A-ATXFyGY,
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and (A — XGY)A(A — XGY) = (A — XGY). This shows A is an inner inverse of A — XGY. By Lemma 2.2,
(A - XGY)" = {I - (A'XFwGY) — (ATXFwGY) ) HAT + ATXWTYAT
x {I - (XGEwYA") — (XGEwYAT)" ).
Noting that W = Gt — YA'X = G' - G'GYA'XGG', we have R(W) C R(G') and ker(G") C ker(W). Thus,
G'GW=W, WGG'=W.

Again, ker(G) € ker(W') and RIW') € R(G) by R(W) = ker(W')*, R(G") = ker(G)*, ker(G') = R(G)*, ker(W) =
R(G")*. We have
GG'Wr=w',  W'G'G=w"

Thus,

(ATXFGY)(A'XFWwGY) = AYXFwG(YATX)FwGY
= AYXFwG(G' - W)FGY
= A'XFyGY.

Similarly, XGEwYA" is an idempotent too. Thus, R(A*XFywGY) and R(XGEwYAT) are closed.
Since (I —2ATA)A(I - 2AA") = A and

(I - AYXXFwGY)A(I - XGEwYA") = (I - AYXFwGY)(I - 2ATA)AUI - 2AAY)(I — XGEwYA")
= (I -2ATA + ATXFwGY)A(I - 2AAT + XGEy YAY)
=(I-A"A - A(A - XGY))A(I - AAT — (A — XGY))
= A(A - XGY)A
= A(I - XGEwYA"),

we have A = A(I - XGEwYAY) is a generalized inverse of A — XGY and
(A-XGY)A = (A-XGY)A, A(A-XGY)=A(A-XGY).
Noting that I - XGEywYA" commute with I - 2AA" and consequently, by Lemma 2.1 and Lemma 2.2,

(A= XGY)" = {I - (A'XEwGY)A'XEWwGY) HAT + ATXWYATI{I — (XGEwYA") (XGEwYA™M).

4. The Perturbation Analysis of the Moore-Penrose Inverse

In this section, we study the perturbation of the Moore-Penrose inverse and give the upper bound of
(A + X)|| and [|(A + X)" — AT|| on general case.

Theorem 4.1. Let A, X € B(Hy, Hy) with R(A) closed and Z = 1+ A'X, U = E4X,Fy =1- U'U,S = ATAZF. If
R(S) is closed, then
A + )M < (L + ISTIDAATT + IZInut i + .

A+ X)F - At < {||(1 + St —sshyAt - ATAZU) + UT|? + ||A*||2}||X||.
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Proof. Since R(S) is closed, we have (A + X)' exists by Corollary 3.3. Noting that ATAZS™ = SST,STATA = ST,
by Corollary 3.3, we have

A=A"+ (F4 - ATX)[SY AT - ZU") + U]
=A'+(I-ATAZ)[S" (AT - zU") + U]
= A"+ ST AT - ZUY + U" - ATAZ[SY AT - ZUY) + U]
=A'+ ST A" - zUN + U - ATAZST(AT - ZUT) - ATAZUY
=A'+STAY - sTzu" + U - sST(AT - zu") - ATAzU?
=A'+STA' - s'zu" + U - SSTAT + sstzut - ATAzZU'
=(I+S"-SSHA"+(1-5'Z+ 55"z - AtAZ)U"
=(I+S"=SSHA ' + [T -1+ ST -sshAtAz|u*
=(I+ST-ssHAt — (1 + s —-sshAaTAzu' + u*

=(I+S"-sshyA"-AtAzU) + U".

Since A is an inner inverse of A + X, we have

1A +X)'I < I(A + X)l
=1+ St - sstyA" - ATAzUY) + UT||
< @+ USTIDAAT + 1Zinut iy + u|

From the identity(cf. [4, Eq.(21)]),
A+X)'-AT=-A+X)'XA"+ A+ X)(A+ X))y X - AAN) + I - (A + X)' (A + X)IX'(AT) AT,
by applying the orthogonality of the operators on the right side, we get

1A +X)" = ATIP = 1 = (A + X)TXAT + (A + X)T (A + X)) X (I = AADIP + 11T = (A + X)T(A + X)X (AT)'AT|IP
<= (A+X)' XA + 1A + X)"((A + X)') X (L - AADIP + IXIPIAT
< ICA + X)MIPIXIPIATIE + (A + X)TIFIXIP + IXIPIAT)
< {ICA + ) IPIATIR + 1A + X)FI1* + AT X

2
<{lleA+X)" I + At fIxiP
2
<{llI+ 8" - sSTy(AT - ATAZU") + UMIR + AT} IR,
0

Corollary 4.2. Let A, X € B(Hy, Hy) with R(A) closed and Z = 1 + ATX,S = ATAZ. If R(X) € R(A) and R(S) are
closed, then
(A +X)"l < (1 + [ISTIHIAT.

(A + X)" - A"|

TR (V2 +IISTDIXIAT.

Proof. Since R(X) c R(A), we have U = 0. By Theorem4.1, we have

ICA + X111 < (1 + [ISTIDIAT
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and
I(A + X)* = Al < {II(7 + ST = SSHATIP + AT IR
< {1+ 1+ ST HAIXIIAYP
< (V2 + [ISTIDIXINATIR.
Thus, \ .
%E%ﬁlﬂktﬁHWMmmw
O

Remark 4.3. The condition R(X) C R(A) in Corollary 4.2 shows it is a perturbation of range—preserving . In additon,
if Z = I + A" X is invertible, then (A + X)* = Z YA, This is a special case of stable perturbation (Please see [17] for
details).

Corollary 4.4. Let A, X € B(H1, Ha) with R(A) closed and Z = 1 + XAY, T = ZAA'. If ker(A) C ker(X) and R(T)
are closed, then
(A + )T < (L + ITTDIAT.

I(A+X)" - A"|

< (V2 + T DIXINAT.
A

Proof. Note that ITH = (T and AT(I+ TT — T*T) is an inner inverse of A + X by Corollary 3.4. Similar to
the proof in Corollary 4.2, the results can be obtained easily. [

Remark 4.5. The condition ker(A) C ker(X) in Corollary 4.4 shows it is a perturbation of kernel-preserving. In
additon, if Z = [+ XA" is invertible, then (A + X)* = AYZ~Y. This is also a special cases of stable perturbation (Please
see [17] for details).

Corollary 4.6. Let A, X € B(Hy, Hy) with R(A) closed. If R(X) € R(A), ker(A) C ker(X) and R(I + ATX) is closed,
then
1A+ X)T < I+ ATX)T (AT

and

IA+X)" A"l _1+ V5
A < I ATy AN

Proof. Since R(I + ATX) is closed, we have R(I + XA") is closed by Corollary 3.5. Since R(X) € R(A), ker(A) C
ker(X), we have AATX = X, XATA = X. Thus,

(I+ATX)ATA = ATA(I + ATX).
Combining with (ATA) = ATA, we get
R(ATA(I + A'X)) € R(I + ATX),
R(I +AYX)(I + ATX) (ATA)) C R(ATA).
Hence, by Lemma 2.4
ATA+ATX)F = 1+ ATX)TATA.
Therefore,
I+ ATX)TANA + X)I + ATX)TAT
=(I+AX)TATAATA + ATX)I + ATX)TATAAT
=(I+AX)TA"
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It is easy to obtain A + X = (A + X)(I + ATX)'A(A + X). The above indicate (I + ATX)"A' is a generalized
inverse of A + X. Similarly, we get A*(I + XA")" is a generalized inverse of A + X too. Hence,

1A + X1 < IA + X)*1l < I+ ATX)TIIAY).

Noting that R(X) € R(A) and ker(A) C ker(X) mean R(A + X) N R(A)* = {0} and (ker(A + X))* Nker A = {0},
respectively. Thus, from [20], we have

IA+X)" AT _1+ \/_

< (A + ) Xl
IAY] ( )

1+ \/_
I+ AT AT X

O

Proposition 4.7. Let A, X € B(Hi, Hy) with R(A) closed. Let Z = I + A'X,G = AZ. If R(G)are closed and
R(A + X) N R(G)* = {0}, then

A+ X)1 < IGTII
and

1+\/_

1A +X)" = A*l < ——=IIGHPIXII + (V2 + AT AZ) IDIIXIIATP.

Proof. Put G = AZ = A(I + A'X),U = ExX. Then we have A + X = G + U. For Vx € kerG, we have
G'(G+U)x = 0for G'U = 0. This means (G+U)x € R(A+X)NR(G)* = {0}. Hence, we have ker G = ker(G+U).
It is easy to verify G' is a generalized inverse of G + U, i.e.,

A+X)"=G+U)"=G"

Thus, [[(A + X)'[| < [I(A + X)*| | = |IGH.
Since R(A + X) N R(G)* = {0} and ker(G + U)* N ker G = {0}, from [20], we have

IG + Wf - Gl < 25 V5
1+\/_

(G + WGl

——IIGHPIXII.

Since G = AZ = A + AATX and R(AATX) C R(A), by Corollary 4.2, we have
IG* = A*|l < (V2 + (AT AZ) DIIXINATIR.

Thus,

A +X)" = ATl = A+ X)" - G" + G" - A|
<A +X)" =Gl +IIG" - AT

1 + \/_
IGTIRIXI + (V2 + [I(ATAZ) IDIXIIATR.
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