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Polar forces have a considerable effect on the thermodynamic and phase equilibrium
properties of pure and mixture fluids. In this work, the statistical associating fluid theory
(SAFT) and perturbed chain–SAFT (PC-SAFT) are extended to explicitly account for
dipole–dipole interactions. A recently proposed perturbation theory for pure dipolar
fluids is incorporated in both models and further extended to mixtures. Polar SAFT
(PSAFT) and PC-polar SAFT (PC-PSAFT) are applied to alcohols, ketones, water, and
other dipolar fluids. Vapor pressure and saturated liquid densities are correlated over a
wide temperature range from low temperature up to very near the critical point. Critical
constants, second virial coefficients, and monomer fraction predictions are reported.
Furthermore, the models are applied to correlate the vapor–liquid equilibria of binary
mixtures. A temperature-independent binary interaction parameter is regressed from
experimental data. Finally, model predictions for representative polar ternary mixtures
are presented. In all cases, very good agreement with experimental data is obtained.
© 2005 American Institute of Chemical Engineers AIChE J, 51: 2328–2342, 2005
Keywords: equation of state (EoS), dipolar fluids, SAFT, phase equilibria, perturbation
theory

Introduction

Dipole–dipole interactions have a significant influence on
the thermodynamic properties and phase behavior of several
systems of industrial importance, such as water, alcohols, ke-
tones, carboxylic acids, and their mixtures. A fundamental
understanding of such interactions at the molecular level and
subsequent development of engineering models is still a very
challenging and only partially solved problem.1,2

In contrast to the nonpolar fluids, whose structure primarily
depends on the short-range repulsive interactions, it was earlier
postulated that the microstructure and the macroscopic prop-
erties of strongly polar and associating fluids are governed by
longer-range electrostatic (dipole–dipole, quadrupole–quadru-
pole, charge transfer, etc.) interactions.3 Only recently—and

thanks to the development of realistic pairwise potential mod-
els and extensive computer simulations—has it been possible
to develop macroscopic models that quantitatively capture both
repulsive and attractive interactions of very different origins.4,5

Water is a typical fluid where the interplay between repul-
sive and strong orientation-dependent attractive interactions
results in highly nonideal macroscopic thermodynamic prop-
erties. It was recently shown that the strong attractive interac-
tions can be decomposed into short-range hydrogen bonding
interactions and long-range electrostatic (primarily dipolar in-
teractions) and that the former type of interactions together
with the repulsive interactions determines almost exclusively
the structure of the fluid and its thermodynamic properties.6

One of the earliest engineering models for real polar fluids
based on perturbation theory was proposed by Gubbins and
Twu.7 Their solution theory explicitly accounts for strong
directional intermolecular forces and was found to be in excel-
lent agreement with computer simulation results for strongly
polar or quadrupolar fluids and also for real fluid properties.
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Donohue and coworkers further extended the Gubbins–Twu
theory to chain polar (dipolar and quadrupolar) fluids by de-
veloping the perturbed anisotropic chain theory (PACT).8

PACT is a powerful equation of state (EoS) able to accurately
predict the phase equilibria of both pure polar and mixture
fluids.9 Despite its accuracy, PACT never gained wide accep-
tance for practical engineering calculations probably because
of its considerably higher complexity.

An EoS family that has gained tremendous interest in aca-
demia and in industry is the statistical associating fluid theory
(SAFT), rooted in Wertheim’s thermodynamic perturbation
theory (TPT).10,11 In SAFT’s original formalism, the reference
fluid is the hard sphere with short-range directional forces
accounting for hydrogen bonding and the perturbation is the
weak dispersion forces. In one of the most successful modifi-
cations of the original model, perturbed chain–SAFT (PC-
SAFT) incorporated the hard chain fluid into the reference
fluid, resulting in a more accurate model for long chain mole-
cules (such as, polymers).12

The first attempt to extend SAFT to polar fluids was made by
Walsh et al.,5 who combined Wertheim’s theory with the u
expansion for dispersion and multipolar interactions; for the
latter the Padé approximant of Stell was used.13 In this model,
each molecule is assumed to possess a nonspherical repulsive
core with a Lennard–Jones attractive interaction, nonaxial mul-
tipole moments (dipole and quadrupole), and short-range
square-well attraction sites for interactions leading to hydrogen
bonding. Although some promising results were reported, it
was recognized that a more accurate theory for associating
liquids was necessary.5

A promising model for chain polar and associating fluids
was proposed by Xu et al.14 that combines SAFT and PACT.
Interestingly, this model does not contain an explicit term for
association; hydrogen bonding is calculated through quadrupo-
lar interactions. The main drawback of the model is its inade-
quate accuracy when it comes to associating polar molecules
(for example, alcohols).14

Chapman and coworkers1,15,16 further extended SAFT to
dipolar chains with multiple dipolar sites. In their model, it is
assumed that a dipolar chain fluid can be formed by bonding
nonpolar hard spheres to dipolar hard spheres, where the bond-
ing contribution is identical to that for a hard-sphere fluid. Each
segment has an ideal dipole at its center, perpendicular to the
line connecting its center with the center of the immediately
preceding segment. In this model, two more parameters in
addition to the three nonassociating pure-component SAFT
parameters are necessary: (1) the functional-group dipole mo-
ment; and (2) the fraction of dipolar segments per chain, which
is an adjustable parameter. This model was shown to have
substantial predictive capability for real fluids.1,15,16

More recently, Liu et al.17 proposed a modified SAFT equa-
tion of state based on Yukawa and dipolar Yukawa potentials
(referred to as YDD-SAFT). In YDD-SAFT dipolar interac-
tions are explicitly calculated, although the model performance
is worse than that of Lennard–Jones SAFT.18

The aim of this work is to extend SAFT and PC-SAFT to
dipolar fluids using accurate but still simple expressions for
dipolar interactions. For this purpose, the recently proposed
model by Nezbeda and Pavlı́ček for water is used.19,20 Other
models of higher accuracy but considerably increased com-
plexity (as for example the model of Saager and Fischer21)

would result in a complex model that is not suitable for
engineering calculations involving multiple components. The
new models, referred to as polar SAFT (PSAFT) and PC-polar
SAFT (PC-PSAFT), are applied to a variety of pure polar
compounds. Phase equilibria, critical constants, second virial
coefficients, and monomer fraction for associating dipolar flu-
ids are calculated. Furthermore, mixture phase equilibria for
representative binary and ternary mixtures are presented. In all
cases, the comparison with experimental data is satisfactory.

Equation of State Development

In SAFT, fluids are modeled as chains of tangential spherical
segments. The reference fluid in SAFT consists of the hard-
core fluid with association sites (so that hydrogen bonding is
explicitly calculated), whereas perturbation consists of weak
dispersion interactions. In this work, an additional perturbation
term is added to account for the dipole–dipole interactions. In
this way, the EoS is written as the sum of contributions arising
from hard sphere, chain formation, association, weak disper-
sion, and, finally, dipole–dipole interactions. PSAFT formula-
tion for the residual Helmholtz free energy per mole is ex-
pressed as
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where T and � are the temperature and density of the system,
respectively, and the residual Helmholtz free energy is calcu-
lated with respect to the Helmholtz free energy for the ideal gas
at the same T and �. Given the Helmholtz free energy of the
fluid, all other thermodynamic properties (pressure, chemical
potential, etc.) can be calculated using standard thermodynamic
equations.22

For the hard-sphere term of Eq. 1, the Carnahan–Starling23

expression is used, so that

ahs

RT
� m

4� � 3�2

�1 � ��2 (2)

where m is the number of spherical segments per molecule and
� is the reduced density, evaluated from the following expres-
sion

� � ��m�o (3)

where � � 0.74048 and vo is the close- packed hard-core
volume of the fluid, which is calculated from the temperature-
independent volume of the fluid, according to the following
expression

�o � �oo�1 � C exp��3uo/kT��3 (4)
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where uo/k is the dispersion energy per segment parameter and
C � 0.12 (except for hydrogen, which is 0.241). m, voo [alter-
natively the segment diameter 	, calculated from the expres-
sion voo � (
NAv/6�)	3 can be used], and uo/k are the three
characteristic nonassociating parameters for pure fluids.

For the chain term, the following expression is used, based
on Wertheim’s TPT

achain

RT
� �1 � m�ln

1 � 0.5�

�1 � ��3 (5)

and for association, the Helmholtz free energy is calculated
from the expression

aassoc

RT
� �

A�1

M �ln XA �
XA

2 � � 0.5M (6)

where M is the number of association sites per molecule, and
XA is the mole fraction of molecules not bonded at site A. In Eq.
6, the sum is taken over all association sites of the molecule.
The quantity XA is calculated from the expression

XA � �1 � �
B�1

M

�XB�AB��1

(7)

where ��	 is the association strength evaluated from the fol-
lowing expression

�AB � �2 �oo
1 � 0.5�

�1 � ��3 �exp��AB/kT� � 1��AB (8)

In Eq. 8, the two pure-component parameters for association
are introduced: the energy of association ��	/k and the volume
of association, ��	. In this work, the Michelsen–Hendriks
formulation24 for the calculation of association interactions was
used that substantially reduces the computational time required
(up to 70%, depending on the number of components and the
properties calculated).

For the dispersion term in Eq. 1, different expressions are
used in SAFT and PC-SAFT models. In SAFT, the expression
proposed by Alder,25 based on molecular dynamics simulation
data for the square-well fluid, is used
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where u/k � (uo/k)[1 
 (e/kT)] and e/k � 10 K for all mole-
cules except a few small molecules (for details see Huang and
Radosz11).

In PC-SAFT, the dispersion contribution to the Helmholtz
free energy is given by12
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where C1 is the following compressibility expression

C1 � �1 � m
8� � 2�2
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The integrals in the perturbation theory are evaluated from
the following series expansions
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where the coefficients ai and bi are functions of the chain
length, expressed as
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The coefficients aji and bji are given by Gross and Sadowski12

and are not repeated here.
In this work, we introduce an explicit dipole–dipole term to

SAFT and PC-SAFT. The aim of our work is to develop an
accurate but yet simple model that can be extended to mixtures
in a straightforward manner. For this reason, a relatively sim-
ple, but still accurate, perturbation model developed for spher-
ical dipolar fluids19,20 is preferred over a more complicated
28-term expression21 that would be impractical for engineering
calculations. As a result, the dipole–dipole term in PSAFT and
PC-PSAFT for chain fluids has the form of a simple Padé
approximant

add

RT
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(16)

where the terms a2 and a3 correspond to the following functions
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The reduced dipole moment is defined as

̃ � 85.12
/m

��u/k�	3 (19)

where  is the dipole moment of the fluid (in D). The functions
F̃i are obtained following the mean-spherical approximation
and are of the form

F̃2 �
�

K3 (20)

F̃3 �
�2

K3 (21)

Within this approximation, a short-range cutoff is introduced
for the dipolar interactions, 	d, and K � 	d/	. In the original
formulation of the theory a switch function was introduced to
ensure that a smooth transition is achieved between short-range
hydrogen bonding and longer-range dipolar interactions in the
expression for the potential energy. In this way, the range of
dipolar interactions is extended beyond the first coordination
shell of the polar molecule (where hydrogen bonding is dom-
inant) and K should assume a value � 1. Nezbeda and Pavlı́ček
assigned a value of K equal to 1.5 for water.19 In this work, 	d

[or equivalently, vdd � (
NAv/6�)	d
3] is an adjustable parameter

whose value is constrained to satisfy the limits discussed.
SAFT and PC-SAFT extension to mixtures is straightfor-

ward. Mixing rules are necessary only for the dispersion term.
In the case of SAFT, they are as follows
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where xi is the mole fraction of component i, and kij is a binary
adjustable parameter.

In the case of PC-SAFT, some additional mixing rules are
used for mixture calculations12

Table 1. Pure Component Parameters of the PSAFT Equation of State for Polar, Associating, and Nonassociating Compounds

Compound Model* m
�oo

(mL/mol)
u/k
(K)

�hb/k
(K) �hb


(D)

�dd

(mL/mol)

% AAD**

T (K)Psat �liq

Alcohols
Methanol 2B 1.779 11.8 207.03 2718.29 0.0537 1.70 44.2 0.74 1.30 288–508
Ethanol 2B 2.372 12.5 202.02 2873.11 0.0308 1.69 44.2 0.56 1.44 293–509
1-Propanol 2B 3.109 12.5 223.87 2671.29 0.0214 1.68 44.2 0.30 1.42 333–531
1-Butanol 2B 3.737 12.5 225.49 2608.32 0.0233 1.66 44.2 0.40 1.88 352–557
1-Pentanol 2B 4.267 12.5 209.88 2566.50 0.0656 1.70 44.2 1.02 2.35 346–580
1-Hexanol 2B 4.870 12.5 217.30 2766.50 0.0524 1.65 44.2 2.37 3.95 325–605
1-Heptanol 2B 5.592 12.5 233.27 2766.50 0.0079 1.74 44.2 1.76 3.81 335–626
1-Octanol 2B 6.304 12.5 227.69 2589.14 0.0158 1.65 44.2 1.55 4.50 328–646
1-Nonanol 2B 6.700 12.5 231.11 2766.50 0.0103 1.61 44.2 2.29 4.45 365–662
1-Decanol 2B 7.369 12.5 227.55 2766.50 0.0127 1.62 44.2 3.25 4.66 349–680
1-Undecanol 2B 7.930 12.5 222.88 2766.50 0.0191 1.67 44.2 7.28 6.19 344–696
1-Dodecanol 2B 8.527 12.5 227.95 2766.50 0.0121 1.69 44.2 2.17 4.53 374–712
1-Tridecanol 2B 9.093 12.5 227.86 2766.50 0.0127 1.65 44.2 3.26 4.99 365–727

Glycol
Ethylene

glycol 4C 3.394 9.4 319.92 1889.86 0.0228 2.31 45.2 2.40 2.29 403–713
Ketones

Acetone 4.337 8.1 214.29 2.88 61.6 2.78 2.13 259–503
2-Butanone 5.175 8.0 206.10 2.76 33.4 1.53 1.88 316–530
2-Pentanone 5.569 8.7 209.14 2.77 32.3 1.41 2.49 337–555
3-Pentanone 5.708 8.5 205.55 2.82 16.3 1.32 2.44 331–555
2-Hexanone 5.890 9.7 215.29 2.68 15.9 3.35 2.80 305–581

Other Substances
Water 4C 1.000 12.3 52.13 1982.33 0.0737 1.85 16.7 3.65 0.84 278–641
Ammonia 3B 1.743 7.0 120.67 1460.01 0.1607 1.47 9.7 2.91 0.54 199–402
Chloroform 3.795 10.2 235.67 1.01 31.3 1.72 3.15 252–531
Hydrogen

sulfide 3B 1.570 12.9 255.48 287.28 0.0742 0.97 43.7 1.98 1.33 187–370
Acetic acid 1 2.022 14.3 266.69 6667.23 0.0016 1.74 87.9 0.74 1.89 349–586
Total average

deviations 2.11 2.80

* The bonding schemes here for association were taken from Huang and Radosz.11

**% AAD � percentage average absolute deviation.
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Finally, the following mixing rules are proposed for the
dipolar interactions in PSAFT and PC-PSAFT
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Results and Discussion
Pure component parameter estimation: correlation of
vapor pressure and saturated liquid density

PSAFT and PC-PSAFT as developed above contain six pure
component parameters: three for nonassociating nonpolar com-
ponents (that is, the segment number m, the segment volume
voo, and the segment energy parameter u/k); two additional
parameters for association (that is, the association energy �hb/k
and the association volume �hb); and an additional parameter
for the dipolar term (that is, the characteristic segment volume
of dipole–dipole interactions, vdd). For nonpolar compounds,
PSAFT and PC-PSAFT reduce to SAFT and PC-SAFT, respec-
tively. In this work, PSAFT and PC-PSAFT are applied to
various polar and associating, as well as to polar and nonasso-
ciating fluids including primary alcohols, ethylene glycol, wa-
ter, ammonia, ketones, chloroform, hydrogen sulfide, and ace-
tic acid. Parameters are estimated by fitting the models to
experimental vapor pressure and saturated liquid density data

Table 2. Pure Component Parameters of the PC-PSAFT Equation of State for Polar,
Associating, and Nonassociating Compounds

Compound Model* m
�oo

(mL/mol)
u/k
(K)

�hb/k
(K) �hb


(D)

�dd

(mL/mol)

% AAD

T (K)Psat �liq

Alcohols
Methanol 2B 1.743 12.5 180.45 2766.50 0.0499 1.70 44.2 1.01 0.62 288–508
Ethanol 2B 2.549 12.5 188.06 2635.77 0.0419 1.69 44.2 0.55 0.63 293–509
1-Propanol 2B 3.442 12.5 224.75 2128.00 0.0171 1.68 44.2 0.41 0.78 333–531
1-Butanol 2B 4.112 12.5 231.00 2766.50 0.0011 1.66 44.2 1.30 1.34 352–557
1-Pentanol 2B 4.819 12.5 227.33 2540.81 0.0012 1.70 44.2 0.82 1.47 346–580
1-Hexanol 2B 4.967 14.0 234.11 2542.62 0.0012 1.65 44.2 1.87 2.07 324–605
1-Heptanol 2B 5.197 15.5 237.77 2589.08 0.0014 1.74 44.2 2.30 1.38 335–626
1-Octanol 2B 6.203 12.5 230.94 2766.50 0.0088 1.65 44.2 2.12 4.23 328–646
1-Octanol 2B 5.782 15.6 236.48 2528.71 0.0010 1.65 44.2 4.25 1.90 328–646
1-Nonanol 2B 6.275 15.4 236.37 2291.12 0.0012 1.61 44.2 4.84 2.63 365–662
1-Decanol 2B 6.419 17.0 240.50 2470.32 0.0013 1.62 44.2 4.72 2.00 349–680
1-Undecanol 2B 7.101 17.0 234.24 2566.50 0.0012 1.67 44.2 10.10 9.38 344–696
1-Dodecanol 2B 7.176 17.8 244.74 2505.76 0.0010 1.69 44.2 14.23 2.84 374–712
1-Tridecanol 2B 7.281 19.1 248.12 2658.79 0.0012 1.65 44.2 11.68 2.38 365–727

Glycol
Ethylene

glycol 4C 3.940 8.4 206.60 1657.81 0.2775 2.31 44.2 2.95 0.77 403–713
Ketones

Acetone 2.797 14.9 246.99 2.88 41.4 1.54 2.91 259–503
2-Butanone 2.947 17.7 251.85 3.46 19.0 0.58 2.75 316–530
2-Pentanone 3.466 17.6 247.76 2.77 58.5 0.81 1.06 337–555
3-Pentanone 3.514 17.3 245.59 2.82 58.5 0.81 1.54 331–555
2-Hexanone 3.946 26.2 245.52 2.68 38.5 0.89 0.78 305–581

Other Substances
Water 4C 1.000 12.8 42.77 1973.72 0.0706 1.85 16.7 3.64 0.84 278–641
Ammonia 3B 1.370 9.7 99.87 1499.44 0.1044 1.47 10.7 2.84 0.61 199–402
Chloroform 2.523 17.7 270.18 1.01 60.9 0.86 0.70 252–531
Hydrogen

sulfide 3B 1.437 14.3 242.77 406.64 0.0099 0.97 32.8 0.15 0.41 187–370
Acetic acid 1 1.645 19.5 270.93 5184.32 0.0084 1.74 45.6 1.73 0.89 349–586
Total average

deviations 3.21 1.95

*The bonding schemes here for association were taken from Huang and Radosz.11
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over a very wide range of temperature, typically from 1.2Ttr up
to 0.99Tc. Experimental data were taken from the DIPPR data
compilation.26 Such pseudo-experimental data should always
be carefully treated because some systematic deviation from
real experimental data may occur. In Tables 1 and 2, the values
of the four (for nonassociating compounds) or six (for associ-
ating compounds) parameters, the temperature range used for
the parameter estimation, and the average absolute deviations
between experiment and theory for vapor pressure and satu-
rated liquid density are presented. For the associating fluids, the
association models indicated are based on the bonding schemes
introduced by Huang and Radosz.11

Considering the wide temperature range used for the param-
eter estimation, extended up to very close to the critical point,
model correlations are very good in all cases. In the course of
parameter estimation, it was found that more than one set of
parameters may provide accurate correlation of the experimen-
tal data. This is not unusual and has also been frequently
reported in the literature for other EoS.27 The parameter values
that are finally selected satisfy the following constraints: they
are physically meaningful (some discussion for vdd was pro-
vided above; similar arguments for other parameters are given
below) and, furthermore, for a homologous series it is ensured
that parameters vary smoothly with molecular weight (that is,
segment number m) or are set constant, for the case of segment
volume parameters (that is, segment volume voo and dipolar
segment volume vdd).

Figure 1. Experimental data26 (points) and EoS correla-
tion (lines) for the vapor pressure of (a) alco-
hols and water, and (b) ketones.

Figure 2. Experimental data26 (points) and EoS correla-
tion (lines) for the saturated liquid density of (a)
alcohols and water, and (b) ketones.
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In Figure 1, the vapor pressure for several 1-alcohols and
water (top) and ketones (bottom) is shown at different temper-
atures. Good agreement between experimental data and model
correlations is obtained. For the higher 1-alcohols examined,
the deviation increases with carbon number, especially for
PC-PSAFT. It is not clear whether the accuracy of the model
decreases or the DIPPR experimental data contain some sys-
tematic error.

In Figure 2, experimental data and EoS correlations are
shown for the saturated liquid density of the selected com-
pounds. The results are generally good, except from the cor-
relation for the heavier alcohols and ketones, especially at low
temperatures. Such failure has been reported previously for
SAFT, as well.28

A more detailed analysis of the model performance, the
association scheme assumed (for the associating fluids) and the
parameter values estimated is given below for each of the
various fluids examined.

1-Alcohols. Alcohols are very important organic solvents
widely used in various industrial chemical processes. Accurate
calculation of their thermodynamic properties is essential for
optimum process design. The hydroxyl group in the molecule
has a hydrogen and two lone pairs of electrons and so hydrogen
bonds are formed between alcohol molecules. Spectroscopic
measurements have revealed that alcohols form linear oli-
gomers through hydrogen bonding.29,30 Furthermore, most of
the theoretical models developed for alcohols explicitly ac-
count for hydrogen bonding assuming formation of linear oli-
gomers.31-33 The 2B association scheme (a proton-donor site
and a proton-acceptor site) in SAFT11 used here accounts
exactly for such behavior.

Molecular parameters m, mvoo, and mu/k vary linearly with
molecular weight in both PSAFT and PC-PSAFT, thus allow-
ing reliable extrapolation of the parameter values to higher
1-alcohols. In this work, alcohols only up to 1-tridecanol were
examined because the uncertainty in the experimental data
increases ssubstantially for the higher unstable alcohols.34

An optimum value of 44.2 cm3/mol for the characteristic
dipole–dipole interactions volume, vdd, was found for all alco-
hols. This corresponds to an effective dipole–dipole interaction
diameter (	d) about 1–2 Å greater than the hard-sphere diam-
eter of the corresponding molecules. Interestingly, in polar
SAFT1 a different approach is used where an average molec-
ular dipole moment for a homologous series is used, and the
second polar parameter (that is, the fraction of polar segments
xp) assumes different values for different components.1

Finally, the association energy parameter (�hb/k) for alcohols
assumes values within the range of the experimentally mea-
sured enthalpy of hydrogen bonding, �Hassoc/R, of 2500–3000
K.35

Ketones. Many naturally occurring substances, such as the
components of essential oils, terpenes, steroids, and sugars, all
products of great industrial and biological importance, contain
ketones. Ketones are nonassociating dipolar compounds. How-
ever, they form weak complexes when mixed with proton-
donor compounds, such as chloroform. In the so-called chem-
ical theories, ketones are treated as cross-associating
compounds.32 A number of different ketones are examined here
(see Tables 1 and 2) and parameters m, mvoo, and mu/k vary
linearly with molecular weight, both for PSAFT and PC-
PSAFT. For this family of compounds, PC-PSAFT is more

accurate than PSAFT. Both models presented here are of
comparable accuracy with the polar SAFT proposed by Sauer
and Chapman.1

Water. Water is of immense importance for biological and
industrial processes and has been studied extensively for de-
cades. A large number of molecular force fields36 and statistical
mechanics–based EoS37-39 have been proposed to calculate
structure, thermodynamic, thermal, transport, and other prop-
erties. Nevertheless, the accurate representation of water prop-
erties over a wide range of conditions is still open.

In EoS for associating fluids, the number of hydrogen-
bonding sites per water molecule should be defined. In SAFT,
water is modeled either as a three-site fluid or a four-site fluid.
Extensive analysis of the performance of both models was
presented by Economou and Tsonopoulos.40 In this work, the
4C model is used both in PSAFT and PC-PSAFT. In both
models, water is treated as a spherical molecule (m � 1).
Explicit calculation of hydrogen bonding and dipole–dipole
interactions results in relatively low weak dispersion interac-
tions, in agreement with realistic molecular models41,42 and
primitive models for water.6 The dispersion energy parameter
u/k assumes a value of 52.13 K for PSAFT and 42.77 K for
PC-PSAFT, whereas in TIPS, a widely used force field for
liquid water, the value is 59.7 K,41 and in MSPC/E, a recently
developed force field for water phase equilibria over a wide

Figure 3. Contribution of the reference term, the disper-
sion term, the hydrogen bonding term, the di-
pole–dipole term, and the ideal gas term in (a)
pressure and (b) chemical potential of satu-
rated liquid water at 460 K from PSAFT.
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temperature range, the value is 74.5 K.42 In SAFT and PC-
SAFT, u/k for water is unrealistically high and equal to 350 and
366.5 K, respectively.11,12 Furthermore, the energy of associa-
tion (�hb/k) is 1982.33 K for PSAFT and 1973.72 K for PC-
PSAFT, in good agreement with the experimentally measured
enthalpy of hydrogen bonding of 1813 K.43 Such an agreement
between parameter values in molecular models and parameter
values in macroscopic models is an additional justification that
the expression of the partition function into contributions from
various types of intermolecular forces or, correspondingly, of
the Helmholtz free energy in the various terms of Eq. 1 is
meaningful.

To further ensure that the effect of dipole–dipole interac-
tions on the thermodynamic properties is not negligible, the
contribution of each term in the PSAFT perturbation expansion
for pressure and chemical potential for saturated liquid water at
460 K was calculated. As shown in Figure 3, the dipole–dipole
interaction contribution is similar to the contribution of the
weak dispersion forces. Similar results were also obtained from
PC-PSAFT under the same conditions.

Despite the physically realistic model and parameter values,
both PSAFT and PC-PSAFT predict a monotonic variation of
saturated liquid water density with temperature, failing to cap-
ture the maximum value in density, at about 4°C. Work is
under way to correct such deficiency using a newly developed
statistical mechanical model for water.38

Ammonia. Ammonia is one of the most heavily produced
inorganic chemicals, widely used as an intermediate in the
production of fertilizers, plastics, explosives, dyes, pharmaceu-
ticals, and so forth. Here, ammonia is modeled as an associat-
ing molecule with two proton-donor sites and a proton-acceptor
site (3B model). Alternatively, the 4B scheme with three pro-
ton-donor sites (the three hydrogens) and a proton-acceptor site
can be used.17 However, the 3B model is in better agreement
with the microstructure of liquid ammonia as recently calcu-
lated from molecular simulation.44

The tetrahedral sp3 structure of the ammonia molecule cor-
responds to the structure of the hydronium ion, �3


 (with
one lone pair available to form a hydrogen bond). Because
water is assigned the value of m equal to 1.0, a realistic value
for ammonia should be in the range between 1 and 2, which is
the case for both PSAFT and PC-PSAFT. In SAFT,11 voo was
arbitrarily set as 10 cm3/mol. In this work, this parameter is
fitted to experimental data. Consequently, the molecular vol-
ume, given by the product of the number of segments per
molecule and the segment volume (mvoo), which assumes a
value of 12.2 cm3/mol in PSAFT and 13.3 cm3/mol in PC-
PSAFT, is in close agreement to ammonia van der Waals

volume of 13.8 cm3/mol.45 The dispersion energy parameter
u/k assumes approximately the same value for both PSAFT and
PC-PSAFT, that is 55–65% lower than that in SAFT. Finally,
the calculated �hb/k values in both models are close to the
literature value of 1409 K, obtained from detailed quantum
mechanics calculations.46

Hydrogen Sulfide. Hydrogen sulfide is a highly toxic sub-

Figure 4. Experimental data53 (points) and PSAFT (lines,
top) and PC-PSAFT (lines, bottom) prediction
of water density at saturation, subcritical, and
supercritical conditions.

Table 3. Experimental and Predicted Pure Component Critical Properties for Water, Alcohols,
and Ketones from PSAFT and PC-PSAFT*

Compound
Tc

exp

(K)

Tc
calc (K) Pc

exp

(MPa)

Pc
calc (MPa) �c

exp

(g/cm3)

�c
calc (g/cm3)

PSAFT PC-PSAFT PSAFT PC-PSAFT PSAFT PC-PSAFT

Water 647.13 662.36 680.04 22.06 25.60 27.42 0.322 0.314 0.320
Methanol 512.64 527.78 519.41 8.10 10.01 8.98 0.272 0.278 0.265
Ethanol 513.92 524.56 522.37 6.15 7.42 6.85 0.276 0.100 0.100
1-Pentanol 586.15 590.76 590.20 3.88 4.34 4.09 0.270 0.254 0.267
Acetone 508.20 516.42 520.64 4.70 4.89 5.53 0.278 0.257 0.268
2-Butanone 535.50 540.44 544.33 4.15 4.26 4.57 0.270 0.248 0.266

*Experimental values from Daubert and Danner.26
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stance, even in traces, and is found in natural gas and oil.
Removal of hydrogen sulfide is necessary before natural gas
and oil are used further, so the accurate knowledge of its
thermodynamic properties is necessary for the design of the
relevant processes. In PSAFT and PC-PSAFT, hydrogen sul-
fide is modeled with the 3B association scheme, and the energy
of association is considerably lower than the corresponding
values for water and similar to the dispersion energy value.
This behavior is in agreement with experimental data for this
component.47,48

Acetic Acid. Acetic acid is used extensively in a variety of
industrial processes, such as in food and textile industries.
Acetic acid is known to form strong dimers both in the liquid
phase and in the vapor phase,22 resulting in strong deviations
from ideality even at low pressure.49 In this work, acetic acid is
modeled assuming dimer formation in both phases and so the
association scheme 1 was used. The hydrogen bond energy
values obtained are comparable with the values reported by
Wolbach and Sandler, derived using molecular orbital calcu-
lations.50 On the other hand, the bonding volume values are
close to the value 0.0019, derived by the expression Khb � K �
1.485 � 10�4	3 [�hb � (4
/	3)Khb] suggested by Jackson et
al.51 for systems with one bonding site, developed so as to
ensure that only dimer formation was possible in molecular
simulations.

Ethylene Glycol (EG). EG is used extensively in the pet-

rochemical industry to prevent gas hydrate formation (in trans-
portation lines for gas and crude oil). It is also used for the
production of poly(ethylene glycol), a widely used polymer in
pharmaceutical and other applications. EG has two hydroxyl
groups per molecule and so the 4C association scheme is used.
The DIPPR correlation used to generate pseudo-experimental
vapor pressure and saturated liquid density data is not very
accurate for the glycols, as shown by Kontogeorgis and co-
workers.52 Consequently, parameters for this component re-
ported in Tables 1 and 2 should be treated with caution.

Chloroform. Chloroform does not self-associate but forms
strong hydrogen bonds with ketones. The acetone/chloroform
mixture exhibits a strong negative deviation from Raoult’s law
forming an azeotrope over a wide temperature range.22 In fact,
this mixture is often used as a benchmark to test new theories.32

The deviation of PSAFT and PC-PSAFT correlation from the
experimental data reported in Tables 1 and 2 is lower from the
corresponding deviation for the case of SAFT11 and YDD-
SAFT.17

Critical property prediction

Mean-field EoS including SAFT do not account for critical
phenomena, such as local density fluctuations. As a result, the
coexistence curve in the vicinity of the critical point predicted

Figure 5. Experimental data,26 PSAFT and PC-PSAFT
predictions for the second virial coefficient of
(a) water and (b) ethanol.

Figure 6. Fraction of (a) water and (b) ethanol monomer
molecules, Xmon, at saturation. Experimental
data (points)54 and model predictions (lines).
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by such an EoS is narrower than the experimentally measured
curve. In this way, the critical constants predicted by mean-
field theories are higher than the experimental values.28 In this
work, the accuracy of the newly proposed models in the critical
region was assessed by calculating the critical constants of
some representative polar compounds. In Table 3, the calcu-
lated critical temperature, critical pressure, and critical density
are presented together with the experimental values. Both
PSAFT and PC-PSAFT overpredict the critical temperature by
only 5–15 K (with the exception of PC-PSAFT for water).
Such a relatively small deviation should be attributed to the fact
that the temperature range used to regress the pure component
parameters was extended up to very near the critical tempera-
ture (0.99Tc).

Supercritical properties

An EoS with strong theoretical basis is expected to accu-
rately predict the thermodynamic properties of fluids over a
wide range of conditions, away from the region used for

parameter regression. The PVT properties in the supercritical
region of several fluids are of interest both scientifically and
technologically. In Figure 4, experimental data53 and PSAFT
and PC-PSAFT predictions at subcritical and supercritical con-
ditions of water over a wide temperature (300–1200 K) and
pressure (up to 100 MPa) range are shown. Model predictions
are very accurate in all cases away from the critical point.

Second virial coefficient

The second virial coefficient B accounts directly for the
intermolecular forces and as a result it is widely used to test
new theories. Early theories for the second virial coefficient of
strongly polar and associating fluids assumed that B can be
expressed as a contribution arising from weak dispersion forces
(physical term) and a contribution arising from polar and/or

Figure 7. Methanol/ethanol VLE.
Experimental data (points) and PC-PSAFT correlation (lines)
at atmospheric pressure (0.101325 MPa) with different com-
bining rules for the association parameters.

Figure 8. Propane/methanol VLE.
Experimental data (points) and model correlations (lines).

Table 4. Binary Interaction Parameter and Deviation in K-Factor between Experimental Data and Model Calculations for
Binary Mixture Vapor–Liquid Equilibria

System

PSAFT PC-PSAFT

kij

% AAD

kij

% AAD

K1 K2 K1 K2 T(K) Ref.*

Methanol/ethanol 0.010 19.5 26.2 �0.013 8.6 6.7 273.15–353.15 1
Methanol/1-propanol �0.011 7.4 7.6 �0.017 7.6 4.4 273.15–333.15 1
Methanol/1-butanol 0.015 5.5 25.1 �0.030 3.8 17.0 344.55–376.00 1
Methanol/propane 0.058 14.0 7.1 0.057 18.9 16.0 313.55–343.21 2
Ethanol/1-propanol 0.0064 3.2 1.8 �0.001 2.7 1.4 323.15–367.00 1
Ethanol/1-butanol 0.008 3.6 2.7 �0.021 3.3 4.3 353.15–388.15 1
Ethanol/1-pentanol 0.019 7.7 10.7 �0.025 3.4 8.9 353.45–405.55 1
Ethanol/propane 0.039 8.2 3.1 0.022 12.1 5.9 313.58–349.78 2
1-Propanol/1-pentane 0.023 10.7 8.0 0.025 28.9 11.7 313.10–317.10 3
Chloroform/benzene �0.010 1.1 0.9 �0.009 0.2 0.9 335.53–350.92 4
Chloroform/acetone �0.025 6.7 6.3 �0.053 1.7 7.1 330.68–335.26 4
Chloroform/2-butanone �0.025 6.7 6.3 �0.053 1.7 7.1 336.05–352.85 1
Benzene/acetone 0.028 6.5 5.7 �0.002 12.2 6.6 330.49–345.38 4
Methanol/acetone �0.003 9.7 3.7 �0.050 5.0 8.7 331.27–335.42 1
Ethanol/acetone �0.034 15.2 3.5 �0.063 20.9 22.9 330.97–342.85 1
Methanol/CO2 0.023 28.9 3.5 0.015 41.4 10.7 313.2 5
Ethanol/CO2 0.051 45.2 7.6 0.042 22.8 3.5 313.2 5
Acetone/2-butanone �0.005 11.7 7.2 �0.026 8.1 11.5 331.55–395.15 1

*(1) Gmehling and Onken. Vapor–Liquid Equilibrium Data Collection; DECHEMA Chemistry Data Series; Vol. I, Part 2a. Frankfurt, Germany: DECHEMA; 1977;
(2) Joung et al. J Chem Eng Data. 2004;49:426; (3) Rice et al. Fluid Phase Equilib. 1990;56:303; (4) Kojima et al. J Chem Eng Data. 1991;36:343; (5) Yoon et
al. J Chem Eng Data. 1993;38:53.
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association forces (chemical term).22 Such an approach was
successfully used for the correlation of experimental data for
pure fluids and mixtures. Alternatively, the second virial coef-
ficient can be calculated directly from the EoS based on the
expression B � (1/2RT)(�2P/��2) 	 ��0, and so it can be ex-
pressed as a perturbation expansion, similar to the expression
used for the Helmholtz free energy (Eq. 1). In this case, the
contribution attributed to dipolar interactions both in PSAFT
and PC-PSAFT is

Bdd �
a2m

�
(32)

Second virial coefficient calculations were performed for
representative polar fluids and results are presented in Figure 5
for water (top) and ethanol (bottom) together with experimental
data.26 Deviations between model predictions and experimental
data increase at lower temperatures, especially for water.

Monomer fraction

Hydrogen bonding results in the formation of oligomer spe-
cies. The fraction of these species (monomers, dimers, etc.)
depends on temperature and density (or pressure) and is an

important microscopic property of the fluid. Monomer fraction
can be measured spectroscopically and/or calculated from an
EoS that explicitly accounts for hydrogen bonding or from
molecular simulation. For the case of first-order perturbation
theories such as SAFT, where multiple bonding sites are as-
sumed per molecule, and bonding on each site is treated inde-

Figure 9. Propane/ethanol VLE.
Experimental data (points) and model correlations (lines).

Figure 10. n-Pentane/1-propanol VLE.
Experimental data (points) and model correlations (lines).

Figure 11. Ethanol/1-pentanol VLE.
Experimental data (points) and model correlations (lines).

Figure 12. Binary interaction parameter for (a) metha-
nol/1-alcohol (ethanol to 1-butanol) and (b)
ethanol/1-alcohol (1-propanol to 1-pentanol)
for PSAFT and PC-PSAFT.
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pendently of the remaining sites, the monomer fraction Xmon is
calculated as the product over all M sites of the fraction of
molecules not bonded at each site A:

Xmon � 

A�1

M

XA (33)

In this work, model predictions for Xmon are compared
against experimental data for water and for ethanol at satura-
tion at various temperatures.54 As shown in Figure 6, calcula-
tions from PSAFT and PC-PSAFT are similar and in good
agreement with experimental values, with the exception of
water at elevated temperatures. Certainly, an improved associ-
ation model is needed for water. Such an improved model
should account for cooperativity effects when multiple hydro-
gen bonds are formed by a water molecule. The first-order
thermodynamic perturbation theory used in SAFT does not
account for this. Debenedetti and coworkers38 developed a
simple yet accurate model that accounts for local density and
entropic effects when hydrogen bonds are formed. This can be
the basis for further extending PSAFT and PC-PSAFT.

Mixture phase equilibria

PSAFT and PC-PSAFT were used extensively to model
binary and ternary polar mixture vapor–liquid equilibria
(VLE). A temperature-independent binary interaction parame-
ter, kij, was fitted to experimental data.

The objective function OF, used for fitting the kij values,
involves either the mixture equilibrium pressure data, when
bubble-point calculations are performed, or the K-factor for
each component i, Ki � yi/xi, when flash calculations are
performed. In the former case, it is

OFb �
1

Ndata �
i�1

Ndata �Pi
exp � Pi

cal

Pi
exp �

where Ndata is the number of data points used in the regres-
sion, whereas in the latter case it is

OFf �
1

Ndata

1

Ncomps �
i�1

Ndata �
j�1

Ncomps �Kij
exp � Kij

cal

Kij
exp �

where Ncomps is the number of components in the mixture.
For the case of mixtures with multiple association compo-

nents appropriate combining rules are necessary for the calcu-
lation of cross-association parameters, that is the association
energy and the association volume. Considerable work has
been reported in recent years on the development of combining
rules that have a strong theoretical basis and result in accurate
predictions.17,50,55

The following combining rules were considered in this work:

�AiBj � ��AiBi�AjBj �AiBj �
�AiBi � �AjBj

2
(34)

�AiBj �
�AiBi � �AjBj

2
�AiBj � ��AiBi�AjBj (35)

Figure 13. Experimental data (points) and model corre-
lation (lines) for the K-factor in acetone/chlo-
roform mixture.

Table 5. PSAFT and PC-PSAFT Model Predictions for Ternary and Corresponding Binary Mixture Vapor–Liquid Equilibria
of Acetone/Chloroform/Benzene in the Temperature Range 330.85–351.00 K and Methanol/Ethanol/Carbon Dioxide at 313.2 K

% AAD

Acetone/Chloroform Chloroform/Benzene Benzene/Acetone Acetone/Chloroform/Benzene*

y1 y2 P y1 y2 P y1 y2 P y1 y2 y3 P

PSAFT 4.92 4.90 2.67 1.15 1.60 0.54 21.41 8.35 12.21 11.42 12.85 15.55 3.90
PC-PSAFT 9.79 14.14 4.87 0.35 0.77 0.24 17.92 5.12 9.82 8.35 4.53 4.60 3.45

Methanol/Ethanol Ethanol/Carbon Dioxide Methanol/Carbon Dioxide Methanol/Ethanol/Carbon Dioxide**

y1 y2 P y1 y2 P y1 y2 P y1 y2 y3 P

PSAFT 14.08 10.99 4.19 47.76 0.67 2.14 40.14 0.77 2.34 39.84 41.06 0.47 8.33
PC-PSAFT 5.90 7.56 0.90 23.67 0.32 2.99 22.97 0.40 1.85 20.67 58.72 0.34 7.96

Note: yi � vapor phase mole fraction.
* Experimental data taken from Kojima et al. J Chem Eng Data. 1991;36:343.
**Experimental data taken from Yoon et al. J Chem Eng Data. 1993;38:53.
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�AiBj �
�AiBi � �AjBj

2
�AiBj � ��AiBi�AjBj � �	ii	jj

	ij
� 3

(36)

All three sets of combining rules were used to model the VLE
of the methanol/ethanol mixture. Experimental data at atmo-
spheric pressure and model calculations using a kij value are
shown in Figure 7. It is clear that the Eq. 36 system constitutes
the most accurate set of combining rules. This set of rules is
based on molecular orbital calculations and was also used by
Gross and Sadowski56 in modeling mixtures of associating
fluids with PC-SAFT. Furthermore, the kij for Eq. 36 assumes
the smallest absolute value compared to the other two: kij �
�0.0616 (Eq. 34), kij � �0.0618 (Eq. 35), kij � �0.0116 (Eq.
36). All calculations presented in the rest of this paper are
based on this combining rule, unless otherwise stated.

In Table 4, a summary of the calculations with PSAFT and
PC-PSAFT for the various binary mixtures is presented. The
binary parameter was optimized using the OFf function (flash
calculations). Both models provide accurate correlation of VLE
for binary mixtures of non-self-associating nonpolar/self-asso-
ciating polar fluids as shown in Figures 8 through 10. Similarly,
mixtures of compounds of the same homologous series (for
example, alcohols) are accurately correlated. In Figure 11
experimental data and model correlations with PSAFT and
PC-PSAFT are presented for the ethanol/1-pentanol system. A
series of methanol and ethanol mixtures with heavier alcohols
were examined and kij was plotted as a function of the molec-
ular weight of the second alcohol. As shown in Figure 12, a
systematic change in this parameter is observed, thus allowing
reliable extrapolation of the theories to similar mixtures where
no experimental data are available. The increase in the absolute
value of kij in all cases indicates that for highly asymmetric
mixtures both theories become less accurate.

In this work, self-associating compound/non-self-associating
compound mixtures—such as methanol/acetone and ethanol/
acetone—where cross-associating species are formed, were
examined (Table 4). Both PSAFT and PC-PSAFT provide
good correlation of the experimental data.

Finally, mixtures of nonassociating but highly cross-associ-
ating compounds were examined. A typical mixture is acetone/
chloroform. Strong dipole–dipole interactions account for such
complexation. Model correlation with PSAFT and PC-PSAFT
and experimental data presented in Figure 13 for the K-factor
are in very good agreement. In all the binary mixtures exam-
ined, the kij values are relatively small. This is an indication of
the accuracy of the models.

An even stricter test of the new models is their ability to
accurately predict multicomponent phase equilibria using only
pure-component and binary parameters. Representative calcu-
lations for two such mixtures (acetone/chloroform/benzene and
methanol/ethanol/carbon dioxide) are presented in Table 5 and
Figures 14 and 15. In both cases, bubble pressure calculations
were performed. Model predictions are in satisfactory agree-
ment with experimental data. It should be pointed out, how-
ever, that carbon dioxide has a substantial quadrupole moment
not explicitly accounted for here. A further development of the
model can account for higher multipolar interactions and is
expected to be more accurate.

Conclusions

In this work, SAFT and PC-SAFT were extended to PSAFT
and PC-PSAFT, respectively, to explicitly treat dipolar inter-
actions using a recently developed simple perturbation theory
for dipolar fluids.19,20 In PSAFT and PC-PSAFT, dispersion

Figure 14. Predicted equilibrium pressure for the mixture
acetone/chloroform/benzene from PSAFT and
PC-PSAFT at temperatures 330.85–351.00 K.
In all cases, the experimental pressure is 0.101325 MPa
(atmospheric) (solid line).

Figure 15. Tie lines for the VLE compositions of metha-
nol/ethanol/carbon dioxide mixture at 2 MPa
(top) and 8 MPa (bottom).
Experimental data (solid lines and black circles) and PSAFT
prediction (dotted lines and open squares).

2340 AIChE JournalAugust 2005 Vol. 51, No. 8



interactions, hydrogen bonding, and dipolar interactions are all
explicitly taken into account. Both models were used to regress
vapor pressure and saturated liquid density of various polar
associating and polar nonassociating fluids over a wide tem-
perature range. Furthermore, other thermodynamic properties
(such as the critical constants and the second virial coefficient)
and microscopic properties (such as the monomer fraction of
associating fluids) were calculated. In all cases, the agreement
between experimental data and model calculations was very
good.

Both polar models were extended to mixtures using standard
mixing and combining rules. A temperature-independent bi-
nary interaction parameter was fitted to experimental VLE
data. Mixture calculations were in reasonably good agreement
with experimental data. Furthermore, accurate multicomponent
phase-equilibrium predictions were obtained.

Overall, the performance of the two models is similar, at
least for the fluids (pure components and mixtures) examined
here. In some cases PSAFT is more accurate than PC-PSAFT
and vice versa.

Despite the success of the new models, further additional
work is needed so that secondary effects on the formation of
hydrogen bonds (that is, cooperativity effects, steric hin-
drances, and so on) are explicitly taken into account to improve
model predictions. Such an additional increase in the complex-
ity of the models is certainly necessary to model accurately the
saturation curve of species such as water and their mixture
properties. Work in this area is currently under way.
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