
HAL Id: hal-03715867
https://hal.science/hal-03715867

Submitted on 6 Jul 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Extended tuning of distributed-feedback lasers in a
bias-tee circuit via waveform optimization for MHz-rate

absorption spectroscopy
Anil Pradeep Nair, Nicolas Q Minesi, Christopher Jelloian, Nicholas M

Kuenning, R Mitchell Spearrin

To cite this version:
Anil Pradeep Nair, Nicolas Q Minesi, Christopher Jelloian, Nicholas M Kuenning, R Mitchell Spear-
rin. Extended tuning of distributed-feedback lasers in a bias-tee circuit via waveform optimization
for MHz-rate absorption spectroscopy. Measurement Science and Technology, 2022, �10.1088/1361-
6501/ac7b13�. �hal-03715867�

https://hal.science/hal-03715867
https://hal.archives-ouvertes.fr


Measurement Science and Technology

ACCEPTED MANUSCRIPT

Extended tuning of distributed-feedback lasers in a bias-tee circuit via
waveform optimization for MHz-rate absorption spectroscopy
To cite this article before publication: Anil Pradeep Nair et al 2022 Meas. Sci. Technol. in press https://doi.org/10.1088/1361-6501/ac7b13

Manuscript version: Accepted Manuscript

Accepted Manuscript is “the version of the article accepted for publication including all changes made as a result of the peer review process,
and which may also include the addition to the article by IOP Publishing of a header, an article ID, a cover sheet and/or an ‘Accepted
Manuscript’ watermark, but excluding any other editing, typesetting or other changes made by IOP Publishing and/or its licensors”

This Accepted Manuscript is © 2022 IOP Publishing Ltd.

 

During the embargo period (the 12 month period from the publication of the Version of Record of this article), the Accepted Manuscript is fully
protected by copyright and cannot be reused or reposted elsewhere.
As the Version of Record of this article is going to be / has been published on a subscription basis, this Accepted Manuscript is available for reuse
under a CC BY-NC-ND 3.0 licence after the 12 month embargo period.

After the embargo period, everyone is permitted to use copy and redistribute this article for non-commercial purposes only, provided that they
adhere to all the terms of the licence https://creativecommons.org/licences/by-nc-nd/3.0

Although reasonable endeavours have been taken to obtain all necessary permissions from third parties to include their copyrighted content
within this article, their full citation and copyright line may not be present in this Accepted Manuscript version. Before using any content from this
article, please refer to the Version of Record on IOPscience once published for full citation and copyright details, as permissions will likely be
required. All third party content is fully copyright protected, unless specifically stated otherwise in the figure caption in the Version of Record.

View the article online for updates and enhancements.

This content was downloaded from IP address 131.179.53.245 on 06/07/2022 at 21:39

https://doi.org/10.1088/1361-6501/ac7b13
https://creativecommons.org/licences/by-nc-nd/3.0
https://doi.org/10.1088/1361-6501/ac7b13


Measurement Science and Technology manuscript No.
(will be inserted by the editor)

Extended tuning of distributed-feedback lasers in a bias-tee circuit via
waveform optimization for MHz-rate absorption spectroscopy

Anil P. Nair, Nicolas Q. Minesi, Christopher Jelloian, Nicholas M. Kuenning, R. Mitchell Spearrin

Department of Mechanical and Aerospace Engineering, University of California, Los Angeles (UCLA), Los Angeles, CA 90095,
USA

Received: XXXX / Revised version: XXXX

Abstract Variations in injection-current waveform are
examined using diplexed RF-modulation with continuous-
wave distributed-feedback (CW-DFB) lasers, with the
aim to maximize the spectral tuning range and signal-to-
noise ratio for MHz-rate laser absorption spectroscopy.
Utilizing a bias-tee circuit, laser chirp rates are shown
to increase by modulating the AC input voltage using
square waves instead of sine waves and by scanning the
laser below the lasing threshold during the modulation
period. The effect of waveform duty cycle and leading-
edge ramp rate are further examined. A spectral scan
depth on the order of 1 cm−1 at a scan frequency of
1 MHz is achieved with a representative CW-DFB quan-
tum cascade laser near 5 µm. Distortion of high-frequency
optical signals due to detector bandwidth is also ex-
amined, and limitations are noted for applications with
narrow spectral features and low-bandwidth detectors.
Based on common detection system limitations, an opti-
mization approach is established for a given detection
bandwidth and target spectra. A representative opti-
mization is presented for measurements of sub-atmospheric
carbon monoxide spectra with a 200-MHz detection sys-
tem. The methods are then demonstrated to resolve tran-
sient gas properties (pressure and temperature) via laser
absorption spectroscopy at MHz rates in a detonation
tube and shock tube facility. An appendix detailing a
first-order model of high-speed distributed feedback laser
tuning dynamics is also included to support the experi-
mental observations of this work.

1 Introduction

Microsecond time resolution of thermodynamic and ther-
mochemical properties is critical for the assessment of
transient physical processes occurring in many dynamic
systems. Laser absorption spectroscopy (LAS) [1] at MHz
rates has been demonstrated by various methods [2–5],
and has proven useful in measuring gas properties in

detonation environments [6, 7], planetary-entry shock
layers [3, 8], and in the characterization of energetic
materials [9]. The MHz scanned-wavelength techniques
used in these works should be distinguished from fixed-
wavelength laser absorption [10–14], which is limited in
measurement rate solely by detector bandwidth. This
approach, while fast, is generally not robust to beam
steering, particle scattering, and thermal emission, which
are pronounced in harsh and dynamic environments. Fixed-
wavelength LAS methods also require assumptions about
spectral line shapes to be quantitative. Wavelength-scanning
or wavelength-modulation LAS techniques, on the other
hand, leverage additional spectral information to miti-
gate these convoluting effects. The benefits of spectral
resolution are enhanced at higher measurement rates
(100s of kHz to MHz), as the aforementioned effects
are effectively frozen across the measurement period, al-
lowing for more facile correction due to frequency sep-
aration. Moreover, extended spectral tuning or sweep-
ing can enable the resolution of multiple spectral lines
from which multiple gas properties can be inferred, and
potential application at higher pressures where spectral
transitions are broadened.

Continuous-wave distributed feedback lasers (CW-
DFBs) are highly stable, narrow-linewidth semiconduc-
tor light sources with convenient injection-current tun-
ability. CW-DFB lasers have been used extensively in
wavelength -scanning or -modulation techniques for gas-
phase absorption spectroscopy [15], with low scan-to-
scan output variation/noise relative to pulsed operation.
Over the past two decades, CW-DFB lasers have been
developed throughout the mid-wave infrared, via quan-
tum cascade or interband cascade architectures, provid-
ing access to the strongest vibrational absorption bands
of most molecules, and thus enabling gas detection of
many species at relatively short optical pathlengths, which
has attracted new applications. Unfortunately, for CW-
DFB lasers, there is an intrinsic trade-off in scan rate and
scan spectral range, termed the spectral scan depth∆ν [cm−1].
Traditionally, the rate-limiting component in CW-DFB
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Fig. 1 Top left : Schematic of DFB laser-control setup with
conventional modulation in red and RF-modulation hard-
ware with bias-tee in blue. Top right : Optical setup for typi-
cal laser absorption measurement. Bottom: Scan depth versus
scan frequency with and without bias-tee circuit for quantum
cascade laser used in [7].

modulation schemes is the laser-controller bandwidth,
which attenuates the external modulation signal before
it reaches the laser. This has typically limited CW-DFB
laser absorption measurements to rates of 10s to 100s of
kHz, which is insufficient to resolve physical phenomena
occurring at microsecond timescales. The rapid drop in
scan depth with scan rate is indicated by the red curve
in Fig. 1 for a CW-DFB QCL for which the current
modulation was mediated by an Arroyo 6310-QCL con-
troller [16].

The bandwidth limitation of the laser controller can
be bypassed by directly diplexing the current modula-
tion with the steady DC output from the controller with
a bias-tee (see Fig. 1). Bias-tee circuits coupled with
CW-DFB lasers have been shown to enable a signifi-
cant improvement in the achievable spectral scan depth
at a given scan frequency, particularly near and above
1 MHz. This is highlighted by the blue curve in Fig. 1,
which also shows an order of magnitude increase in the
effective scan frequency at which 0.1 cm−1 of scan depth
can be achieved. Our group has recently demonstrated
the use of this technique to measure gas properties in
detonation engines and shock tubes at rates from 1–
3 MHz [7, 8, 17, 18]. The scan depth achievable in our
previous work was on the order of 0.5 cm−1 at 1 MHz
(equivalent to ∆λ = 1.25 nm at 5 µm) [7]. While useful,
it remains desirable to increase the tuning range or scan

depth to collect additional spectral information at such
high measurement rates.

In addition to spectral scan depth, the quality of LAS
measurement data during a scan period depends heav-
ily on the optical signal-to-noise ratio (SNR)1 of the
detected light intensity, and this depends, in part, on
the scan or modulation waveform. Given the coupling of
injection-current modulation waveform with CW-DFB
laser output intensity, typical modulation waveforms (e.g.
sinusoidal, sawtooth) involve periods of high and low
output intensity and correspondingly high and low op-
tical SNR. In many cases, large regions of the scan pe-
riod are not usable due to low optical SNR, and this
can be pronounced when maximizing the scan depth and
thus scanning near the lasing threshold. As such, in addi-
tion to the scan depth extension, there is a further need
to improve and maximize the optical SNR of scanned-
wavelength CW-DFB laser absorption measurements to
increase the quantity and quality of spectral information
collected at MHz rates.

In this work, we explore variations of modulation
waveform to maximize spectral scan depth and optical
SNR for a continuous-wave distributed feedback quan-
tum cascade laser (QCL) in a bias-tee circuit with ap-
plication to MHz-rate laser absorption spectroscopy. We
first describe the optical configuration and methods for
characterizing DFB laser tuning dynamics in the con-
text of laser absorption spectroscopy. Subsequent wave-
form exploration shows significant gains to be made us-
ing square-waveform modulation and modulating below
the lasing threshold. The high laser chirp rates produced
by these waveforms also reveal limitations associated
with the detection system bandwidth for measurement of
narrow spectra. To compromise these issues, we outline
a waveform-optimization strategy to generate a wave-
form that maximizes laser spectral scan depth and opti-
cal SNR without exceeding typical detector bandwidth
constraints. This study shows that the combination of
the bias-tee circuit and injection-current waveform op-
timization yields more than an order of magnitude gain
in temporal frequency (and effective measurement rate)
for a target spectral tuning depth relative to conven-
tional laser modulation. The aforementioned methods
are demonstrated for laser absorption sensing in dynamic
high-temperature environments (detonation and shock
tubes) for MHz-rate measurements of gas pressure and
temperature. In the appendix, a first-order model is de-
veloped for high-speed distributed feedback laser wave-

1 The optical SNR of a laser signal is defined here as the
ratio of the mean value of a laser signal divided by the stan-
dard deviation of the signal due to noise. This “optical” SNR
is proportional to the SNR of the end LAS measurement of
quantities such as temperature, pressure, or species concen-
trations (termed “measurement SNR”), but is not not nec-
essarily equal to it, with the relationship between the two
influenced by other factors such as absorption strength, tem-
perature sensitivity, and fitting method.
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length tuning dynamics and provides physical explana-
tions for the experimental trends noted in this work.

2 Methods

This work explores the characteristic tunability of continuous-
wave distributed feedback lasers in the infrared with
single-mode monochromatic light output. Distributed-
feedback lasers consist of a periodic grating structure
embedded in the laser gain medium, which acts a dis-
tributed Bragg reflector (DBR) [19] that selectively pro-
vides optical feedback to a narrow band of wavelengths
(10−4–10−3 cm−1 linewidth [20]) related to the spatial
periodicity of the grating, enabling stable, single-mode
operation. DFB lasers are wavelength-tuned by changing
the temperature of the DBR grating, which has the effect
of changing its spatial periodicity, which shifts the laser
output wavelength [21]. The temperature of the laser can
be set using Peltier thermoelectric cooling (TEC) sup-
plied by the laser controller. The temperature of the laser
chip can be further increased via resistive heating from
the laser injection current, which shifts the laser output
wavelength higher than the TEC alone. The laser tem-
perature can be rapidly modulated by injection-current
modulation, enabling fast wavelength tuning around the
center wavelength set by the TEC and average resistive
heating. The relationship between laser temperature and
output wavelength and the resulting tuning dynamics
are discussed in more detail in the appendix.

In this work, a continuous-wave DFB-QCL (ALPES
Lasers), tunable from 2002 to 2012 cm−1 was used as the
representative light source for scan-depth maximization
in a bias-tee circuit. This wavelength was selected due in
part to demonstrated utility for LAS measurements of
spectral transitions in the fundamental band of carbon
monoxide for numerous sensing applications [7, 8, 22–
24]. Note that this continuous-wave laser must be dif-
ferentiated from pulsed DFB lasers used in other high-
speed sensing techniques [25–32], and typically offers
better scan-to-scan repeatability in output intensity. The
laser temperature and mean injection current are set us-
ing an Arroyo 6310-QCL controller. A radio frequency
(RF) signal is supplied by a digital function generator
(Rigol DG1032Z) which can supply a maximum output
frequency of 30 MHz. The function generator can output
various waveforms: sine waves, square waves, as well as
user-defined arbitrary waveforms. The DC current from
the laser driver and the RF current from the function
generator are diplexed using a bias-tee circuit to create
a modulating injection-current waveform going into the
laser. The bias-tee circuitry used to operate the laser
is shown at the top left of Fig. 1 and a representative
sinusoidal waveform is pictured at the top left of Fig. 2.

A coupled optical detection system was configured
to assess the laser tuning dynamics, including output
intensity and wavelength variation in time for a given

input waveform. The laser beam is focused onto an AC-
coupled MCT photovoltaic detector (Vigo PVI-4TE-6-
1x1) with a bandwidth that spans between 10 Hz and
200 MHz. The detector output was sampled at 1.25 GS/s
using a Textronix MSO44 oscilloscope with a 200 MHz
bandwidth. A typical laser output trace is shown for a
sinusoidal injection-current waveform on the left of the
middle row of Fig. 2. To additionally assess the wave-
length scanning or tuning range of the laser, a 50.8-mm
germanium etalon was placed into the beam path. The
detector and etalon location in the beam path is shown
at the top right of Fig. 1. The effective wavelength-
dependent transmissivity due to the internal resonance
of the etalon induces an oscillatory signal on the detec-
tor as the laser wavelength changes in time. This sig-
nal is pictured in the middle row of Fig. 2. The etalon
peaks are evenly spaced in the spectral domain by the
etalon’s free spectral range (FSR) of ∼0.025 cm−1. By
identifying the peak locations, the change in laser wave-
length/frequency over time can be assessed. The instan-
taneous change in wavenumber magnitude over the scan
is termed the chirp, C [cm−1] [33]. The chirp profile for a
representative sine wave is plotted in the bottom left of
Fig. 2. Two regions of the scan period can be identified
by increasing or decreasing intensity, also termed upscan
and downscan. In the upscan, the laser wavelength is in-
creasing as the laser chip is being heated by the injection
current. In the downscan, the laser chip is being cooled
and the wavelength is decreasing. Typically, the output
intensity of the laser responds within nanoseconds to the
injection current, and the laser temperature lags behind,
yielding a corresponding lag in wavelength or wavenum-
ber. This lag is pronounced at MHz scan frequencies,
which often leads to the wavelength downscan occurring
during the portion of the scan with the lowest or zero
output intensity, as seen for the sinusoidal waveform in
Fig. 2 (see also Eq. 36). This results in poor optical SNR
for the downscan, preventing the collection of meaning-
ful spectral information during this part of the scan.

Given that current modulation via the bias-tee cir-
cuit involves bypassing the laser driver, which protects
the laser from reverse bias, careful procedural steps must
be taken when characterizing the laser tuning. Notably,
the function generator outputs a voltage signal whereas
the laser output depends on the injected current signal.
Thus, a transfer function H [A·V−1] between the voltage
amplitude from the function generator and the injection-
current amplitude to the laser must be established. This
was determined by first setting the DC current of the
laser to some value iDC [A] above the lasing threshold
using the laser driver and then slowly increasing the am-
plitude of an RF sinusoidal waveform from the function
generator. By measuring the laser output intensity and
noting when the bottom of the sine wave flattens (zero
intensity signal), the minimum injection current is as-
sumed to be reaching the lasing threshold current ith.
By using the known peak-to-peak voltage amplitude of
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4 Anil P. Nair et al.

the function generator output, Vpp [V], the transfer func-
tion, H, can be determined:

H =
2(iDC − ith)

Vpp
(1)

For the bias-tee and laser system used in this work, the
transfer function was approximately 14 mA/V. Knowl-
edge of the transfer function enables the user to identify
the actual minimum and maximum current values be-
ing applied to the laser for any given function generator
output.

With the transfer function known, bounds on the
mean injection current and RF voltage amplitude from
the function generator can be prescribed. For arbitrary
waveforms, the average value of the RF voltage is not
necessarily equal to the “midrange” RF voltage Vmid [V],
or the average of the maximum and minimum voltage
(Vmax and Vmin). As such, the offset of such waveforms
should be adjusted on the function generator such that
the cycle-averaged mean value of the output waveform
is zero, to prevent unpredictable leakage of a DC (or low
frequency) signal across the bias-tee. Failure to do so
can cause laser overvoltage or reverse-biasing. Also, the
DC current supplied by the laser driver should be set
such that the maximum RF+DC current imax does not
exceed the current limit of the laser, ilim. This condition
can be met by ensuring the following:

iDC ≤ ilim −HVmax (2)

Likewise, to prevent reverse-biasing the laser, the min-
imum RF+DC injection current must be positive. This
is enforced by ensuring the DC current satisfies the fol-
lowing condition:

iDC ≥ HVmin (3)

The spectral tuning and signal-to-noise ratio objec-
tives of this work are aimed towards laser absorption
spectroscopy (LAS). The basics of LAS methods are
well-described in prior literature [15, 34], and thus largely
omitted here. While the waveform optimization methods
are mostly independent of the target absorption features,
the effective temporal frequency content of the target
absorptivity must be considered. To acquire LAS mea-
surements, a laser beam is directed through an absorb-
ing medium as pictured in Fig. 1. Before the absorbing
medium is present, a measurement of the laser raw in-
tensity I0 is taken, known as the “background” signal.
Once the absorbing gas is present in the line-of-sight, a
second measurement of the transmitted intensity Itr is
taken. The ratio of these signals is used to obtain the
spectral absorbance αν using the following relation:

αν = −ln

(
Itr
I0

)
ν

(4)

The time-resolved absorbance spectrum can be mapped
to the wavenumber domain by using the chirp profile

obtained with the etalon signal. This absorbance spec-
trum can then be analyzed to extract information about
the properties of the medium in question, such as gas
temperature, pressure, and composition. In Section 3,
the relevance of the characteristic temporal frequency
associated with changes in αν from wavelength scan-
ning is described in the context of laser tuning dynamics.
Demonstrations of LAS measurements at MHz rates are
also presented.

3 Results and analysis

3.1 Laser tuning dynamics

The periodic injection-current waveform used to mod-
ulate the laser impacts its wavelength-tunability and
power-output characteristics. At very high scan rates,
a sinusoidal waveform is commonly used for injection-
current modulation, which gradually changes the heating
applied to the laser between a maximum and minimum
value. The harmonics of sinusoidal modulation may also
be conveniently analyzed [9]. Here we rigorously examine
the benefits and potential drawbacks of square-waveform
modulation, which has previously shown some benefit to
improving optical SNR for under-sampled spectra [35].
In square-wave modulation, the laser heating no longer
changes gradually. Instead, during the upscan, a step
change to maximum current and heating occurs, and
during the downscan, the maximum level of cooling oc-
curs when the current changes step-wise to the minimum
value. These dramatic variations of heating and cooling
allow the laser grating to reach greater extremes of tem-
perature, resulting in greater spectral scan depth. For
the present setup, applying a sine wave which is scanned
between the lasing threshold (approximately 110 mA)
and the maximum allowable current (190 mA), a scan
depth of 0.40 cm−1 is achievable. With a square wave op-
erating with the same current amplitude, a scan depth
of 0.57 cm−1 is achievable, representing a significant in-
crease of ∼43%, which corresponds closely to the pre-
dictions from Eqs. 35 and 61. The aforementioned sinu-
soidal and square waveforms are indicated in the first
two columns of Fig. 2.

Beyond the increase in scan depth due to the wave-
form change, it is clear that the optical signal-to-noise
ratio (SNR) associated with the laser output increases
with the square wave, as the laser ramps up to its max-
imum output power much more quickly and for longer
in time than for a sine wave. Additionally, compared
to the sine wave modulation, the optical SNR remains
roughly constant across the scan, mitigating bias of the
spectral measurement between regions of high and low
optical SNR. It should be noted that square-wave mod-
ulation necessarily results in the downscan having near-
zero optical SNR. However, as mentioned in Section 2,
for MHz-rate modulation, even for sinusoidal waveforms,
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the downscan already typically has poor optical SNR due
to the lag between wavelength and intensity modulation
and is consequently not usually utilized for spectral in-
formation.

In addition to square-wave modulation, and by a sim-
ilar principle, scan depth was shown to increase by mod-
ulating below the lasing threshold current. In this case,
the amplitude of the modulated current signal was ex-
tended to span between near-zero current and the maxi-
mum current limit of the laser. This technique increases
heat dissipation and causes the amplitude of the tem-
perature modulation to increase, which explains why the
scan depth increases, despite the fact that the observed
intensity is lower as the laser is not outputting light when
it is scanned below the lasing threshold. We normalize
the peak-to-peak current amplitude ipp by the maximum
current amplitude ipp,max (modulating from zero current
to the current limit) to define a variable termed the frac-
tional current, F :

F =
ipp

ipp,max
=

ipp
ilim

(5)

For the laser used in this work, scanning between the las-
ing threshold and maximum current limit corresponds
to a threshold-bound fractional current of Fth = 42%.
In other words, the fraction of injection-current range
(from zero to max current) for which lasing occurs is
42%, and the current range below the threshold repre-
sents the other 58%. To mitigate the risk of reverse-
biasing the laser, a minimum current limit value was
set at approximately 1/3 of the lasing threshold current

(30 mA for this work) corresponding to a maximum frac-
tional current of F = 84%. The injection-current pro-
files for these two values of fractional current are shown
in Fig. 2, with the first two columns featuring wave-
forms at Fth = 42% and the second two columns fea-
turing waveforms at F = 84%. For the remainder of
the paper, to emphasize the improved scan depth of this
technique, we will call waveforms with F > Fth “ex-
tended”, i.e., extended sine or extended square. Wave-
forms that are modulated between the lasing threshold
and current limit (F = Fth) are termed “threshold-
bound”. The effect of the fractional current variation

Table 1 Variation of the scan depth as a function of frac-
tional current from 42% (threshold-bound) to 84% (ex-
tended).

Scan depth, ∆ν∆ν∆ν [cm−1]
Fractional current, FFF [%] Sine wave Square wave

42 (threshold-bound) 0.40 cm−1 0.57 cm−1

84 (extended) 0.64 cm−1 0.99 cm−1

can be directly seen in Table 1. When the waveforms
are modulated at the maximum fractional current, the
scan depths increase to 0.64 cm−1 for the sine wave,
and 0.99 cm−1 for the square wave. This represents a
60% and 148% increase respectively in scan depth com-
pared to the threshold-bound sine wave modulated at
the threshold-limited fractional current modulation.

An interesting and notable side effect of the MHz-
rate current modulation below the lasing threshold is an
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effective extension of the temperature tuning range of
the laser. DFB lasers are typically designed to operate
in a range of wavelengths limited by the temperature
range achievable by the Peltier TEC. We observed that
extended current modulation at high speeds allows for
the DFB-QCL to lase at wavenumbers that would oth-
erwise be inaccessible. Typically, when the current ap-
plied to the laser decreases, the wavenumber output of
the laser increases (wavelength decreases) as the laser
drops in temperature. When the current drops below
the threshold current, the laser continues to cool, tuning
the laser DFB grating to higher wavenumbers. However,
these frequencies of light are not outputted by the laser,
as the laser power drops to zero below the lasing thresh-
old. In the case of high-speed modulation, however, the
lag between the laser intensity output and the laser tem-
perature allows for the laser cavity to be tuned to a
wavenumber associated with a “below-threshold” tem-
perature while the power is quickly ramped up above
the threshold. By shifting the fractional current from
F = 42% to F = 84% the spectral domain accessible by
the laser was effectively extended by ∼1.5 cm−1, which is
equivalent in this case to shifting the laser TEC setpoint
∼10◦C colder.

In addition to the influence of waveform shape and
fractional injection-current amplitude, the effects of injection-
current duty cycle were also examined, specifically for
the square waveform. As the duty cycle is varied, there
is a tradeoff between the amount of time spent heating
and cooling the laser. For instance, a duty cycle above
50% involves longer periods of heating than cooling, and
the opposite for a duty cycle below 50%. In Fig. 3, rep-
resentative laser output intensity traces are shown for
three square waves of varying duty cycle (20%, 50%,
and 80%) which all share a fractional current of 42%.
As might be expected, the spectral scan depth is maxi-

80%
50%

20%

Fig. 3 Detector signals for extended square waves
(F = 84%) with varying duty cycle.

LE: 10 ns 

(extended square)LE: 100 ns
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Fig. 4 Scan depth versus duty cycle for extended square
waveforms (F = 84%) varying leading-edge (LE) ramp times.

mized for a duty cycle of 50%, which agrees with obser-
vations made by Chrystie et al. for pulsed QCLs [30]and
is supported by the mathematial arguments presented
in the appendix. The variation of the scan depth with
duty cycle can be seen with the black curve in Fig. 4 for
extended waveforms with F = 84%.

It should be noted that the aforementioned effects are
pronounced at very high scan rates because chip heat-
ing and cooling are too slow to change to a fixed wave-
length (top of square wave) within the scan period. At
slower scan rates, the spectral scan depth would presum-
ably be less sensitive to duty cycle, as the laser would
likely be able to reach the output wavelength associated
with maximum current level, regardless of the time spent
in the upscan relative to the downscan. Accordingly, as
laser scan rate is reduced, the relative gain in spectral
scan depth would be reduced. Additionally, it should be
expected that the thermal responsivity and heat dissi-
pation rates vary from one laser chip to another, but in
the examination of several CW-DFB lasers in our labora-
tory, similar effects (with regards to the gain in spectral
scan depth) on the same order of magnitude were ob-
served under MHz modulation. We further note that the
relative gain from sub-threshold extended current mod-
ulation depends on the baseline fractional threshold cur-
rent. Specifically, DFB interband cascade lasers (ICLs)
typically have lower threshold current values relative to
their maximum current limit compared to quantum cas-
cade lasers. This means that the threshold-limited frac-
tional current for these lasers are typically high (> 60%)
relative to QCLs. As such, the opportunity for spec-
tral scan depth improvement via extended scanning is
limited for these types of lasers. As an example, for a
Nanoplus ICL with an output wavelength near 4.19 µm
tested in our laboratory, the threshold-limited fractional
current was 75%. The spectral scan depth increased 32%
for a square waveform when increasing the fractional
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𝜹𝝂 = 𝟎. 𝟎𝟓𝟒 𝐜𝐦−𝟏

𝑹 = 𝟎. 𝟖𝟏 𝐜𝐦−𝟏/𝛍𝐬
𝒇∗ = 𝟏𝟓𝐌𝐇𝐳

𝜹𝝂 = 𝟎. 𝟎𝟏𝟏 𝐜𝐦−𝟏

𝑹 = 𝟐. 𝟐 𝐜𝐦−𝟏/𝛍𝐬
𝒇∗ = 𝟐𝟏𝟎𝐌𝐇𝐳

𝜈 − 𝜈0 /𝛿𝜈

measurement

measurement

simulation

simulation

Fig. 5 Absorbance measurement of the 12C16O P(0,22) line versus wavenumber normalized by the linewidth (relative to
linecenter). Left : Close agreement between low characteristic frequency measurement (15 MHz, blue) and a Voigt profile
simulation (black). Right : Lineshape distortion of high characteristic frequency measurement (210 MHz, red) compared to a
Voigt profile simulation (black).

current from 75% to 95%. However, square-wave mod-
ulation was still greatly beneficial relative to sine-wave
modulation for this same ICL, with the threshold-bound
square wave having 72% higher spectral scan depth rel-
ative to a threshold-bound sine wave.

3.2 Detection bandwidth limitations

The aforementioned methods for extending the spectral
scan-depth capability of DFB lasers can generate opti-
cal signals with very high temporal frequency content,
and thus spectral resolution may become limited by the
detection system. If the frequency content of the optical
signal is near or above the detection-system bandwidth
(related to the bandwidth of the detector and oscillo-
scope), then the recorded signal can become distorted as
the high-frequency components of the signal become at-
tenuated and phase-shifted due to effective low-pass fre-
quency filtering. Distortion of the background or trans-
mitted light intensity causes the measured absorbance
(obtained using Eq. 4) to be similarly distorted. An ex-
ample of such a distorted absorbance measurement is
shown on the right side of Fig. 5.

High frequency content in the optical signals may
come about due to (1) fast scanning across a narrow
spectral feature when making an absorption measure-
ment (Itr distortion) or (2) high-frequency oscillation
of the raw laser output intensity (I0 distortion). Nar-
row spectral features can cause rapid changes in trans-
mitted light intensity as the laser wavelength rapidly
scans across the feature. This type of distortion will
occur when either the spectral features have a narrow
linewidth δν [cm−1] or when the rate of change of the

laser output wavenumber is high. The magnitude of the
rate of change of wavenumber output (or chirp, C) of
the laser is termed the “chirp rate”, R [cm−1s−1] [19]:

R =

∣∣∣∣dνdt
∣∣∣∣ = dC

dt
(6)

For infrared absorption spectra of small gaseous species
(i.e. CO, CO2, H2O) at near-atmospheric pressures, the
dominant contributor to the linewidth is collisional broad-
ening (δν ≈ δνC) [36] which scales linearly with gas pres-
sure. As such, the bandwidth related distortion will be
pronounced at lower pressures. It is postulated that for
a given detector bandwidth, there will be a maximum
“characteristic frequency” f∗ [Hz] associated with the
light intensity change due to the narrow spectral ab-
sorption feature:

f∗ =
R

δν
(7)

Here, δν is the full-width half maximum (FWHM) of
the target spectral feature. Equivalently, a “characteris-
tic time” τ∗ [s] may be defined which intuitively repre-
sents the time required to scan the FWHM of the spec-
tral feature:

τ∗ =
1

f∗ =
δν

R
(8)

In order to identify the maximum allowable charac-
teristic frequency for the target line used in this work
with a 200-MHz bandwidth detection system, a series of
measurements of carbon monoxide (CO) absorption at
room temperature were conducted by placing a 33.94-
cm static gas cell into the optical path. This gas cell
was filled with pure CO to various fill pressures. Before
the cell was filled, we measured the background intensity
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distortion limit

±5%

Error in collision width (𝜹𝝂𝐂)

Error in absorbance area (𝑨𝐢𝐧𝐭)

Characteristic frequency, 𝑓∗ [MHz]
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Chirp rate/linewidth (FWHM), 𝑅/𝛿𝜈
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Fig. 6 Error in fitted collision linewidth and absorbance area of the 12C18O P(0,22) line at various characteristic frequencies
(chirp rate over FWHM). The error in the fit of δνC is seen to increase significantly past f∗ = 100 MHz

with and without the etalon in the beam path, to trans-
form the results from the time domain to the spectral
wavenumber domain. After the cell was filled, the trans-
mitted light intensity was recorded, and an absorbance
measurement was calculated using Eq. 4. The laser’s cen-
ter wavelength was tuned to the P(0,22) line of 12C18O
at 2004.28 cm−1, which was selected due to its isolation
from other CO lines and from the spectra of ambient wa-
ter. Measurements were performed using sine waves in
order to isolate the effects of the potential high-frequency
content in other waveforms. The chirp rate of these sine
waves was adjusted by varying the fractional current and
the laser modulation frequency. In addition, the char-
acteristic frequency of the measurement is adjusted by
filling the gas cell to different pressures, resulting in vari-
ation in the FWHM of the spectral feature.

Sample room-temperature absorbance measurements
are shown in Fig. 5. A range of characteristic frequency
measurements were collected spanning from 10 MHz to
400 MHz. At low characteristic frequencies, the mea-
sured absorbance spectra agrees closely with a Voigt
simulation of the target line using linestrength and self-
broadening parameters from HITRAN 2020 [37], as in-
dicated on the left side of Fig. 5. At high characterstic
frequencies the measured lineshape becomes distorted,
as indicated on the right side of Fig. 5. There is a re-
duction in the measured peak absorbance, along with
signal artifacts in the wings of the line. This distortion
precludes accurate fitting of the absorption lineshape.

In order to assess the magnitude of the detector in-
duced distortion on the measured lineshape parameters,
a Voigt profile [38] was fitted to the measured spectra
over a range of characteristic frequencies. In this line-
shape fitting routine, the Doppler linewidth of the Voigt

profile was fixed whereas the collision linewidth (δνC),
absorbance area (Aint [cm−1]), and absolute line posi-
tion of the line were allowed to float. The three param-
eters were varied until a solution minimizing the sum
of squared errors between the measurement and fit was
found. The error in fitted collision linewidth and ab-
sorbance area is plotted in Fig. 6 against the charac-
teristic frequency of the absorption measurement. It can
be seen that for lower characteristic frequencies, the er-
ror in the measured spectral parameters is low and on
the order of the scan-to-scan variation in the error, as in-
dicated by the vertical error bars. At higher frequencies
however, the fitted collision width ends up being higher
than the true collision width, revealing in an instrument-
induced broadening of the line. It is interesting to note
that the fitted absorbance area is more robust to the
detector induced distortion, with the error in the fit-
ted areas staying within ±5% even at the highest tested
characteristic frequencies. The critical characteristic fre-
quency beyond which the collisional linewidth measure-
ment error exceeds 5% is approximately 100 MHz (cor-
responding to τ∗ = 10 ns), which is 1/2 the detection
system bandwidth fBW = 200 MHz, implying that the
following criteria should be met to mitigate detector in-
duced distortion of absorption signals:

f∗ <
1

2
fBW (9)

The above criteria may be used to establish a maxi-
mum allowable laser chirp rate for a given detection sys-
tem bandwidth and target spectral feature. For exam-
ple, if the 12C16O P(0,22) line was to be measured down
to pressures of 0.25 atm (δν = 0.027 cm−1) using a 200-
MHz bandwidth detection system, a maximum allowable
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Fig. 7 Left : Chirp rate versus time for the threshold-bound sine, threshold-bound square, extended sine, extended square,
and optimized waveform. The extended square is observed to exceed the chirp-rate limit defined for scanning CO at 0.25 atm
(2.7 cm−1/µs). Right : Chirp versus time for the same waveforms. The extended square yields the highest scan depth but
exceeds the bandwidth-limited chirp rate. The optimized waveform achieves high scan depth while remaining below the speed
limit.

measurement error of 5% imposes a maximum chirp rate
of Rmax = 2.7 cm−1/µs. In light of this limit, the wave-
forms discussed in Section 3.1 can be re-evaluated. The
left side of Fig. 7 indicates the chirp rate versus time
during a single modulation period for the various wave-
forms. Some of these waveforms resulted in chirp rates
that exceeded this limit during some portion of the scan.
We can define a usable scan depth, ∆νuse, which corre-
sponds to the scan depth, ∆ν, restricted to the portion
of the scan where the chirp rate is below Rmax:

∆νuse = ∆ν
∣∣
R<Rmax

(10)

For the threshold-bound sine wave (F = 42%), the ex-
tended sine wave (F = 84%), and the threshold-bound
square wave (F = 42%), the chirp rate never exceeds
the maximum allowable value. Thus, their usable scan
depths are equal to the actual scan depths. However,
for the extended square wave, the chirp rate does ex-
ceed the limiting value at the beginning of the upscan,
meaning that spectral features positioned at the begin-
ning of the scan could be potentially distorted. The us-
able scan depth for the extended square is therefore re-
duced from 0.99 cm−1 to 0.50 cm−1, rendering it less use-
ful than the threshold-bound square wave and extended
sine, for this particular narrow-linewidth absorption. In
fact, when considering usable scan depth, maximizing F
does not maximize ∆νuse. For a square wave, the usable
scan depth is similar for fractional current values be-
tween 40 and 65%, yielding an approximate usable scan
depth of 0.5 cm−1. The chirp versus time for the afore-
mentioned waveforms during a single modulation period
are indicated on the right side Fig. 7. A dashed line is
plotted with the slope equal to the maximum chirp rate.
This corresponds to the maximal chirp achievable while
respecting the bandwidth-limited chirp-rate limit. The

extended square clearly overtakes this maximal chirp
profile at early times. It must be noted that for FWHMs
above ∼0.05 cm−1 (corresponding to pressures above
∼0.5 atm for CO), the full extended square waveform
(with 0.99 cm−1 scan depth) can be used without an
expected distortion of the spectra—limitations on the
broad tuning offered by this technique are only relevant
for measurements of narrow spectral features.

The other potential source of high-frequency content
relates to the oscillations in raw laser intensity. This
appears as a ringing at the beginning of a scan due
to the overshoot in laser output power when the injec-
tion current undergoes a large step-change, on the order
of nanoseconds [39, 40], induced by the square wave-
form (which can be related to the Gibbs phenomenon).
Ringing can be observed at the beginning of the var-
ious square-wave pulses shown in Figs. 2 and 3. The
amplitude of ringing increases as the fractional current
is increased because the laser current is changing more
drastically. For the laser studied in this work, it was
found that the ringing frequency was on the order of
10 MHz, which is well below the detection bandwidth of
200 MHz used in this work. Additionally, to validate that
the ringing associated with the extended square wave-
form did not lead to distortion of the measured spec-
tra, room-temperature measurements of CO at 0.5 atm
were conducted across the waveform. In each test, the
laser temperature was tuned to position the spectral
feature at various positions along the scan waveform.
Whether or not the feature was positioned in a region of
high ringing, the error in the measured absorbance area
and collision width was below 5%, validating the lack
of ringing-induced distortion. When ringing is present
in the background signal, proper temporal alignment of
the background and transmitted intensity profiles must
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Fig. 8 Laser injection current, detector signals (top) and chirp profiles (bottom) for a 10 ns leading-edge square waveforms
with 50% duty cycle (waveform A, left column) and 70% duty cycle (waveform B, middle column). The narrow-line optimized
trapezoidal waveform with a 300-ns ramp and 70% duty cycle (waveform C) is shown in the right column. The combined effect
of the leading-edge ramp and increased duty cycle keep the chirp rate below the detector limit, making the entire scan usable.

be enforced. Otherwise, the absorbance signal will in-
clude non-trivial baseline artifacts that are difficult to re-
move in post-processing techniques. On the other hand,
the absence of these residual artifacts is a good indi-
cator of proper alignment or phasing between the inci-
dent and transmitted light intensities when calculating
absorbance—this utility is not typical of conventional
waveforms. Ringing also results in a loss of potential op-
tical SNR due to the short-lived nature of the peak laser
intensity. In the next section, we will show that an op-
timal compromise between the extended sine and the
extended square can be found using arbitrary waveform
generation to mitigate ringing and detection-system in-
duced distortion while maximizing optical SNR and scan
depth.

3.3 Waveform optimization

It is clear that the extended square waveform maximizes
spectral scan depth, but high initial chirp rates and ring-
ing can reduce the usefulness of the full waveform. To
mitigate the limitations of detector bandwidth for nar-
row spectral-feature detection and reduce ringing, one
can presumably slow the initial rate of change of the
laser output power and output frequency. One method
to accomplish this involves modifying the duty cycle of
the waveform. As discussed in Section 3.1, spectral scan
depth is optimized at a duty cycle of 50%. However,
increasing the duty cycle has the effect of reducing the
amount the laser cools during the downscan. This makes
the temperature change at the beginning of the upscan
less drastic, reducing the chirp rate, leading to more of
the scan being usable. This effect can be seen in the left

and middle columns of Fig. 8, where square pulses with
duty cycles of 50% and 70% are compared. The increase
in the duty cycle increases the usable scan depth from
0.42 cm−1 to 0.52 cm−1. On the other hand, reducing the
duty cycle causing the laser temperature to drop more
significantly during the downscan, causing more rapid
heating during the beginning of the upscan leading to
high initial chirp rates, reducing the usable scan depth.
This is exacerbated by the short duration of the upscan,
meaning that there is minimal time for the laser chirp
rate to return to slow enough speeds. In fact, at 20%
duty cycle, the usable scan depth is zero.

Increasing the waveform duty cycle improves usable
scan depth to a point, and additional gains can be made
by adding a linear ramp to the beginning of the pulse,
turning the square into a trapezoid. The length of the
ramp has a maximum value for a given duty cycle, as
detailed in the appendix. When using a ramp, the def-
inition of duty cycle is the fraction of the scan period
for which the current is above the midrange value, imid,
which is the arithmetic mean of the maximum and min-
imum current. This ramp has the effect of providing
more gradual heating to the laser, resulting in slower ini-
tial wavelength tuning while also mitigating ringing in
the optical output signal. This effect can be seen in the
right column of Fig. 8 where a 300-ns leading-edge ramp
is added to the waveform with 70% duty cycle. As the
length of the leading-edge ramp is increased, the overall
scan depth achieved by the laser is necessarily reduced,
along with a reduction in optical SNR during the initial
part of the scan. At 50% duty cycle, changing the leading
edge ramp does not improve the usable scan depth, as
the reduction in initial chirp rates is almost exactly com-

Page 10 of 23AUTHOR SUBMITTED MANUSCRIPT - MST-114367.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 A

cc
ep

te
d 

M
an

us
cr

ip
t



Title Suppressed Due to Excessive Length 11

A B

C

U
s
a

b
le

 s
c
a

n
 d

e
p

th
, ∆

𝜈
u
se

[c
m

-1]

Fig. 9 Contour plot of usable scan depth as a function of
duty cycle and leading-edge ramp length at a fixed fractional
current F = 84%. The points A, B, and C correspond to
waveforms A, B, and C from Fig. 8, with point C (narrow-line
optimized waveform) clearly corresponding to a waveform of
high usable scan depth. The gray region in the top left corner
of the plot represents waveforms that were not investigated
due to sub-optimal usable scan depth.

pensated by the reduction in overall spectral scan depth.
On the other hand, at higher duty cycles, the addition of
a leading-edge ramp improves the usable scan depth for
narrow-line measurement. For the 70% duty-cycle wave-
form, shifting from a 10 ns ramp to a 300 ns ramp boosts
the usable scan depth from 0.52 cm−1 to 0.74 cm−1. The
entire scan also becomes completely usable, as the chirp
rate limit is not exceeded at any point. It is also interest-
ing to note that as the length of the leading-edge ramp is
increased the optimal duty cycle for maximizing overall
spectral scan depth also shifts to higher values than 50%.
This effect can be seen in Fig. 4 and a physical explana-
tion for this phenomenon is presented in Section A.5 of
the appendix.

In order to find a trapezoidal waveform that max-
imizes usable scan depth while Rmax < 2.7 cm−1 (for
narrow-spectra measurement), a multi-parameter opti-
mization was conducted. Laser output intensity and etalon
signal were recorded for the various trapezoidal wave-
forms and the scan depth and peak chirp rate were iden-
tified for each waveform. The usable scan depth was
mapped as a function of the leading-edge ramp time
(varied in increments of ∼100 ns), duty cycle (varied
in increments of 10%), and fractional current. A contour
plot of the variation in usable scan depth with duty cycle
and leading-edge ramp time at a fixed value of fractional
current (F = 84%) is shown in Fig. 9. The aforemen-
tioned trends of improved usable scan depth at increased
duty cycle and leading-edge ramp times can clearly be
observed. The usable scan depth maximized at a value
near ∆νuse = 0.74 cm−1 in a region where duty cycle is
60–70% and the leading edge ramp time is 300–400 ns
and the maximal fractional current F = 84%. Given this
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Fig. 10 Top: Normalized laser power versus chirp for the
various waveforms (“TB” refers to threshold-bound wave-
forms). Bottom: Sample absorbance spectrum of 10% CO in
air near 5 µm at 4 atm, 8000 K.

range of options, the waveform with the longer duty cycle
and shorter leading edge ramp is chosen (DC = 70% and
LE = 300 ns) as this choice maximizes optical SNR and
increases the length of the scan, enabling higher tempo-
ral resolution of the target spectra at a fixed measure-
ment sampling rate. This optimized waveform is termed
the “narrow-line” optimized waveform.

The chirp rate and chirp profiles for this waveform
are compared to the other waveforms in Fig. 7. The
injection-current profile, laser output intensity, etalon
signal, and chirp versus time are shown on the right side
of Fig. 8. Figure 10 compares the chirp and laser out-
put intensity profiles (normalized by peak intensity to
obtained the relative intensity Î = I/Ipeak) of the vari-
ous waveforms. The effect of the scan depth variation in
the waveforms can also be observed in relation to a sam-
ple spectrum of high-temperature CO, where the higher
scan-depth waveforms are able to scan across more tran-
sitions. It can be clearly seen that the optimized wave-
form does not induce ringing in the laser power output.
This allows for an increase in the optical SNR of mea-
surements with this profile, as the laser spends more of
its time at peak power compared to the cases with ring-
ing, where the laser is only momentarily at the maximum
power output. This compensates for the initial reduction
in optical SNR over the first 0.2 cm−1 of the scan. This
can be assessed quantitatively by finding the spectrally-
averaged relative laser power I across the scan:

I ≡ 1

∆ν

∫ ∆ν

0

ÎdC (11)

The values of I for the main waveforms studied in this
work are included in Table 2. The narrow-line optimized
waveform has the highest value of I, which is indicative
of how long the waveform spends at maximum power.
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Table 2 Comparison of the average laser intensity metrics
for the various waveforms in this study. NL refers to“narrow-
line”.

Waveform I ∆ν [cm−1] ∆νuse [cm−1]

TB sine 0.83 0.33 0.33
Extended sine 0.76 0.49 0.49

TB square 0.87 0.50 0.50
Extended square 0.71 0.71 0.42

NL optimized 0.88 0.65 0.65

To incorporate the effect of scan depth on this power
analysis, another figure of merit, the “weighted scan depth”
∆ν may be defined, which integrates the relative laser
intensity Î over the the chirp of the laser, which is the
product of I and ∆ν:

∆ν ≡
∫ ∆ν

0

ÎdC = I∆ν (12)

This is essentially the scan depth of the laser, weighted
by the relative laser output intensity across the scan and
can be visualized as the area under the curves in Fig. 10.
∆ν is also tabulated in Table 2 for the various waveforms
analyzed in this work. The narrow-line optimized wave-
form, has a value of ∆ν only 6% lower than the value for
the extended square, despite the fact that the optimized
waveform scan depth is 20% lower. The spectral informa-
tion collected with the optimized waveform is therefore
of higher average optical SNR than the extended square.
If only integrating over the usable part of the scan in a
sensing application involving narrow spectra features, a
“weighted usable scan depth” ∆νuse can also be defined.
This is also tabulated in Table 2, which indicates a 55%
improvement with the narrow-line optimized waveform
over the extended square. While neither I, ν, nor νuse
are used in the waveform optimization procedure pre-
sented above, they may be incorporated in future opti-
mization for sensing strategies where optical SNR is of
high importance, such as for the measurement of opti-
cally thick/thin spectra or in power limited applications.

The previous analysis reveals that the key constraint
in waveform optimization is the maximum allowable chirp
rate. This maximum chirp rate is obtained using Eqs. 7
and 9 based on the detection system bandwidth and the
linewidth of the target spectral features. Notably, the
maximum allowable chirp rate can be increased by us-
ing a higher bandwidth detection system or by targeting
broader spectral features. By considering these two pa-
rameters, waveforms with maximum useful scan depths
can be employed without spectral distortion. It should be
noted that the analysis here used a specific but represen-
tative quantum cascade laser. For other CW-DFB lasers,
a different optimum point may exist with varying scan
depth and chirp profiles, but the same general trends
and principles are expected to apply. Waveform varia-
tions beyond adding a linear ramp were not explored for
the sake of simplicity, but it is possible that a more com-

plex waveform could yield further improvements . These
waveforms would likely follow the dashed chirp profile
from the right side of Fig. 7.

3.4 Sensing demonstrations

3.4.1 Dynamic pressure measurements To demonstrate
the utility of the high scan depth offered by the ex-
tended square waveform (F = 84%, DC = 50%, and
LE = 10 ns), MHz-rate LAS measurements of gas pres-
sure were performed in a dynamic combustion environ-
ment. The experiment was conducted on UCLA’s Det-
onation Impulse Tube (DIT) facility [17]. In these ex-
periments, a mixture of stoichiometric ethylene (C2H4)
and oxygen (O2) at an initial pressure of 207 Torr was
spark ignited at one end of a 196-cm long, 3.81-cm ID
tube with a Schelkin Spiral to aid in deflagration-to-
detonation transition (DDT). DDT was confirmed via
wave-speed measurements made by piezoelectric sensors
located near the end of the tube (1.5–1.8 m from the
sparkplug). The wave-speeds were seen to match (within
measurement uncertainty) values predicted for an ideal

measurement
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Fit ➔ Pmeas = 9.5 atm

Kistler
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Fig. 11 Top: Measured background (black) and transmit-
ted signals (red) for in detonation tube for the first 4 µs af-
ter detonation wave passage. Middle: First post-detonation
absorbance spectrum (black) along with spectral fit (red).
Residuals on the order of |r| < ±3% pictured below (black
dots). Bottom: Pressure trace obtained using LAS (red) and
a Kistler pressure transducer (black) compared to the value
computed using CJ detonation theory (dashed line).
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1-dimensional Chapman-Jouguet (CJ) detonation wave,
as predicted using CalTech’s Shock & Detonation Tool-
box [41] in Cantera [42] using the GRI-MECH 3.0
mechanism [43].

The laser discussed in the previous sections is was
tuned to target the P(0,31), P(2,20), and P(3,14) rovi-
brational transitions of 12C16O near 2008.5 cm−1 with
the goal of measuring gas pressure by fitting the mea-
sured spectra as in Ref. [7]. During these experiments,
the laser light was pitched through the detonation tube
via two wedged sapphire windows providing optical ac-
cess. These windows are located 1.5 m from the spark-
plug. Raw laser background and transmitted intensity
scans are shown 0–4µs after the passage of the detona-
tion wave at the top of Fig. 11. A fit of the measured
spectra for the first scan after detonation-wave passage
is pictured below, which leads to a pressure measure-
ment of 9.5 atm. The residuals between the fit and mea-
surement are generally within ±3%. It should be noted
that the raw data are not smoothed in any way prior
to fitting. The ringing in the background intensity sig-
nal is also present in the transmitted signal, although
the magnitude of the signal oscillations is lower due to
the high levels of absorption by the combustion gas. The
absorbance does not go to zero at the ends of the scan
due to the high pressure of the gas which induces signif-
icant collisional broadening. Additionally, at high tem-
peratures (>3000 K), there is some broadband interfer-
ence from CO2 in this spectral region, which causes ad-
ditional absorption across the scan. This broadband in-
terference is fitted as a constant in fitting procedure and
rejected, with the remaining fitted CO Voigt lineshapes
being used to solve for the pressure and temperature of
the gas.

The time history of the measured gas pressure is
shown at the bottom of Fig. 11 at a measurement rate
of 1 MHz, without any averaging. The low scatter (mea-
surement SNR∼100)2 in the measured pressure is a re-
sult of the high optical SNR, spectral scan depth, and
scan-to-scan stability of the CW laser and the selected
injection-current waveforms. The measured peak pres-
sure of 9.5 atm can be compared to the value predicted
by the CJ theory obtained using the aforementioned
Shock and Detonation Toolbox. This value is indicated
as a horizontal dashed line in Fig. 11; close agreement is
observed with the measured peak pressure. The measure-
ment also captures decay in pressure from the CJ values
after the initial passage of the detonation wave, associ-
ated with the Taylor expansion wave [44]. Additionally,
the measurement captures the effect of reflected pres-

2 Measurement SNR is found by taking the ratio of the
measured pressure (smoothed using a five-point moving av-
erage) and the noise in the pressure signal. The noise of the
pressure signal is found by subtracting the pressure signal by
the aforementioned five-point moving average and taking the
standard deviation of the resulting difference over the same
five points.

sure waves resulting from the impact of the detonation
wave on the plastic burst diaphragm located at the end
of the tube. These reflected waves result in an increase
in pressure at the measurement location. The optically-
measured pressure dynamics and magnitudes agree very
well with the piezoelectric pressure transducer (Kistler
603CAA) located at the same axial plane in the detona-
tion tube. Notably, the large spectral scan depth facili-
tates measurements at elevated pressure (up to∼10 atm)
at MHz rates.

3.4.2 Multi-line thermometry To demonstrate the abil-
ity of the extended spectral tuning method to resolve
multiple discrete spectral transitions in a 1-µs scan pe-
riod, a transient multi-line temperature measurement
was conducted in the UCLA High-Enthalpy Shock Tube
(HEST) facility [24, 45, 46]. In this experiment, 10% CO
in argon was shock-heated by a helium driver gas burst-
ing aluminium diaphragms. The driven section of the
tube over which the shock forms is 4.9 m long. Optical
access is provided by two wedged sapphire windows lo-
cated 2 cm from the endwall of the driven section. The
optical path length through the inner diameter of the
tube is 10.32 cm.

Temperature is determined by fitting a simulated
spectrum to the measured spectrum of three transitions
of 12C16O—P(1,25), P(4,7), and R(8,24) — near 2011 cm−1

indicated in Figs. 10 and 12. These three lines have a
large spread in lower state energies (∼14,000 cm−1) and
have appreciable absorption strength at temperatures
above 5,000 K, enabling sensitive thermometry [34]. In
the fitting procedure, temperature, CO number density,
line broadening, and absolute line position are varied
until the squared sum of the residuals between the mea-
surement and simulation is minimized. The simultaneous
fitting of these three lines (rather than two) provides
more precise and accurate temperature measurements.

Although having a similar center wavelength and tun-
ing range, the DFB-QCL used in this particular exper-
iment is not the same as discussed in Sections 2–3.4.1.
Notably, the achievable scan depth for this second laser is
slightly higher, with scan depths up to 1.15 cm−1 attain-
able using the extended square waveform at 1 MHz. Due
to the low expected pressures behind the incident shock
wave (< 1 atm) and to mitigate ringing, a short leading-
edge ramp of 200 ns was added to the waveform. For the
present application, the maximum chirp rate was set to
3.5 cm−1/µs. Even with this leading-edge ramp added,
the scan depth achieved was slightly greater than 1 cm−1

at 1 MHz.
Sample raw LAS measurements are shown at the

top of Fig. 12 for 0–4 µs after the passage of the re-
flected shock wave at the measurement location. The
absorbance spectrum for the first post reflected shock
measurement is indicated in the middle of Fig. 12. Here
the full 1-cm−1 scan depth enabling three-line detection
is readily apparent. Residuals are on the order of ±5%.
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Fig. 12 Top: Measured background (black) and transmitted
signals (red) in shock tube for the first 4 µs after the reflected
shock wave. Middle: 1-cm−1 measured absorbance spectrum
(black) along with spectral fit (red) for the first post reflected
shock measurement. Residuals on the order of |r| < ±5%
plotted below (black dots). The names and corresponding
lower state energies in cm−1 are written next to each major
transition. Bottom: Temperature time history obtained us-
ing LAS (red) compared to post-reflected shock temperature
predicted using ideal shock relations (dashed line).

At the bottom of Fig. 12, the temperature versus time
is plotted, with time 0 indicating the time of reflected-
shock passage at the measurement location. Some vi-
brational relaxation is observed to occur immediately
after the incident shock passage, on the order of 10s of
microseconds, with the temperature eventually reach-
ing an equilibrium value near 3760 K. The tempera-
ture is rapidly increased to a value near 8010 K across
the reflected shock wave. This temperature is in close
agreement with the value predicted by ideal shock tube
relations [47, 48] of 8050 K. After the reflected-shock
passage, the temperature rapidly drops over 10s of mi-
croseconds, as CO dissociates. The post reflected shock
temperature eventually reaches an equilibrium value of
6350 K. Using this temperature sensing strategy, a mea-
surement SNR of ∼200 is achieved, again as a result of
the high optical SNR, spectral resolution, and scan-to-
scan stability of the CW laser and the selected injection-
current waveforms. The measurement SNR for temper-
ature is found in the same way as for the pressure mea-
surements in Section 3.4.1, using the standard deviation

in the difference between the measured temperature and
a moving average to find the noise of the temperature
signal.

4 Summary

Injection-current waveform variations were analyzed for
extending and optimizing spectral tuning of CW-DFB
lasers via MHz modulation in a bias-tee circuit. Laser
chirp rates and signal-to-noise ratio were found to sig-
nificantly increase by modulating the laser using square
waves instead of sine waves and by scanning the laser
below the lasing threshold. These techniques ultimately
yielded scan depths on the order of 1 cm−1 at 1 MHz,
representing an increase of more than a factor of 2 rel-
ative to threshold-bound sinusoidal modulation. The ef-
fect of waveform duty cycle and leading-edge ramp were
examined, with a longer leading-edge ramp mitigating
output ringing and excessive chirp rate, while requir-
ing a longer duty cycle to maximize useful scan depth.
The attenuation of the high-frequency laser signals due
to detector bandwidth was also examined, and limit-
ing criteria are defined based on the characteristic fre-
quency of target absorption features. Based on common
detector limitations, an optimized trapezoid waveform
was established for a 200-MHz bandwidth detection sys-
tem for use in sub-atmospheric sensing where narrow
spectral features are expected. This study revealed that
the combination of the bias-tee circuit and injection-
current waveform optimization yields more than an order
of magnitude gain in temporal frequency (and effective
measurement rate) for a target spectral tuning depth
(1 cm−1) relative to conventional laser modulation via
bandwidth-limiting controllers. The various MHz wave-
form strategies were finally demonstrated for high-speed
gas sensing in two impulse facilities. In a detonation
tube, we measured transient gas pressure based on col-
lisional linewidth up to ∼10 atm; in a shock tube, we
performed dynamic temperature measurements based on
three discrete transitions resolvable in a single microsec-
ond modulation period. The analysis presented here may
serve as a broadly applicable guide to optimizing injection-
current waveform for CW-DFB lasers modulated at MHz
rates for absorption spectroscopy.
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A Theoretical analysis of high-speed DFB laser
tuning dynamics

In this section we describe a first-order model of DFB
laser tuning dynamics which can be used to understand
some of the trends observed in the previous sections of
this paper. The parasitic components in the laser cir-
cuitry (inductance and capacitance) are neglected and
the laser output is assumed to be monochromatic. To
simplify the laser tuning dynamics, a lumped-element
model is used, in which the laser cavity is represented
by a single thermal mass at a time-varying tempera-
ture TL [K]. Two heat transfer terms are included in
the model. Ohmic heating from the laser injection cur-
rent i(t) [A] is modeled as heat transfer into the laser,
Qin [W]:

Qin = ρi2(t) (13)

Here, ρ [Ω] is the equivalent electrical resistance pro-
vided by the laser. The cooling provided by the laser
heat sink is modeled as heat transfer out of the laser
cavity, Qout [W]:

Qout = h(TL − TS) (14)

Here, TS is the laser heat sink temperature and h [W/K]
is the overall heat transfer coefficient between the laser
and heat sink. A key assumption in this first-order anal-
ysis is that the heat sink temperature is constant during
laser modulation. This assumption becomes increasingly
valid as the modulation frequency increases to high rates
(> kHz), because the laser heat sink is assumed to have a
much larger thermal capacity (mass) than the laser chip.
Over longer timescales, such as during static tuning or
Hz-rate modulation, the laser heat sink temperature may
change and a higher-order analysis may be employed to
analyze these situations.

Using the first law of thermodynamics, the change
in thermal energy of the laser cavity, UL [J], can be ex-
pressed with the following energy balance:

dUL

dt
= Qin −Qout = ρi2(t)− h(TL − TS) (15)

By treating the laser as a lumped thermal mass, the rate
of thermal energy change of the laser can be expressed
in terms of the rate of change of the laser temperature,

the thermal mass of the laser cavity, mL [kg], and the
laser specific heat capacity cp [Jkg−1K−1]. This allows
Eq. 15 to be rewritten as a first-order linear differential
equation in TL:

mLcp
dTL

dt
= ρi2(t)− h(TL − TS) (16)

The following relationship between laser output wavenum-
ber ν [cm−1] and temperature is adapted from [21], where
αex [K−1] is the effective thermal expansion coefficient
of the DFB grating:

dν

dTL
= −αexν (17)

This equation can be solved to find wavenumber as a
function of temperature:

ν = ν0 exp
[
−αex(TL − TL,0)

]
(18)

Here, ν0 is the laser output wavenumber at an arbi-
trary reference temperature TL,0. As the magnitude of
wavenumber changes during laser scanning are relatively
minor (<1%), this relation may be linearized using a
Taylor Expansion:

ν ≈ ν0
[
1− αex(TL − TL,0)

]
(19)

The rate of change of wavenumber with time can also be
written as:

dν

dt
= −αexν0

dTL

dt
(20)

Eqns. 19 and 20 can be used to recast Eq. 16 in terms
of the laser output wavenumber:

mLcp
αexν0

dν

dt
+

h

αexν0
ν = −ρi2(t) + h

(
TL,0 − TS +

1

αex

)
(21)

The case of static tuning (dν/dt = 0) can be exam-
ined to find the relationship between the reference cur-
rent i0 and the reference temperature of the laser TL,0

which produces the reference output wavenumber ν0

TL,0 − TS =
ρ

h
i20 (22)

We now define a new variable νrel as the difference be-
tween the output wavenumber and the reference value:

νrel ≡ ν − ν0 (23)

We also define a variable termed the “effective heat-
ing” q [A2]as the difference in the square of the injection
current and the square of the reference injection current:

q(t) ≡ i2(t)− i20 (24)

q is the Ohmic heating of the laser chip, normalized by
its electrical resistance, with the laser at its reference
temperature cooling when q < 0 and the laser heating
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when q > 0. When modulating the injection current, the
heating amplitude qA may be defined as:

qA ≡ qmax − qmin

2
=

i2max − i2min

2
(25)

The heating amplitude may be related to the “fractional
current” F from earlier sections:

qA = ippimid = Filimimid (26)

Here, imid is the midrange current:

imid =
imax + imin

2
(27)

Using Eqs. 22 – 24, Eq. 21 can be rewritten in the
simplified form:

dνrel
dt

+
νrel
τL

= −Bq(t) (28)

Here, τL [s] and B [cm−1s−1A−2] are defined as:

τL ≡ mLcp
h

(29)

B ≡ αexν0ρ

mLcp
(30)

τL is the time constant of the first-order system, and rep-
resents the time it takes for the laser output wavenumber
to respond to a step change in q. B represents the mag-
nitude of wavenumber rate of change per unit q.

The general solution of Eq. 28 is:

νrel(t) = exp

(
− t

τL

)[
−B

∫ t

t1

exp

(
s

τL

)
q(s)ds

+νrel(t1) exp

(
t1
τL

)]
(31)

Here, t1 [s] is an arbitrary starting time. In the following
sections, we will solve Eq. 28 for various cases of current
modulation.

A.1 Static tuning

In the case of static tuning, the injection current is a
fixed value ist, yielding a fixed value for q = qst = i2st −
i20. Additionally, dν/dt = 0, which yields the following
simplified form of Eq. 28:

νrel,st = −BτL(i
2
st − i20) (32)

As mentioned in the previous section, during static tun-
ing, the laser heat sink may change temperature due to
the long timescales involved. However, this relation is
informative as it indicates the locally nonlinear relation-
ship between current and wavenumber modulation.

A.2 Sinusoidal heating modulation

Before investigating the more complicated case of si-
nusoidal current modulation, the idealized case of si-
nusoidal variation in the laser heating q(t) with scan
rate f [Hz] (period τ [s]) is investigated, where:

q(t) = qA sin (2πft) (33)

The steady-state solution for Eq. 28 is:

νrel(t) = qAHq sin (2πft− ϕq) (34)

Hq ≡ |vpp|
|qpp|

=
BτL√

(2πfτL)2 + 1
(35)

ϕq ≡ tan−1 (2πfτL) (36)

A sample injection-current, effective heating, and chirp
profile for an idealized 1 MHz sine wave is represented by
the black curves in Fig. A.2. Hq [cm−1A−2] is the trans-
fer function between the effective laser heating q and the
wavenumber modulation of the laser which is the ratio
of the wavenumber amplitude and the effective heating
amplitude qA. The scan depth of the laser under sinu-
soidal heating modulation is directly proportional to the
product of the transfer function and the heating ampli-
tude of the laser. This implies that the difference of the
squares of the maximum and minimum injection current,
i2max−i2min, drives the scan depth, not necessarily the lin-
ear current amplitude. As such, with the same current
amplitude, current modulation at a higher mean current
will result in higher scan depth than current modulation
at a lower mean current. At scan rates much higher than
the natural frequency of the laser (1/τL), the transfer
function simplifies to:

Hq ≈ B

2πf
(37)

This indicates that at high modulation rates, Hq → 0
which reflects the decrease in spectral scan depth at high
scan rates. At very low scan frequencies relative to the
laser natural frequency, Hq is maximized at BτL.

ϕq [rad] is the phase lag of the wavenumber modula-
tion relative to the effective laser heating. As the scan-
rate f becomes much larger than the natural frequency
of the laser system (1/τL), ϕq → 90◦, which is experi-
mentally observed as the increasing phase lag between
current and wavelength modulation at high scan rates,
as seen in Fig. 2. On the other hand, at low scan rates,
ϕq → 0◦ which implies near zero phase lag for slow mod-
ulation. The transfer function and phase lag versus scan
rate are plotted in Fig. 14 for τL = 240 ns. This value,
specific to the primary laser used in this work, is deter-
mined in Section A.4. At f = 1 MHz, this time constant
predicts a phase lag of approximately 56◦ and a trans-
fer function that is ∼55% of its maximum low-frequency
value.
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Fig. 13 Sample simulated injection current profiles (Top),
effective heating profiles (Middle), and chirp profiles (Bot-
tom) for an ideal sinusoidal heating (black), sinusoidal in-
jection current (blue), square-wave modulation at 50% duty
cycle (red), and trapezoid-wave modulation with 50% duty
cycle and L = 0.3 (green). The values of B and τL are the
same for each type of modulation, and are equal to the the
values found for the main laser studied in this work. The
values of imax, imin, and ith are set to 190, 30, and 110 mA
respectively. The portion of the scans for which the laser is
below the lasing threshold are indicated by the dotted portion
of the curves. All chirp profiles are zeroed to the beginning
of the upscan above the lasing threshold.

The transfer function is linear with B, implying that
spectral scan depth is directly proportional to the ther-
mal expansion coefficient of the DFB grating, αex, and
the electrical resistance of the laser, ρ. Additionally, the
transfer function and scan depth would be higher at
higher wavenumbers (shorter wavelengths). The trans-
fer function can also be increased by increasing the time
constant of the laser τL. This can be achieved by ei-
ther reducing the heat transfer coefficient between the
laser and heat sink, h, or by increasing the overall heat
capacity of the laser chip, mLcp [J·K−1], although this
reduces B and would likely result in an overall reduction
in the transfer function. The transfer function plateaus
to the value predicted by Eq. 37 for extremely large val-
ues of τL, implying diminishing returns for this strat-
egy of transfer function enhancement. Increasing τL can
also have potential deleterious effects on the tempera-
ture stability of the laser over long time scales, so this is
a non-ideal method to improve tuning characteristics.

A.3 Sinusoidal current modulation

For a sinusoidal modulation of current with scan-rate f ,
current amplitude iA, and midrange current imid = i0
(the choice of reference condition 0 is arbitrary), the
time-varying current and q take the form:

i(t) = iA sin(2πft) + i0 (38)
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Fig. 14 Top: The normalized transfer function for a square
wave at 50% duty cycle (red) and ideal sine wave (black)
versus scan rate f . Middle: Normalized peak upscan chirp
rate versus scan rate for the aforementioned sine and square
wave. Bottom: The phase lag for an ideal sine wave versus
scan rate. τL is set to 240 ns, the value found for the primary
laser used in this work.

q(t) = i2A sin2(2πft) + 2iAi0 sin (2πft) (39)

iA ≡ imax − imin

2
(40)

i0 = imid (41)

To put the equation in terms of pure sinusoids, trigono-
metric double-angle identities are utilized:

q(t) = 2iAimid sin (2πft)−
i2A
2

sin(4πft+
π

2
) +

i2A
2

(42)

The heating function q(t) is now a sum of two sinusoids
with frequency 2f , 1f , and 0f (DC component). The
resulting solution to Eq. 28 will be a linear combination
of the solutions for these individual sinusoidal forcing
functions. These solutions can be obtained using Eqs. 34-
36:

νrel(t) = −BqAτL

[
sin

(
2πft− tan−1 (2πfτL)

)√
(2πfτL)2 + 1

+
iA

4imid

sin
(
4πft− π

2 − tan−1 (4πfτL)
)√

(4πfτL)2 + 1
+

iA
4imid

]
(43)

This solution indicates that the wavenumber modula-
tion is composed of two sine waves, one at the current-
modulation frequency and another at a harmonic fre-
quency twice that of the current-modulation. Addition-
ally, there is an offset in the center wavenumber induced
by the modulation, related to the fact that the mean
current modulation is not equal to the mean value of
the heating to the laser. This offset voff is equal to:

νoff = − iA
4imid

τLBqA (44)
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A representative injection-current, effective heating,
and chirp profile for 1 MHz sinusoidal injection cur-
rent modulation are represented by the blue curves in
Fig. A.2. Closed form equations for the transfer func-
tion and phase lag are not easily extracted from Eq. 43.
Equation 43 is useful in that it reveals the functional
form of the wavelength modulation due to sinusoidal
current modulation. When fitting the relative wavenum-
ber/chirp profile for a sinusoidal injection-current scan,
it is thus more appropriate to fit the profile to a lin-
ear combination of a sine wave and another sine wave
at double frequency, as has been performed in various
works [8, 49]. This second harmonic has been noted in
analysis of wavelength-modulation spectroscopy, where
sinusoidal injection-current modulation is used and mod-
eled [50].

Using Eq. 43, the ratio of the amplitude of the 2nd
harmonic sinusoid and the sinusoid at the fundamental
frequency is given by

∆ν2f
∆ν1f

=
iA

4imid

√
(2πfτL)2 + 1√
(4πfτL)2 + 1

(45)

For low values of modulation frequency, this ratio ap-
proaches iA/4imid, which can range from 0 to 25%, with
lower values at lower current amplitudes. For high val-
ues of the modulation frequency, this ratio approaches
half of the low-speed value: iA/8imid, which ranges from
0 to 12.5%. Therefore, at high modulation frequencies
and moderate values of current amplitude, the higher or-
der sinusoid may be neglected to simplify the waveform
analysis, and the solution for the wavenumber profile in
Eq. 43 can simplify to the solution of pure sinusoidal
heating in Eq. 34, albeit with a constant offset. As such,
the trends of decreasing scan depth and increasing phase
lag with modulation frequency established in Section A.2
are still applicable to the case of sinusoidal current mod-
ulation.

In the following paragraph, we detail how to calculate
the spectral scan depth for sine-wave modulation. If the
laser is scanned below lasing threshold, ith, the spectral
scan depth can be found by finding the time τth at which
the i(t) = ith and computing νrel at this time. This time
can be calculated as follows:

τth =
1

2πf
sin−1

(
ith − imid

iA

)
(46)

Next, the minimum value of νrel must be found. Neglect-
ing the first harmonic term (as discussed previously),
this minimum occurs at the upscan “turnaround”, τturn,up:

τturn,up ≈ 1

2πf

(
tan−1 (2πfτL) +

π

2

)
(47)

The difference between these two values is the scan depth
of the sinusoidal waveform:

∆νsine = νrel(τth)− νrel(τturn,up) (48)

If the laser is not being scanned below the lasing thresh-
old, then the maximum value of the wavenumber profile
must be found and subtracted by the minimum wavenum-
ber value from Eq. 47. If the second harmonic is ne-
glected, then∆νsine simplifies to the following form equiv-
alent to the form for pure sinusoidal heating (see also
Eq. 34):

∆νsine ≈
τLBqA√

(2πfτL)2 + 1
(49)

To find the chirp rate of the sinusoidal waveform, the
absolute value of the time-derivative of Eq. 43 must be
taken. If the higher harmonic is neglected, the chirp rate
during the upscan is given by:

Rup(t) =
2πfτLBqA√
(2πfτL)2 + 1

cos
(
2πfx− tan−1(2πfτL)

)
(50)

The peak chirp rate can be found by taking the time-
derivative of the chirp rate and finding the times when
this derivative equals zero. The peak chirp rate can be
found by evaluating the chirp rate at these times. Still
neglecting the higher harmonic, the peak chirp rate dur-
ing the upscan is given by:

Rup,peak(t) =
2πfτLBqA√
(2πfτL)2 + 1

(51)

The peak chirp rate is plotted against scan rate in the
middle row of Fig. 14. The peak chirp rate increases
as a function of the scan rate, but asymptotically ap-
proaches a maximum value of BqA for high modulation
frequencies and can be approximated by 2πfτLBqA for
low modulation frequencies.

A.4 Square wave modulation

For the case of square wave modulation at scan rate f
(period τ) with duty cycle DC, the current and effective
heating can be written as piecewise constant functions:

i(t) =

{
imax if 0 ≤ t ≤ DC× τ

imin if DC× τ < t ≤ τ
(52)

q(t) =

{
qmax if 0 ≤ t ≤ DC× τ

qmin if DC× τ < t ≤ τ
(53)

qmax = i2max − i20 (54)

qmin = i2min − i20 (55)

Equation 28 can be solved for these two periods yield-
ing piecewise exponential solutions for the wavenumber
profile:

νrel(t) =


−BτLqmax + (νmax

rel +BτLqmax) exp
(
− t

τL

)
if 0 ≤ t ≤ DC× τ

−BτLqmin +
(
νmin
rel +BτLqmin

)
exp

(
− t−DCτ

τL

)
if DC× τ < t ≤ τ

(56)
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Here, νmax
rel and νmin

rel are the maximum and minimum
values of the wavenumber profile, achieved at beginning
of the upscan and downscan respectively. By enforcing
the continuity of νrel(t) at t = DC×τ and the periodicity
of the function (νrel(0) = νrel(τ)), ν

max
rel and νmin

rel can be
solved for:

νmax
rel = −BτL

2qA exp
(
DC τ

τL

)
− 1

exp
(

τ
τL

)
− 1

+ qmin

 (57)

νmin
rel = BτL

2qA exp
(
(1−DC) τ

τL

)
− 1

exp
(

τ
τL

)
− 1

− qmax

 (58)

The absolute value of these parameters are somewhat
arbitrary, as they are relative to the arbitrary reference
wavenumber ν0. The difference between the two how-
ever, is interesting, as this is the spectral scan depth
achievable for the square wave:

∆νsquare = νmax
rel − νmin

rel =

2τLBqA

coth( τ

2τL

)
−

cosh
(

τ
τL
(DC− 1

2 )
)

sinh
(

τ
2τL

)
 (59)

This relation indicates that the spectral scan depth for
square-wave modulation is linearly proportional to the
amplitude of laser heating qA. The term in the fraction
encodes the dependence of the scan depth on the mod-
ulation period τ and the duty cycle DC. By taking the
derivative of Eq. 59 with respect to the duty cycle, it can
be shown that the maximum value of the scan depth is
achieved at a duty cycle of 50%, which matches with the
experimental observations from Section 3.1. If Eq. 59 is
evaluated for a duty cycle of 50%, the maximum scan
depth for a given scan frequency can be found:

∆νoptsquare = 2τLBqA

[
coth

(
τ

2τL

)
− csch

(
τ

2τL

)]
(60)

For square-wave modulation at 50% duty-cycle, the trans-
fer function between spectral scan depth and peak-to-
peak laser heating can be written as:

Hopt
q,square = BτL

[
coth

(
τ

2τL

)
− csch

(
τ

2τL

)]
(61)

At scan rates much greater than the natural frequency
of the laser (1/τL), this transfer function simplifies to:

Hopt
q,square ≈

B

4f
(62)

This function is generally greater than the transfer func-
tion for sinusoidal modulation (Eq. 37) by a factor of
π/2 (+57%), which is supported by the experimental ob-
servation that spectral scan-depth is improved for square-
wave modulation over sinusoidal modulation. At these
high speeds, for duty cycles not equal to 50%, a factor

of 4DC(1−DC) must be multiplied to the transfer func-
tion to account for the reduction in scan depth. At scan
rates much lower than the natural frequency of the laser,
the transfer function approaches BτL, which is the same
value for pure sinusoidal modulation, implying reduced
tuning benefits for square wave modulation for low-speed
scanning. This low-speed approximation for the transfer
function is relatively insensitive to duty cycle, except at
extreme values (DC< 2fτL or DC> 1−2fτL), where the
tuning performance drastically drops to near 0. Across
all scan frequencies, the scan depth of a square wave is
approximately equal to that of a sine wave at duty cycles
near 20 or 80%.

The laser parameters for the QCL used in Sections 2–
3.4.1 were determined using the relations developed above
for square-wave modulation. τL was found by fitting the
chirp profile for the extended square wave from Fig. 7
with an exponential function in the form provided by
Eq. 56. τL was determined to be approximately 240 ns.
Next, the square-wave transfer functionHq,square at 1 MHz
and 50% duty cycle was determined by observing the
increase in spectral scan depth as the heating ampli-
tude qA was increased (by increasing the fractional cur-
rent F from 42% to 84%). A linear function was fitted
to the plot of scan depth versus heating amplitude and
the slope of the resulting line was used to find the ap-
proximate value of the transfer function of Hopt

q,square ∼
2.8 · 10−5 cm−1·(mA)−2. Eq. 61 was then solved for B
and evaluated with knowledge of τL, f , and Hopt

q,square.
B was found to have an approximate value of B ∼
1.5 · 10−4 cm−1/(mA2·µs). A representative injection-
current, effective heating, and chirp profile for 1 MHz
square-wave at 50% duty cycle are represented by the
red curves in Fig. A.2, using the aforementioned laser
parameters. The transfer functions versus scan rate for
an ideal sine wave (as discussed in Section A.2 and 50%
duty cycle square wave are compared in Fig. 14 along
with the phase lag, ϕq for an ideal sine wave.

The chirp rate for square-wave modulation may be
found by taking the absolute value of the derivative of
Eq. 56 with respect to time. The peak chirp rate Rpeak

during the upscan can be found by taking the value of
the chirp rate at time zero:

Rpeak = 2BqA
exp

(
τ
τL

)
− exp

(
DC τ

τL

)
exp

(
τ
τL

)
− 1

(63)

The peak chirp rate increases linearly with the heat-
ing amplitude and B. Additionally, the peak chirp rate
is maximized at a duty cycle of 0, and is minimized
at a duty cycle of 1, which supports the experimental
observation of improved usable scan depth at duty cy-
cles higher than 50%, as seen in Section 3.3. The peak
chirp rate for a square wave at 50% duty cycle is plotted
against scan rate in the middle row if Fig. 14. In contrast
with sinusoidal modulation, the Rpeak decreases with in-
creasing modulation rate, as the temperature extremes
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Fig. 15 Left : Spectral scan depth versus duty cycle and L for a simulated trapezoidal wave. Right : Peak upscan chirp rate
versus duty cycle and L for the same simulated trapezoidal wave. B, τL, imax, and imin are the same as in Figs. A.2 and 14.

of the laser become reduced, resulting in reduced heat
transfer during the beginning of the upscan. At these
high modulation rates, the peak chirp rate approaches
2(1−D)BqA. For a 50% duty cycle, this value is equiv-
alent to that for high-speed sinusoidal modulation. At
low modulation rates, Rpeak approaches 2BqA, with a
weak dependence on duty cycle, except at duty cycles
near 100% (DC> 1 − 2fτL), where the peak chirp rate
rapidly drops to zero.

A.5 Trapezoidal wave modulation

For the case of trapezoid-wave modulation at scan rate
f (period τ), duty cycle DC, and leading edge ramp time
LE, the current and effective heating can be written as
piecewise functions:

i(t) =


imax if 0 ≤ t ≤ (DC− L

2 )τ

imin if (DC− L
2 )τ < t ≤ (1− L)τ

iramp(t) if (1− L)τ < t < τ

(64)

q(t) =


qmax if 0 ≤ t ≤ (DC− L

2 )τ

qmin if (DC− L
2 )τ < t ≤ (1− L)τ

qramp(t) if (1− L)τ < t < τ

(65)

where

L =
LE

τ
(66)

iramp(t) = j(t− (1− L)τ) + imin (67)

qramp(t) = i2ramp(t)− i20 (68)

j =
imax − imin

Lτ
(69)

For a given duty cycle, L (the fraction of the scan over
which the ramp occurs) has a maximal value, above

which the flat part of the upscan or downscan no longer
exist:

Lmax =

{
2×DC if DC ≥ 1/2

2(1−DC) if DC ≤ 1/2
(70)

For a duty cycle of 50%, when L = 1, the waveform takes
the form of a sawtooth wave.

Similar to the case of the square wave, the solution
for νrel(t) may be found by solving Eq. 31 for the various
phases of the trapezoid wave and ensuring continuity at
t = (DC− L

2 )τ and t = (1−L)τ , as well as ensuring the
periodicity of the function νrel(0) = νrel(τ).

The resulting solution is cumbersome to write in its
entirety here, but the solution may be numerically an-
alyzed and compared to that for the pure square wave.
A representative injection-current, effective heating, and
chirp profile for 1 MHz trapezoid wave at 50% duty cy-
cle with L = 0.3 are represented by the green curves
in Fig. A.2. Unlike the pure square wave, the spectral
scan depth must be found by considering the time at
which the current rises above the lasing threshold dur-
ing the ramp, τth. If this point occurs before the down-
scan ”turnaround”, where νrel reaches a local maximum,
which occurs at time τturn,down (when dνramp/dt = 0),
then the spectral scan depth is the difference in νrel at
the turnaround and the end of the upscan. If τth >
τturn,down, then the spectral scan depth is the difference
between νrel(τth) and νrel((DC − 1/2)τ). If the current
stays above the laser threshold during the entire scan
period, then the spectral scan depth may be found by
taking the difference between the maximum and mini-
mum values of νrel.

The spectral scan depth is mapped as a function of
each combination of duty cycle and L on the left side of
Fig. 15 for a trapezoid wave at f = 1 MHz, imin = 30 mA
and imax = 190 mA, using the laser parameters found
above (B = 1.5·10−4 cm−1/(mA2·µs), τL = 240 ns), with
the assumption that the lasing threshold is exceeded be-
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fore the downscan turnaround (for simplicity). The scan
depth is maximized at a duty cycle of 50% and when
L = 0. As L is increased, scan depth generally drops for
a given value of duty cycle. This is true regardless of scan
frequency, although the sensitivity of the scan depth to
L is reduced at lower modulation rates. The scan depth
of a trapzedoidal waveform at 50% duty cycle is similar
to that of a sine wave at values of L between 70 and
80%. It is interesting to note that the duty cycle that
maximizes spectral scan depth (plotted as a black curve
on Fig. 15 is greater than 50% when L ̸= 0, as observed
experimentally in Fig. 4 in Section 3.3. This is because
for a pure square wave, 50% duty cycle offers an even
amount of cooling and heating of the laser system, as the
time averaged value of q is equal to the average between
the maximum and minimum value of q. When a leading
edge ramp is added to the injection-current waveform,
the ramp in q is quadratic, not linear, and as such, the
average value of q during the ramp is no longer equal to
the average between the maximum and minimum values
of q. The average value of q ends up being lower than in
the linear case, resulting in increased cooling duration
compared to heating over a modulation period. To com-
pensate for this, the duty cycle can be raised to increase
the heating period to balance the duration of cooling
and heating, to maximize the scan depth. Above a cer-
tain value of L (in this case, ∼75%), the optimal duty
cycle ends up being the maximum allowable value for
the given value of L. This is reflected by the black curve
on the left of Fig. 15 coinciding with the right boundary
of the triangle of valid waveforms. For high values of L,
this implies that the optimal waveform for maximimzing
spectral scan depth is closer to a sawtooth waveform.

The peak chirp rate (durng the upscan) is also mapped
as a function of duty cycle and L on the right side of
Fig. 15 for the same laser parameters mentioned above.
It is interesting to note that the peak chirp rate typically
occurs at the top of the leading edge ramp, at the start
of the flat part of the upscan. As noted for pure square
waves, the peak chirp rate increases with decreasing duty
cycle for a given value of L. For 1 MHz modulation, as
L increases at a fixed duty cycle, the peak chirp rate
decreases, which reflects the increasing “usefullness” of
waveforms with longer leading edges when scanning nar-
row spectral features, as outlined in Section 3.3. The
maximum allowable value for the chirp rate for narrow
spectral detection (δνmin ∼ 0.027 cm−1 for CO near
0.25 atm), Rmax = 2.7 cm−1/µs is indicated by the black
dashed line on the right side of Fig. 15. The region above
and to the left of this black dashed line indicates wave-
forms that have limited usable scan depth when scan-
ning features with narrow spectral widths. This trend
of decreased peak chirp rates at higher values of L and
increased scan depths at duty cycles greater than 50%
explain why the optimal waveforms found in Section 3.3
had values of L that were 30–40% and duty cycles that
were 60–70%.
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