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The kinetic-theory-based numerical schemes, such as direct simulation Monte Carlo (DSMC) and
information preservation (IP), can be readily used to solve transition flow regimes. However, their
high computational cost still promotes the researchers to extend the Navier—Stokes (NS) equations
beyond the slip flow and to the transition regime applications. Evidently, a suitable extension would
accurately predict both the local velocity profiles and the mass flow rate magnitude as well as the
streamwise pressure distribution. The second-order slip velocity model derived from kinetic theory
can provide relatively accurate velocity profiles up to a Knudsen (Kn) number of around 0.5;
however, its mass flow rate accuracy decreases as Knudsen number approaches the upper bound.
One remedy is to consider the rarefaction effects in calculating the NS viscosity coefficient. In this
work, we use the shear stress distribution derived from our IP simulations, extend an analytical
expression for the viscosity coefficient, impose it in the NS equations, and evaluate it via solving the
transition regime. Using the new viscosity coefficient, we also derive an analytical expression for
the mass flow rate, which provides accurate solutions for Kn<<0.5 and even beyond in micro- and
nanochannel flows. We also show that the obtained streamwise pressure distribution agrees well
with that of the DSMC-IP in this range. The current study is concerned with low speed diatomic gas

flow through two-dimensional micro- and nanochannels. © 2009 American Institute of Physics.

[DOL: 10.1063/1.3177351]

I. INTRODUCTION

Demands in design and fabrication of micro- and nano-
electromechanical systems have increased the need for better
understanding of fluid flow and heat transfer behaviors at the
micro- and nanoscales. The interaction of rarefaction and
compressibility strongly affects the resulting flow behavior
in such systems. There is also a wide range of heat and flow
applications in micro- and nanoscale systems. They may
work in a variety of flow regimes including continuum, slip,
transition, and free molecular.! The Knudsen number is the
key parameter to categorize the gas flow rarefaction. It is
defined as the ratio of mean free path of the gas molecules
to a characteristic dimension such as the channel height
(Kn=\/H). If the Knudsen number is sufficiently small, i.e.,
Kn<0.01, the fluid flow can be assumed as continuum and
the Navier—Stokes (NS) equations can be used to analyze the
flow while applying no-slip boundary conditions. The flow is
then considered to be in slip regime for 0.01 <Kn<0.1. In
the slip regime, nonequilibrium effects dominate near the
walls. However, the flow can still be analyzed by solving the
NS equations and applying slip velocity and temperature
jump boundary conditions. In the transition regime,
0.1 <Kn <10, continuum-based equations fail to produce re-
liable solutions because rarefaction effects dominate and the
thermodynamic equilibrium assumption starts breaking
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down. For Kn> 10, the flow is considered to be in free mo-
lecular regime. In this regime, intermolecular collisions are
negligible comparing with the collisions between the gas
molecules and the wall surfaces.

It is well known that molecular-based approaches, such
as direct simulation Monte Carlo® (DSMC) and information
preservation (IP) schemes® can be readily utilized to solve
the flow field over the entire transition regime. However,
their high computational costs have promoted the researchers
to extend the NS equations beyond the slip flow regime and
into the transition regime treatment. In past work, a variety
of high-order slip velocity boundary conditions have been
suggested to extend the NS solutions to higher rarefied gas
flow treatments. However, they also show that the employ-
ment of high-order boundary conditions may not guarantee
the accuracy of both velocity profiles and mass flow rate.*
Karniadakis et al.* and Barber and Emerson’ provided inclu-
sive reviews of the slip boundary condition choices. One of
the most accurate second-order slip boundary conditions,
which is derived from the kinetic theory assumptions, is
given by4

uy=[uy + (1= o)uy + o,u,]2, (1)

where u is the streamwise velocity, the subscripts s and w
stand for slip and wall, o, is the momentum accommodation
factor, and N indicates quantities evaluated at the edge of the
Knudsen layer; a nonequilibrium region which extends up to
a few (one to two) mean free paths away from the wall. This
boundary condition predicts accurate wall slip velocity for
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Kn<0.5, although resulting in poor mass flow rate
prediction.4 There has been significant effort to improve the
mass flow rate predictions; however, any expression with
more accurate mass flow rate prediction has normally de-
graded the velocity profile prediction. For example, Aubert
and Colin® suggested the second-order slip velocity as
follows:

u 2(9214
ug—u,= Cl Kn— + C2 Kn T (2)
dy dy

where C,=(2-0,)/0, and C,=9/8. However, this slip ve-
locity is biased toward predicting an accurate mass flow
rate.’ Beskok and Karniadakis’ also suggested a unified slip
velocity model for the entire Knudsen number regime as
follows:

_2—0’v Kn <@)’ 3)

o, 1-b Kn\dy

where b=-1 is an arbitrary constant obtained from DSMC
simulations. Although this model predicts accurate velocity
profile for a wide range of Knudsen numbers, its mass flow
rate prediction is still erroneous.

The high-order slip boundary conditions, e.g., Egs.
(1)=(3), have been widely applied to solve the NS equations
for micro- to nanoflows at high Knudsen numbers. Aubert
and Colin® applied Eq. (2) and solved the NS equations for
accurate prediction of the mass flow rate in microchannels.
Their results were in good agreement with the experimental
data up to Knout<0.25.8 Darbandi and co-worker”'' ex-
tended a compressible-incompressible  pressure-based
algorithmlz*14 to simulate micro- to nanoflows in the transi-
tion regime through short and long micro- and nanochannels.
They employed the slip velocity boundary condition given
by Eq. (1) and obtained accurate velocity profiles. Dongari
et al.” used the second-order slip boundary condition, given
by Eq. (2), with appropriate values for the first- and second-
order slip coefficients in different Knudsen number regimes
to calculate correct volume flow rate in the transition regime.
In another attempt, Dongari et al.'® modified the NS equa-
tions to include the diffusion of mass due to density and
temperature gradients. They obtained accurate mass flow rate
prediction in transition and free molecular flow regimes
without using the concept of slip boundary condition. Zhang
et al." employed the homotopy analysis method and used
the first- and second-order boundary conditions to find an
accurate analytical solution for the NS equations. They
achieved reliable results in the slip flow regime, however,
with incorrect velocity profile predictions in the transition
regime.

Generally, the NS equations derived on the basis of the
Stokes assumption cannot be valid in the transition regime.
One idea is to extend the stress-strain relation through the
inclusion of a few higher-order terms into the primitive lin-
ear form. This normally results in more complicated relations
between the stress and strain. Alternatively, another idea is to
account for the rarefaction effects by modifying the viscosity
coefficient as a function of Knudsen number, and to calculate
the primitive shear stress relation. When using this tech-
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nique, one essential task is to find the correct variation of
viscosity coefficient with Knudsen number. Based on the
simple analytical relations given for the viscosity coefficient
at the two limits of continuum and free molecular regimes,
Karniadakis e al.* considered the rarefaction effects and pro-
posed a hybrid formula for the viscosity coefficient w as
follows:

m(Kn) 1
Mo " 1+a Kn

(4)

where « is a coefficient and the subscript O denotes the value
at the continuum extreme. To simulate the mass flow rate
correctly, the coefficient a should be adjusted, for example,
by using DSMC solution data. However, as is explained in
Ref. 4, the simple relation given by Eq. (4) requires a com-
plicated inverse hyperbolic-tangent function for «. To
avoid such complexity, a mean value a is usually employed.
Karniadakis e al.* combined the above viscosity correction
with their accurate unified slip velocity model, Eq. (3), and
enhanced the accuracy of NS equations for the mass flow
rate prediction.

A careful literature survey shows that the attempts for
extending and solving the NS equations are mostly limited to
obtaining either an accurate velocity proﬁleg_n’lg_21 or a cor-
rect mass flow rate."®'>'® The main objective of the current
work is to extend the accuracy of the NS equations beyond
the slip regime and into the transition flow regime through
micro- and nanochannels, where the velocity profile, the
mass flow rate, and the streamwise pressure distribution
should all be predicted correctly. We use the IP simulation
data and suggest an analytical expression for the viscosity
coefficient in terms of Knudsen number. The correlated vis-
cosity coefficient is then combined with the second-order
slip velocity boundary condition, Eq. (1), to derive analytical
expressions for the mass flow rate magnitude and streamwise
pressure distribution. To verify this technique, we exten-
sively validate our derived analytical expressions against
other available analytical and experimental data. The present
work introduces a few contributions to micro- to nanoflow
studies in the transition regime. First, although Karniadakis
et al.* developed an expression to predict the viscosity coef-
ficient for the entire transition regime, Eq. (4), there are ma-
jor restrictions in choosing a suitable value for a. Therefore,
Eq. (4) cannot be easily extended to arbitrary flow conditions
without having sufficient information in advance about a.
However, our viscosity coefficient expression does not in-
clude such a complicated parameter. Second, although the
current viscosity coefficient expression is obtained via using
the IP simulation data, it is very close to the experimentally
confirmed viscosity model, which we derive from the veloc-
ity slip relation of Ref. 6. In other words, the current viscos-
ity coefficient expression simulates the physical behavior of
the flow field correctly. Third, Karniadakis et al.* used the
DSMC mass flow rate to derive their analytical viscosity
expression. This procedure requires significant numerical ef-
fort. Additionally, the DSMC data are quite noisy. Alterna-
tively, we use a low scatter IP shear stress to obtain the
variation of viscosity coefficient in terms of Knudsen num-
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ber. This approach greatly reduces the preliminary computa-
tional costs. At the same time, we show that IP solutions for
mass flow rate, shear stress, velocity, and streamwise pres-
sure distribution are at the same level of accuracy as
DSMC:s. Finally, the new viscosity coefficient model predicts
the mass flow rate and streamwise pressure distribution pre-
cisely if it is suitably combined with the second-order
Kkinetic-based slip boundary condition given by Eq. (1).
Comparisons of the current results with different experimen-
tal data demonstrate that the developed analytical mass flow
rate relation is quite accurate in the early transition regime,
0.1<Kn<0.5.

The rest of this paper is organized as follows. Section II
introduces and validates our developed IP scheme and de-
scribes the derivation of viscosity coefficient from the IP
solution. Using the extended viscosity coefficient expression,
we derive analytical expressions for the volume/mass flow
rate and axial pressure and validate them in Sec. IIl. The
concluding remarks are provided in Sec. IV.

Il. MODELING OF THE VISCOSITY COEFFICIENT

In this section, we describe and validate the DSMC-IP
method. We then derive our IP-based viscosity coefficient
expression and compare it with other available analytical ex-
pressions. Finally, IP velocity profiles are compared to dif-
ferent analytical and numerical solutions.

A. The DSMC-IP scheme

It is widely accepted that the DSMC is an accurate nu-
merical tool to model the rarefied gas flows. In fact, DSMC
simulates particle behavior in a manner consistent with what
is described by the Boltzmann equation. The Boltzmann
equation is the general governing equation for dilute gas
flows. Consequently, the results of DSMC can be as accurate
as the solutions of the Boltzmann equation, although provid-
ing that the cell size, time step, inlet/outlet boundary condi-
tions, intermolecular and molecular-wall collision models,
and so on are realistic. Although DSMC is a successful ap-
proach for simulating subsonic microflows,”° its inherent
statistical scatter does not allow it to be an efficient tool for
the simulation of low speed gas flows. To remedy this defi-
ciency, Fan and Shen’ developed the IP scheme. IP scheme
reduces the statistical scattering via preserving macroscopic
flow information in the particles and the computational cells
simulated in DSMC. In the IP scheme, the preserved macro-
scopic information is initially solved in a manner similar to
that of the DSMC for the microscopic information. Then, it
is modified to include the pressure force, which is the main
driving force in most low speed flows. In fact, the IP scheme
directly implements the pressure gradients on the preserved
velocity field. This is contrary to the conventional DSMC,
which implements pressure only at the inlet/outlet bound-
aries, and consequently, requires a longer time to influence
the entire solution field. Consequently, the IP scheme greatly
reduces the computational time compared to conventional
DSMC simulations.””*® Sun and Boyd29 further extended the
IP scheme to simulate general subsonic microflows. They
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FIG. 1. (Color online) The current normalized IP mass flow rate in terms of
inlet Knudsen number and comparison with those of Shen e al. (Ref. 30).

presented proper models for thermal energy fluxes and modi-
fied the basic molecular collision model. More details on the
IP scheme can be found in Refs. 30 and 31.

B. IP validation

The current IP simulations are carried out for the nitro-
gen flow through a microchannel with a length to height ratio
of [/h=20. We first provide important numerical parameters
employed in our computations. The computational domain is
discretized into 100X 30 cells. The number of cells is se-
lected after a careful grid study.25 The cell sizes are Axy
=5.48X 10" m=2\ and Ay.;=9.14X 10" m=\/3, where
the mean free path is A=2.74 X 107® m. Each cell is subse-
quently divided into two subcells in each direction. Since the
gradients of flow properties are relatively small in the
streamwise direction, the cell size can be larger than mean
free path in the x-direction.””**** We set 40-50 molecules in
each cell at time zero. The time step is adjusted to be smaller
than mean collision time and satisfy a Courant—Friedrichs—
Lewy number, based on the most probable molecular speed
Vinps smaller than 1, i.e., At=1X 107! 5. The values of the
mass flow rate at the inlet and outlet are monitored until
achieving negligible difference between the two consequent
time steps. A sample size of 1.5X 10° is used to obtain a
smooth IP solution.

Before deriving an analytical expression for the viscosity
coefficient via IP, we wish to validate the IP mass flow rate.
In this regard, we define the normalized mass flow rate as
1" =1t/ (payeN2RTh/2), wWhere p,, is the average value of
inlet and outlet densities, R is the universal gas constant, and
T is temperature. Figure 1 shows the variation of normalized
IP mass flow rate with inlet Knudsen number and compares
it with IP and DSMC solutions of Shen et al.*® The inlet/
outlet pressure ratio is I1=1.428. As is observed, there is
good agreement between the current solutions and those of
Ref. 30.
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FIG. 2. DSMC and IP normalized wall shear stress distributions along the
channel for different inlet/outlet Knudsen magnitudes. (a) Kn;,=0.05,
Kn,=0.18; (b)Kn;,=0.1, Kn,,=0.3.

The use of the IP technique to generate the modified
viscosity used in the NS equations is the key assumption in
this analysis. Without detailed proof that IP reproduces the
shear stress predicted by DSMC under similar conditions, we
are left to wonder whether the good agreement demonstrated
for mass flow rate could be fortuitous. To expand our vali-
dation study, we also compare the IP wall shear stress distri-
bution along the channel with that of DSMC. They are ob-
tained from

NS
TW,DSMC(X) = Fnumz m(c;f; - C:?,‘) tsA’ (Sa)
Jj=1
NS
Tp() = | 2 m(V, = V) 1A, (5b)
j=1

where V is the particle information velocity, 7,, is the wall
shear stress, ¢ is the molecular velocity, F,,, is the ratio of
the real to simulated molecules, N, is the total number of
molecules colliding the wall element during the period of z,,
A is the area of the wall element, and m is the molecular
mass. The subscript ¢ denotes tangential and the superscripts
in and re denote the values before and after colliding with the
wall, respectively. Figure 2 shows the distribution of the
DSMC and IP normalized wall shear stress solutions along
the channel at different inlet/outlet conditions. In this figure,
the shear stress is normalized with its inlet value. Similar to
the results given in Refs. 27 and 29, this figure shows that
both IP and DSMC predict almost identical shear stress dis-
tributions; however, the IP solution has much less statistical
scattering. This is the key reason why we choose IP rather
than the conventional DSMC to derive analytical expression
for the viscosity coefficient. As is shown in Refs. 27 and 30
(and also in the next sections), IP scheme can be considered
as accurate as DSMC; however, IP provides smoother solu-
tions for velocity, shear stress, and pressure distribution in
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low speed channel flows while it needs lower computational
cost.

It should be recalled that the IP collision model is the
determining factor for the accuracy of shear stress calcula-
tion. The preliminary IP collision model of Refs. 27 and 28
assumes that the preserved information of particles is the
same after collision; while the numerical tests>’ show that
this basic model cannot correctly simulate the viscosity and
thermal conductivity of gas flows. Sun and Boyd29 suggested
a phenomenological model for the distribution of the infor-
mation after collision based on the collision deflection angle.
Comparing with theory and DSMC solutions, their model
accurately predicts shear stress distribution in the Couette
flow. In Sec. II E, we use both of these collision models and
evaluate their impacts on the accuracy of the IP solutions. To
distinguish them from each other, we name the preliminary
and phenomenological collision models as collision models 1
and 2, respectively.

C. IP shear stress and viscosity coefficient
calculations

After validating the current IP wall shear stress, we may
use it to derive an expression for the viscosity coefficient as
a function of Knudsen number, u (Kn). That is,

Tw.IP(x)

9 6
aV/an (©)

. (Kn) =

where u, is the effective viscosity. Although a linear relation
between stress and strain would suffice to describe their de-
pendency in low Knudsen numbers, a nonlinear relation be-
tween them should be considered in higher Knudsen num-
bers. This can be achieved via imposing higher-order terms
in wall shear stress calculations as follows:

= A 4 A4 A

Vv
- “Nsa_’ + 78 4 AAB) L O(Kn?), (7)
n

where the superscripts NS, B, and AB denote the Navier—
Stokes, the Burnett, and the augmented Burnett equations,
respectively. However, we reduce this equation suitably to
derive an effective viscosity coefficient for the NS equations
in the early transition regime. In this regard, we suggest

A%
Tuab(®) = frens(0) o+ 7% 1 0(Kn?)

~ troxs() 5+ O(Kn). (8)
n

It is because the value of TEE’) is negligible for low Mach

isothermal flows in long microchannels.* On the other hand,
since our concern is to correct the mass flow rate of the NS
equations rather than the AB equations, keeping other stress
terms in Eq. (7), such as Tif‘B), may not be justified. Of
course, the validity of Eq. (8) degrades as Knudsen number
increases. Using Eq. (8) to calculate the viscosity coefficient,
we can bridge between the IP shear stress and the NS vis-

cosity coefficient, extend the NS applicability beyond the
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FIG. 3. Variation of the normalized IP-based viscosity coefficient with
Knudsen number in a channel with early transition regime flow.

slip flow regime limit, and predict the mass flow rate mag-
nitude more accurately.

Figure 3 shows the variation of the normalized viscosity
coefficient obtained from Eq. (8) with Knudsen number in
midtransition regime. The viscosity coefficient is normalized
with its unmodified value w, derived at Kn— 0. In perform-
ing IP simulations, we have considered full momentum ac-
commodation factor at the walls, o,=1. We have carried out
different independent runs in order to collect data. This fig-
ure shows that the viscosity coefficient decreases as Knudsen
number increases. As was mentioned earlier, the validity of
Eq. (8) would decrease as Knudsen number increases further.
It is because the Knudsen layer grows in the channel and a
linear approximation turns out to be invalid for higher Knud-
sen number values.? In this study, we concentrate on a range
of 0.1 <Kn<0.5, where the slip prediction given by Eq. (1)
is accurate and likely there would be less errors in employing
Eq. (8).

D. Derivation of the NS-based and IP-based viscosity
coefficient expressions

Using the second-order slip boundary condition given by
Eq. (1), the velocity profile in the flow field can be obtained
from

2 2 .
u(x,y>=;—£{(%) —%—(2—1)”)<Kn—1<n2>}, 9)

where dp/dx is the pressure gradient along the channel. Im-
posing a general wall slip velocity boundary condition, i.e.,
Eq. (2), the mass flow rate m can be calculated from

h hoo2
h
= dy = dp®(y,Kn)dy, 10
m fo(pu)y fOZ,uRTpP (y,Kn)dy (10)

where density is related to temperature via the equation of
state, p=p/(RT), and ® is a general function, which depends
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on the imposed general slip velocity boundary condition. As-
suming isothermal flow conditions and considering a one-
dimensional axial pressure variation, the integral argument
becomes only a function of ®. The integration along the
streamwise direction gives the total mass flow rate as
follows:

! Pout h2
J mdx =ml = f
0 Pin ZMRT

where p;, and p,, are the inlet and outlet pressures, respec-
tively. We assume that the viscosity coefficient is a function
of the Knudsen number, w=w(Kn), and keep it in the inte-
gral argument. For isothermal flow, the Knudsen number is
related to pressure via Kngypo,=Kn(x)p. As we described in
Sec. I, the Aubert—Colin second-order velocity profile model,
given by Eq. (2) with slip coefficients C,=(2-0,)/ 0, and
C,=9/8, predicts an accurate mass flow rate for Kn<<0.25.
The mass flow rate corresponding to the Aubert and Colin
model is obtained from®

h
f <I>(y,Kn)dy)pdp, (11)
0

h3 2 2
mzﬂ[nz—prlz( UU)(H—I)Knom
24u0RTI

oy

+27 Kn2, ln(H)] (12)

If we substitute m from Eq. (12) in Eq. (11) and keep the
viscosity as a function of Knudsen number, it yields

hp? 2-
ﬂ{nz—le( UU)(H—I)Knom

Ty

+27 Kn?, ln(l_[):|

Sl GG

+<2_0v>(Kn—Kn2)]dy pdp. (13)

Ty

Taking the above integration, we eventually derive an ex-
pression for the viscosity coefficient as follows:

O-U 2
(Kn) 5 +6 Kn—-6 Kn
n — 0,
[“ } = v , (14)
Mo dNs_Tv_ ¢ kn+13.5 Kn?
o,

where the subscript NS refers to the fact that Eq. (14) is
derived from the NS-based mass flow rate relation given by
Eq. (12). Since Eq. (12) agrees well with experiment® for
Kn<0.25, it is expected that the resulting viscosity coeffi-
cient would be accurate enough for this range of Knudsen
number as well. Equation (14) indicates that the viscosity
varies quadratically with the Knudsen number. Considering
Eq. (14), we similarly consider the IP-based viscosity
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FIG. 4. Comparing the current IP-based and NS-based viscosity coefficient
models with that of Karniadakis er al. (Ref. 4).

coefficient variation shown in Fig. 3, use regression, and
derive a new quadratic expression for the viscosity coeffi-
cient, although for a wider range of Knudsen numbers,
0.1 <Kn<0.5. The resulting expression is given by

o, )
+0.89 Kn+4.70 Kn
2-o0,
= , (15)

® % 075 Kn+19.98 Kn?
2 -0

U

((Kn)
Mo

where the subscript IP refers to the fact that it has been
derived from the IP simulation data. We name it the IP-based
viscosity coefficient model. Figure 4 presents the normalized
viscosity coefficient given by Eq. (15), and compares it with
the NS-based viscosity coefficient, Eq. (14), and the relation
of Karniadakis er al., Eq. (4), with an average value for «
equal to 2.2. It should be noted that Karniadakis et al sug-
gested a=2.2 for the nitrogen flow in a channel with a pres-
sure ratio of 2.28 and Kn,,=0.2. A few important conclu-
sions can be derived from this figure. First, the NS-based
viscosity coefficient is close to the current IP-based model as
long as Kn=0.3. As previously stated, this is the valid range
for Eq. (12). Second, the model of Karniadakis et al. with
a=2.2 only agrees with IP- and NS-based models around
Kn~0.2. It is at this point that Ref. 4 suggests @=2.2. Al-
though the current IP-based viscosity coefficient model has
been derived based on some specific conditions, i.e., [1=2,
o,=1, and Kn,,,=0.2, we will show that its validity is not
restricted to these conditions and it performs suitably over
wider ranges of pressure ratios, accommodation coefficients,
and outlet Knudsen numbers (see Secs. III B and III C).

We should note that the viscosity coefficient is not the
sole parameter in determining the mass flow rate. Indeed, its
combination with the slip boundary condition (this combina-
tion is called slip coefficient) determines the mass flow rate.

Phys. Fluids 21, 082001 (2009)

Due to the important role of velocity profile in accurate mass
flow rate predictions, we first compare the velocity profiles
derived from different slip boundary conditions with each
other and then evaluate their resulting mass flow rates.

E. Velocity profiles

As was previously stated in Sec. II B, we have two op-
tions in the choice of collision models, collision model 1
(Ref. 3) or 2 (Ref. 29) to perform the IP simulation. We refer
to the resulting velocity profiles as models 1 and 2, respec-
tively. Figure 5 compares the current IP velocity profiles with
DSMC results, the linearized Boltzmann (LB) solution of
Ohwada et al.,”® the second-order slip velocity model, Eq.
(1), and the Beskok unified model,’ Eq. (3). The results are
provided for five Knudsen numbers. The velocity is normal-
ized by its mean value (U*=U/U,,, and the distance by
the channel height (y*=y/h). The figure collects valuable
information about the accuracy of different numerical and
analytical solutions. Following the descriptions provided in
Sec. IT A, the solution of DSMC can be considered as the
closest one to that of the Boltzmann equation. Therefore, we
consider DSMC as the most accurate solution and evaluate
all other solutions against it. As can be seen, the LB solution
underpredicts the slip velocity at all Knudsen numbers. The
second-order kinetic model is accurate for both the slip and
maximum velocity magnitudes in lower Knudsen numbers;
however, its accuracy starts deteriorating from the centerline
as the Knudsen number increases, see Fig. 5(c), and then this
deterioration propagates into the entire flow region, see Fig.
5(d). Generally, the NS slip velocity models have been ex-
tended in a way to match the real velocity profile either at the
wall and inside the Knudsen layer or at the center line and
outside the Knudsen layer. The slip boundary condition
given by Eq. (1) predicts a correct slip velocity magnitude at
the wall for moderate Knudsen numbers. However, its imple-
mentation underpredicts the maximum velocity at the center-
line. This is due to different characteristics of inner (Knudsen
layer region) and outer (main flow region) layers.

Another key point in Fig. 5 is that there are slight inac-
curacies in both slip velocity (overprediction) and maximum
velocity (underprediction) for both of the current IP collision
models when Kn<0.667. Cai et al.*’ similarly showed that
the IP velocity prediction is not in full agreement with that of
DSMC. The figure shows that both IP collision models dem-
onstrate this discrepancy although collision model 2 per-
forms slightly better. However, it should be recalled that the
IP solution predicts mass flow rate and shear stress very
close to that of DSMC. For low Knudsen numbers, the
Beskok analytical model, Eq. (3), overpredicts the maximum
velocity. As Knudsen number increases, it overpredicts the
slip velocity; see Fig. 5(c), but it correctly predicts the maxi-
mum velocity.

As will be shown later, the combination of our IP-based
viscosity coefficient model, Eq. (15), with the second-order
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FIG. 5. (Color online) Comparing the current DSMC and IP (with two
collision models 1 and 2) velocity profiles with those of LB of Ohwada et al.
(Ref. 33), the NS solution of Beskok and Karniadakis (Ref. 7), and the
second-order kinetic-theory-based relation, Eq. (9), at different Knudsen
numbers. (a) Kn=0.113; (b) Kn=0.226; (c) Kn=0.451; (d) Kn=0.667; (e)
Kn=1.13.

kinetic model, results in an accurate mass flow rate predic-
tion for the early transition regime, Kn<<0.5. As is confirmed
by the results in Fig. 5, the second-order kinetic model is
relatively accurate within this Knudsen number range; there-
fore, our viscosity model is also physically accurate.

Phys. Fluids 21, 082001 (2009)

lll. MASS FLOW RATE AND PRESSURE
DISTRIBUTION STUDIES

In this section, we use our IP-based viscosity coefficient
model, Eq. (15), and derive an analytical expression for the
mass flow rate. We then investigate the accuracy of our ex-
pression against other analytical solutions considering differ-
ent flow conditions. Finally, the axial pressure distribution is
assessed.

A. Derivation of the IP-based slip coefficient

Using the current IP-based viscosity coefficient model,
Eq. (15), we further incorporate it with the second-order slip
velocity expression, Eq. (9), to calculate the volume/mass
flow rate analytically. For a general slip boundary condition,
the normalized volumetric flow rate can be derived from*

2_
0, mKn)

[1+6(C; Kn+C, Kn?)], (16)

where the subscript ¢ denotes the continuum regime and C,
and C, are the coefficients described in Eq. (2). Table I pro-
vides the values of C,, C,, and u(Kn) for a few important
slip velocity models including the first-order Maxwell," the
second-order kinetic—theory,4 the current IP-based model,
Karniadakis et al.,4 Aubert and Colin,6 and Hadjiconstanti-
nou model.* Using the second-order kinetic-theory slip ve-
locity and the IP-based viscosity coefficient model, Eq. (16)
can be rewritten as

o,
. +0.75 Kn+19.98 Kn?
Qo _ o
. - 2 _
Q. v 1089 Kn+4.70 Kn?
O-U
2 —
X[ 1+6 UU(Kn—an) . (17)

v

Assuming o,=1, multiplying Eq. (17) by p, and integrating
it along the axial direction, we can eventually derive an ex-
pression for the normalized mass flow rate, or rather the slip
coefficient. It is given by

m Knout I<nout
Sp=—=1+
P M -1
X[51.00 In(IT) + 34.07 In(a,)], (18)
where a; and a, are defined as
89.90 X 0.47
ap = 11.72 + ’
0.47 0.4711
1+]0.21+ 021+
Knout I(nout
(19)

1+0.89 Kn,, +4.70 Kn?

out

1% +0.89 Kny,JI+4.7 Kn2, '

a, =

It may be noted that the coefficients that appeared in the
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TABLE I. The required coefficients for the normalized flow rate expression, see Eq. (16).

Model C, C, w(Kn)/ e

2-0,
Maxwell,” first-order o, 0 1

2-o0, 2-o0,
Second-order kinetic theory® o, - o, 1

2-0, 2-0, 1+0.75 Kn+19.98 Kn?
Current IP-based model o, T oo, 1+0.89 Kn+4.70 Kn?

2-0, Kn 1

Karniadakis et al." 1-b Kn I1+a Kn

2-o0, 27
Aubert and Colin,b second-order o, E 1
Hadjiconstantinou® (modified Cercignani model) 1.11 0.62 1

“Reference 4.
"Reference 6.
“Reference 34.

IP-based viscosity coefficient model similarly reappear in the
IP-based slip coefficient expression. For the general second-
order boundary condition given by Eq. (2), the slip coeffi-
cient reduces to

=14 120, K00, 50 Koou (IT)
=1+ — .
M1 T

(20)

Although the above equation seems quite simple, it is de-
rived from a slip velocity profile which is correct for either
mass flow rate calculation or velocity profile prediction. In
fact, it does not include any viscosity coefficient correction.
If the viscosity correction is incorporated in this expression,
we obtain a more comprehensive formula similar to Eq. (18).
Considering this point, Karniadakis et al.* derived a relation
for the slip coefficient using their unified velocity profile, Eq.
(3), and their empirical relation for the viscosity coefficient,
Eq. (4). Their attempts resulted in

2-o0,

m Ap
S=—= 5
m. (H - l)poul

2-g,bta_ , (H—b Knomﬂ

+ a) Kngy

gy

{H+1+2<6

+12

ng, In

1-b Kngy

gy

(21)

where Ap=p;,—Ppou- As Was mentioned earlier, it is difficult
to obtain the exact variation of « in a flow with a wide range
of Knudsen numbers in advance. Karniadakis et al.* sug-
gested an averaged value, i.e., @=2.2, for nitrogen flow
through a channel with //A=20 and Kn,,=0.2. The main
advantage of Eq. (18) over the one given by Eq. (21) is that
it does not depend on any arbitrary constant and agrees quite
accurately with the experiment. We highlight this point in
Sec. III B.

B. Evaluating the derived IP-based slip
coefficient model

After deriving analytical IP-based model expressions for
both the volumetric and mass flow rates, we now consider
their accuracies against other analytical solutions and avail-
able experimental data. Figure 6 shows the variation of the
normalized volumetric flow rate with the Knudsen number.
In this figure, Q. is defined as the volumetric flow rate at the
continuum limit. The volume flow rate of the current IP-
based model, Eq. (17), is compared to those obtained from
imposing different slip boundary conditions including the
first-order Maxwell,4 the second-order kinetic-theory, Eq.
(1), the Aubert and Colin model,® the Hadjiconstantinou
model,** and the Beskok model.” The slip coefficients (C,

8
| [P-based Model
[ ——— — Second Order (Aubert & Colin) ]
7F — — - Beskok, 0=2.2 /s
| — — — — Hadjiconstantinou ./..
 — == First Order 7
6 :_ —--—@—--— Second Order (Kinetic) /-'/ P 4
o °f
=4 i
A
3l
2t
=
0.1 0.2 03 0.4 0.5

FIG. 6. Variation of current IP volumetric flow rate with Knudsen number
and comparisons with different analytical models including the Aubert and
Colin model (Ref. 6), Beskok and Karniadakis (Ref. 7), Hadjiconstantinou
(Ref. 34), and the first- and second-order boundary conditions (Ref. 4).
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FIG. 7. (Color online) Variation of the IP-based slip coefficient expression [Eq. (18)] with the Knudsen number and comparison with different analytical
models including those of Aubert and Colin (Ref. 6), Maurer e al. (Ref. 36), the first- and second-order boundary conditions (Ref. 4), and experimental data

(Refs. 35 and 36). (a) [1=2, o,=1; (b) [1=1.8, 0,=0.93; (¢c) [1=2, o,=1.

and C,) for these boundary conditions are summarized in
Table I. As can be seen, the second-order kinetic-theory
model, Eq. (1), without implementing suitable viscosity
modification performs the worst compared to the other
models. However, this is to be expected because it has been
derived in a manner to predict only a correct slip velocity at
the wall. Compared to the Aubert and Colin model, the cur-
rent IP-based slip coefficient model performs well. As stated
previously, the second-order model of Aubert and Colin is
accurate only for Kn<<0.25. Our IP-based model not only
yields the same accuracy in this range but also agrees well
with the trend predicted by the Beskok formula for the rest of
the range. Compared to the Aubert and Colin model and our
IP-based model, the Beskok formula yields poor results for
Kn<0.2 due to using a mean value of @=2.2 for the whole
Knudsen number range. Interestingly, the current IP-based

model, Aubert and Colin model, and Beskok model exhibit
different curvatures, which are due to employing different
types of slip-viscosity combinations.

In the next attempt, we compare the results of our mass
flow rate modeling, Eq. (18), with those derived from other
slip models, see Fig. 7. Figure 7(a) shows the variation of
inverse slip coefficient with Knudsen number at the outlet of
channel considering I[I=2 and o,=1. The inverse slip is
taken from Eqgs. (18)—(21) using appropriate slip coefficients,
as provided in Table I. Very similar to Fig. 6, it is observed
that the IP-based model shows the closest agreement with the
Aubert and Colin model. The Beskok solution with a con-
stant « overestimates the slip for Kn<<0.3. We further study
the performance of the Beskok slip model after incorporating
it with the IP-based viscosity coefficient model. The slip co-
efficient obtained after this incorporation approaches the
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Aubert and Colin slip model. Other models, such as the first-
order and the original second-order models show consider-
able deviation from the Aubert and Colin model and the
current IP-based model.

Further to this, we compare our results with the
experiment,35 which provides the slip variation for IT=1.8
and 0=0.93. As may be seen in Fig. 7(b), the results of
current IP-based viscosity coefficient model agree well with
the experimental data. This is where the analytical formula of
Aubert and Colin departs from the given data for Kn>0.25.
The Beskok model does not match the experimental data at
all. This may be due to setting a constant b=—1 in Eq. (3),
and/or considering the suggested mean value for «, which
may be derived for a full accommodation coefficient.* The
figure also shows minimal sensitivity of the IP-based viscos-
ity coefficient to the momentum accommodation coefficient.
As stated previously, the IP simulations were performed for
full momentum accommodation; however, it is currently ap-
plied for a lower accommodation value with no apparent
adverse effect.

Figure 7(c) shows the variation of slip coefficient with
the average Knudsen number, which is defined as
Kn,,,=(Kn;,+Kng,)/2, for the current IP-based model, the
Aubert and Colin formula, and the experimental data and
empirical formula of Maurer et al., considering IT=2 and
o,=1. The Maurer empirical expression for slip coefficient is
given by

S=1+6A; Kny,+124, Kn,,, (22)
where A and A, are two constants, which depend on the gas
molecule type. They are A;=1.3 and A,=0.26 for nitrogen
flow. The results show that the current model agrees well
with the scattered experimental data in the entire range of the
investigated Knudsen numbers. This achievement can be at-
tributed to developing a correct IP-based viscosity coefficient
and benefiting from suitable accuracy of the second-order
kinetic-based boundary condition. The range of accuracy for
the current IP-based model formula is quite comparable with
that of the kinetic-based regularized 13 moments (R13)
equations as well. The R13 equations are a macroscopic set
of transport equations of the third order in terms of the
Knudsen number. As is demonstrated in Refs. 37 and 38, the
full R13 equations result in an accurate solution for volume
flow rate for Kn<<0.5. Similarly, the current IP-based model
also predicts mass flow rate quite reliably for 0.1 <Kn
<0.5.

C. Effect of pressure ratio

The analytical expressions derived for the mass flow rate
depends on both the Knudsen number and pressure ratio pa-
rameters, see Eq. (18). In Sec. Il B, we demonstrated the
variation of slip coefficient with outlet Knudsen number us-
ing different slip velocity models. At this stage, we further
wish to consider the impact of pressure ratio variations on
the slip coefficient expression. The current IP-based slip co-
efficient model is compared to different analytical models
and experimental measurements for Kn,,=0.15, see Fig.
8(a). The experimental data have been taken from Ref. 35

Phys. Fluids 21, 082001 (2009)
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FIG. 8. (Color online) Variation of current IP-based slip coefficient expres-
sion with pressure ratio and comparison with those of other analytical mod-
els [including those of Aubert and Colin (Ref. 6), Beskok and Karniadakis
(Ref. 7), Hadjiconstantinou (Ref. 34), and the first- and second-order bound-
ary conditions (Ref. 4)], and experimental data (Ref. 35). (a) Kn,,=0.15; (b)
Kn,,=0.47.

and have been suitably normalized. The results of our IP-
based slip coefficient agree reasonably well with those of the
Aubert and Colin formula and experimental data. This is
where the Beskok model (with a=2.2) overpredicts the slip
value. The figure indicates that our IP-based analytical ex-
pression, which was originally derived for a pressure ratio of
2, can be reliably used for a wider range of pressure ratios
without degrading its accuracy.

Increasing the outlet Knudsen number to 0.47, the IP-
based model results in accurate solutions comparable with
the experimental data and the solution resulting from the
Beskok model, see Fig. 8(b). The agreement of the IP-based
model with the Beskok formula is mainly due to the selec-
tion of an appropriate value for a, i.e., =2.2, which is suit-
able for the current Knudsen number. Figure 8(b) also indi-
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FIG. 9. (Color online) Deviation of current analytical IP axial pressure
distribution from the linear one (Pp;,) and comparison with those of the
molecular-based solutions [current DSMC-IP solution, and DSMC-IP solu-
tion of Shen (Ref. 39)], analytical solutions [including the NS-based model,
the Beskok model (Ref. 7), and the second-order boundary condition (Ref.
4)], Kn,,=0.194.

cates that the Aubert and Colin model shows a slight
overprediction in the entire range of study while the other
models, such as the ﬁrst-order,4 second-order,4 and
Hadjiconstantinou34 models, underpredict the slip coefficient
in this range.

D. Axial pressure distribution

Up to this point, we have evaluated the accuracy of our
IP-based viscosity coefficient model in the prediction of
mass flow rate in a microchannel flow. Another important
parameter which must be carefully studied is the axial pres-
sure distribution in the channel. The axial pressure distribu-
tion can be obtained via the conservation of mass flow rate
through the channel. This results in a nonlinear equation for
the axial pressure distribution, which can be solved itera-
tively. Figure 9 shows the deviation of the current IP-based
model axial pressure from the linear axial pressure distribu-
tion. It is compared to those of the other analytical models,
including the NS-based model, Eq. (14), the Beskok model,’
and the second-order kinetic theory,4 as well as our DSMC
and IP solutions and the DSMC and IP solutions of Shen.*’
The distance is normalized by the channel length (x*=x/1).
The current IP-based analytical model, our DSMC and IP
solutions, and the DSMC and IP solutions of Shen’® showed
a maximum deviation of approximately 0.03 at the midchan-
nel. This consistency confirms the accuracy of our developed
IP-based viscosity coefficient model. It is observed that the
second-order kinetic model greatly overpredicts the pressure
deviations and shows a maximum deviation of about 0.053 at
the midchannel. The Aubert and Colin and Beskok models
(using a=6, which is higher than the suggested mean value
of 2.2) also show good agreement with the DSMC-IP solu-
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tions. It can be concluded that the selection of a correct vis-
cosity coefficient can also result in accurate pressure distri-
bution.

IV. CONCLUSION

In order to extend the applicability of the NS equations
beyond the slip flow regime and into the early transition
regime in the two-dimensional (2D) channel flow regime, we
implemented the wall shear stress distribution derived from
IP simulations and formulated an analytical expression for
the variation of viscosity coefficient in terms of the Knudsen
number. It has been shown that the kinetic-theory-based slip
boundary condition accurately predicts the velocity profile in
the early transition regime. However, it fails to predict the
mass flow rate accurately without the incorporation of rar-
efaction effects. Alternatively, through the use of IP results,
we derived a modified viscosity coefficient expression in or-
der to enable the NS equations to predict not only a suitable
velocity profile but also the correct mass flow rate magnitude
together with the streamwise pressure distribution in the 2D
micro- and nanochannel flow treatments. Prior to deriving
the viscosity coefficient, we compared the mass flow rate,
wall shear stress, and velocity distribution from IP solution
with those of DSMC and LB equations. It was shown that IP
solution predicts consistent results. Assuming a linear rela-
tion between the shear stress and the velocity gradient and
accounting for the limited accuracy of the kinetic-theory-
based slip model up to Kn<<0.5, the current [P-based viscos-
ity coefficient model may be considered to be limited to the
same range of Knudsen numbers. Compared to experimental
data and analytical models, the current [P-based model accu-
rately predicts the mass flow rate for the entire range of
study, 0.1 <Kn<0.5, and also over a wide range of pressure
ratios. In comparison with previous models such as the
Beskok model, a key advantage of the current model is that it
does not depend on any adjustable parameter, which must
normally be determined after solving the actual flow field.
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