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Abstract

The limitless number of possible ways to configure database management systems (DBMSs) has rightfully

earned them the reputation of being difficult to manage and tune. Optimizing a DBMS to meet the needs

of an application has surpassed the abilities of humans. This is because the correct configuration of a

DBMS is highly dependent on a number of factors that are beyond what humans can reason about. The

problem is further exacerbated in large-scale deployments with thousands or even millions of individual

DBMS installations that each have their own tuning requirements.

To overcome this problem, recent research has explored using machine learning-based (ML) agents

for automated tuning of DBMSs. These agents extract performance metrics and behavioral information

from the DBMS and then train models with this data to select tuning actions that they predict will have

the most benefit. They then observe how these actions affect the DBMS and update their models to further

improve their efficacy.

In this paper, we discuss two engineering approaches for integrating ML agents in a DBMS. The first

is to build an external tuning controller that treats the DBMS as a black-box. The second is to integrate

the ML agents natively in the DBMS’s architecture. We consider the trade-offs of these approaches in the

context of two projects from Carnegie Mellon University (CMU).

1 Introduction

Tuning a DBMS is an essential part of any database application installation. The goal of this tuning is to improve

a DBMS’s operations based on some objective function (e.g., faster execution, lower costs, better availability).

Modern DBMSs provide APIs that allow database administrators (DBAs) to control their runtime execution and

storage operations: (1) physical design, (2) knob configuration, (3) hardware resource allocation, and (4) query

plan hints. The first are changes to the database’s physical representation and data structures (e.g., indexes, views,

partitioning). The second are optimizations that affect the DBMS’s behavior through its configuration knobs

(e.g., caching policies). Resource allocations determine how the DBMS uses its available hardware to store data

and execute queries; the DBA can either provision new resources (e.g., adding disks, memory, or machines) or

redistribute existing resources (e.g., partitioning tables across disks). Lastly, query plan tuning hints are directives

that force the DBMS’s optimizer to make certain decisions for individual queries (e.g., join orderings).
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Given the notorious complexity of DBMS tuning, a reoccurring theme in database research over the last five

decades has been on how to automate this process and reduce the burden on humans. The first efforts in the

1970s were on building self-adaptive systems [30]. These were primarily recommendation tools that focused on

physical database design (e.g, indexes [31, 34], partitioning [32, 43], clustering [78]). They were also external

to the DBMS and meant to assist the DBA with the tuning process. In the 1990s, the database community

switched to using the moniker self-tuning systems [16, 73]. Like their predecessors, most of the self-tuning

systems targeted automated physical design [29, 17, 71]. But they also expanded their scope to include automatic

DBMS knob configuration [68, 20, 70]. This was necessary because by then the more mature DBMSs had

hundreds of tunable knobs and the problem of how to set them correctly because too arduous [72]. Another

notable difference was that while most of the self-adaptive methods were primarily in the context of standalone

recommendation tools that were external to the DBMS, some vendors added self-tuning components directly

inside of the DBMS [41, 67, 19].

The current research trend is on how to use of machine learning (ML) to devise “learned” methods for

automated DBMS tuning. Instead of relying on static heuristics or cost models (see Section 2), these newer

approaches train models using data collected about the DBMS’s runtime behavior under various execution

scenarios and configurations. The tuning agent then predicts the expected benefit of actions (e.g., add an index)

using these models and selects the one with the greatest expected reward. The agent then observes the affects of

the deployed action and integrates this new data back into the models to improve their efficacy for future decision

making. This last step removes the need for a human to make judgment calls about whether or not to make a

recommended change.

There are two ways developers can integrate such ML-based tuning methods for DBMSs. The first is to use

external agents that observe and manipulate a DBMS through standard APIs (e.g., JDBC, ODBC). This approach

is ideal for existing DBMSs where the software engineering effort required to retrofit the architecture to support

automated tuning is too onerous. The second is to integrate internal components that directly operate inside of

the DBMS. Building the ML components inside of the system obviates several problems related to training data

collection and modeling, as well as enables the agent to have fine-grained control of the system’s behavior. But

this integration requires such a tight coupling that it is often only viable for those organizations that are designing

a new system from scratch (i.e., a “greenfield” project) [59].

In this paper, we discuss the trade-offs between implementing ML-based tuning agents outside of the DBMS

versus designing a new DBMS around automation. Our analysis is based on our experiences developing ML-based

tuning tools for existing systems [72, 79, 58] and new autonomous architectures [9, 46, 57, 60, 81]. We begin

in Section 2 with an overview of how DBMS tuning algorithms work. Next, in Section 3 we describe how to

use ML-based agents to automatically tune systems. We then compare the benefits of the approaches, as well as

discuss some of their challenges and unsolved problems. We conclude with an overview of two DBMS projects

at CMU [1] on using ML for automated tuning. The first is OtterTune [5], an external knob tuning service for

existing DBMSs. The other is a new self-driving [57] DBMS called NoisePage [3] (formerly Peloton1) that we

are designing to be completely autonomous.

2 Background

Previous researchers in the last 50 years have studied and devised several methods for automatically optimizing

DBMSs [12, 18, 16, 74]. As such, there is an extensive corpus of previous work, including both theoretical [14]

and applied research [24, 82, 75]. Before the 2010s, the core methodologies for automated DBMS tuning were

either (1) heuristic- or (2) cost-based optimization algorithms. We now briefly discuss this prior work to motivate

the transition to ML-based methods in Section 3.

1We are unable to continue with the Peloton [6] project due to the unholy combination of engineering, legal, and marital problems.
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The most widely used approach in automated DBMS tuning is to use heuristic algorithms that are comprised

of hard-coded rules that recommend actions [32]. For example, IBM’s first release of their DB2 Performance

Wizard tool in the early 2000s asked the DBA questions about their application (e.g., whether it is OLTP or

OLAP) and then provides knob settings based on their answers [42]. It uses rules manually created by DB2

engineers and thus may not accurately reflect the actual workload or operating environment. IBM later released a

version of DB2 with a self-tuning memory manager that again uses rules to determine how to allocate the DBMS’s

memory to its internal components [67, 70]. Oracle has a similar “self-managing” memory manager in their

DBMS [19], but also provides a tool to identify bottlenecks due to misconfiguration using rules [21, 40]. Others

have used the same approach in tuning tools for Microsoft’s SQL Server [53], MySQL [2], and Postgres [7].

The other common approach for DBMS tuning is to use cost-based algorithms that programmatically search

for improvements to the DBMS’s configuration. These algorithms are guided by a cost model that estimates

the benefits of design choices based on a representative sample workload trace from the application. A cost

model allows a tool to identify good actions without having to deploy them for real on the DBMS, which

would is prohibitively expensive and slow. Previous work in this area has evaluated several search techniques,

including greedy search [17], branch-and-bound search [58, 82, 54], local search [77], genetic algorithms [54],

and relaxation/approximation [13].

To avoid the problem of a cost-based algorithm making choices that do not reflect what happens in the real

DBMS, the tuning tool can use the DBMS’s internal components to provide it with more accurate cost model

estimations. The first and most notable application of this optimization was Microsoft’s AutoAdmin use of

SQL Server’s built-in cost models from its query planner to estimate the utility of indexes [15]. Relying on the

DBMS for the cost model, however, does not work for knob configuration tuning algorithms. In the case of

Microsoft’s example of using the query planner to guide its search algorithms, these models approximate on

the amount of work to execute a query and are intended to compare alternative query execution strategies in

a fixed environment [65]. But knobs affect a DBMS’s behavior in ways that are not easily reflected (if even

possible) in the query planner’s cost model. For example, it is non-trivial for the planner to reason for a single

query about a knob that changes caching policies since the behavior can vary depending on the workload. Hence,

the major vendors’ proprietary knob configuration tools mostly rely on static heuristics and vary in the amount of

automation that they support [21, 40, 53, 2, 7].

The critical limitation in both of the above heuristic- and cost-based tuning methods is that they tune each

DBMS in isolation. That is, they only reason about how to tune one particular DBMS instance and do not

leverage information collected about previous tuning sessions. Heuristic-based methods rely on assumptions

about the DBMS’s workload and environment that may not accurately reflect the real-world. The lack of data

reuse increases the amount of time that it takes for cost-based algorithms to find improvements for the DBMS. To

avoid an exhaustive search every time, developers apply domain knowledge about databases to prune the solutions

that are unlikely to provide any benefit. For example, an index selection algorithm can ignore candidate indexes

for columns that are never accessed in queries. But database tuning problems are NP-Complete [52, 35], and thus

solving them efficiently even with such optimizations is non-trivial. This is where ML-based approaches can

potentially help by providing faster approximations for optimization problems.

3 Automated Tuning with Machine Learning

ML is a broad field of study that encompasses many disciplines and is applicable to many facets of DBMSs.

There are engineering and operational challenges in incorporating ML-based components into already complex

DBMS software stacks [61], such as explainability, maintainability/extendability, and stability. There are also

important problems on automatically provisioning resources for a fleet of DBMSs in a cloud environment. We

limit the scope of our discussion to the implications of integrating ML in DBMSs for tuning in either existing or

new system architectures.
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ML-based agents for automated DBMS tuning use algorithms that rely on statistical models to select actions

that improve the system’s target objective. That is, instead of being provided explicit instructions on how to tune

the DBMS, the agent extracts patterns and inferences from the DBMS’s past behavior to predict the expected

behavior in the future to lean how to apply it to new actions. The agent selects an action that it believes will

provide the most benefit to its target objective function. It then deploys this action without having to request

permission from a DBA. This deployment can either be explicit (e.g., invoking a command to build an index) or

implicit (i.e., updating its models so that the next invocation reflects the change).

Agents build their models from training data that they collect from the DBMS and its environment. This

data can also come from other previous tuning sessions for other DBMSs if they provide the proper context (e.g.,

hardware profile). The type of data that an agent collects from the DBMS depends on its action domain. Some

agents target a specific sub-system in the DBMS, and thus they need training data related to these parts of the

system. For example, an agent that tunes the DBMS’s query optimizer [48, 56] collects information about the

workload (e.g., SQL queries) and the distribution of values in the database. Another agent that targets tuning the

DBMS’s knob configuration only needs low-level performance metrics as this data is emblematic of the overall

behavior of the system for a workload [72, 80, 24]. A holistic tuning agent that seeks to control the entire DBMS

collects data from every parts of the system because they must consider latent interactions between them [57].

How an agent acquires this data depends on whether it trains its models offline or online. Offline training

is where the agent replays a sample workload trace while varying the DBMS’s configuration in a controlled

environment. This arrangement allows the agent to guide its training process to explore unknown regions in

its solution space. Offline training also ensures that if the agent selects a bad configuration that it does not

cause observable problems in the production environment. With online training, the agent observes the DBMS’s

behavior directly as it executes the application’s workload. This approach does not require the system to provide

the agent a workload sample; this allows the agent to always have an up-to-date view of the workload. The

agent, however, may cause the system to make unexpected changes that hurt performance and require a human to

intervene. Note also that the offline versus online approaches are not mutually exclusive and a DBMS can use

both of them together.

ML methods are divided into three broad categories: (1) supervised, (2) unsupervised, and (3) reinforcement

learning. There are existing DBMS tuning agents that use either one category of algorithms or some combination

of them. We now describe these approaches in the context of DBMS tuning:

Supervised Learning: The agent builds models from training data that contains both the input and expected

output (i.e., labels). The goal is for the models learn how to produce the correct answer for new inputs. This

approach is useful for problems where the outcome of an action is immediately observable. An example

of a supervised learning DBMS tuning method is an algorithm that predicts the cardinality of query plan

operators [36, 45, 76, 37]. The training data input contains encoded vectors of each operator’s salient features

(e.g., type, predicates, input data sizes) and the output is the cardinality that the DBMS observed when executing

the query. The objective for this agent is to minimize the difference between the predicted and actual cardinalities.

Supervised learning has also been applied to tune other parts of a DBMS, including approximate indexes [39],

performance modeling [26, 49], transaction scheduling [60, 63], query plan tuning [23], and knob tuning [72].

Unsupervised Learning: With this approach, the agent’s training data only contains input values and not the

expected output. It is up to the agent to infer whether the output from the models are correct. An example of this

is an agent that clusters workloads into categories based on their access patterns patterns [51, 28]. The assigned

categories have no human decipherable meaning other than the workloads in each category are similar in some

way. Although not directly related to tuning, another use of unsupervised ML in DBMSs is for automatically

detecting data anomalies in a database: the agent does not need to be told what are “correct” values to figure out

what values do not look like the others [10].

Reinforcement Learning: Lastly, reinforcement learning (RL) is similar to unsupervised ML in that there
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is no labeled training data. The agent trains a policy model that selects actions that will improve the target

objective function for the current environment. RL approaches in general do not make assumptions about priors

and the models are derived only from the agent’s observations. This is useful for problems where the benefit or

effect of an action are not immediately known. For example, the agent may choose to add an index to improve

query performance, but the DBMS will take several minutes or even hours to build it. Even after the DBMS

builds the index, the agent may still only observe its reward after a period of time if the queries that use do

not come until later (e.g., due to workload pattern changes). Given the general purpose nature of RL, it is one

of the most active areas of DBMS tuning research in the late 2010s. Researchers have applied RL for query

optimization [48, 56, 50], index selection [11, 62, 23], partitioning [25, 33], and knob tuning [80].

We next discuss how to integrate agents that use the above ML approaches into DBMSs to enable them to

support autonomous tuning and optimization features. We begin with an examination of strategies for running

agents outside of the DBMS in Section 3.1. Then in Section 3.2 we consider the implications of integrating the

agents directly inside of the DBMS. For each of these strategies, we first present the high-level approach and then

list some of the key challenges that one must overcome with them.

3.1 External Agents

An external agent tunes a DBMS without requiring specialized ML components running inside of the system.

The goal is to reuse the DBMS’s existing APIs and environment data collection infrastructure (e.g., query traces,

performance metrics) without having to modify the DBMS itself or for the DBMS to be even aware that software

and not a human is managing it. Ideally a developer can create the agent in a general purpose such that one can

reuse its backend ML component across multiple DBMSs.

An agent receives its objective function data either directly from the DBMS or through additional third-party

monitoring tools (e.g., Prometheus, Druid, InfluxDB). The latter scenario is common in organizations with a

large number of DBMS instances. Although the agent’s ML algorithms are not tailored to any particular DBMS,

there is DBMS-specific code to prepare the training data for consumption by the algorithm. This is colloquially

known as glue code in ML parlance [61]. For example, the agent has to encode configuration knobs with fixed

“enum” values, known as a categorical variables, as separate one-hot encoded features since ML algorithms cannot

operate on strings [72]. To do this encoding correctly, the agent must obviously be aware of all possible values a

knob can take; it is too difficult and a waste of time to try to infer this on its own.

Agents may also need an additional controller running on the same machine as the DBMS or within the

same administrative domain [72]. This controller is allowed to install changes that are not accessible through the

DBMS’s APIs. For example, DBMSs that read configuration files at start-up on local disk will overwrite any

previously set knob values. Thus, unless the agent is able to write these files, then it will not be able to persist

changes. The controller may need to also restart the DBMS because many systems are not able to apply changes

until after a restart.

Challenges: There are several challenges in tuning an existing DBMS that was not originally designed for

autonomous operation. Foremost is that almost every major DBMS that we have examined does not support

making changes to the system’s configuration without periods of unavailability, either due to restarts or blocking

execution [59]. Requiring the DBMS to halt execution in order to apply a change makes it difficult for agents

to explore configurations in production systems and increases the time it takes to collect training data. There

are methods for reducing start-up times [8, 27], but the agent still must also account for this time in their reward

functions, which are often non-deterministic.

The second issue is that an agent is only able to collect performance metrics that the system already exposes.

This means that if there is additional information that the agent needs, then it is not immediately available. The

other issue is that is that there is often an overabundance of data that makes it difficult to separate signals from the

noise [72]. Furthermore, DBMSs also do not expose information about their underlying hardware so the system
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can reuse training data across operating environments. In many cases these metrics were originally meant to assist

humans with diagnosing performance problems. That is, the developers added metrics assuming that they were

meant for human consumption and not for enabling autonomous control. Many DBMSs do not report metrics at

consistent intervals using the same unit of measurement.

Lastly, every DBMS has knobs that requires human knowledge in order to know how to set it correctly. There

are obvious cases, like knobs that define file paths or port numbers, where the system will not function if they are

set incorrectly. But there are other knobs where if an agent sets it incorrectly then the system will not become

inoperable; instead, they will subtly affect the database’s correctness or safety. The most common example of this

that we found is whether to require the DBMS to flush a transaction’s log records to disk before it is committed.

Turning off this flushing improves performance but may lead to data loss on failures. If an agent discovers that

changing this knob improves the objective function, then it will make that change. But the agent is unable to

know what the right choice is because it requires a human to decide what is allowed in their organization. The

agent’s developers must mark such knobs as untunable in the glue code so that an agent do not modify them.

3.2 Internal Agents

An alternative to treating the DBMS like a black-box and tuning it with an external agent is to design the system’s

architecture to natively support autonomous operation. With this approach, the DBMS supports one or more

agents running inside of the system. These agents collect their own training data, apply changes to the DBMS

(ideally without restarting), and then observe how those changes affect the objective. The system does not require

guidance or approval from a human for any of these steps. The benefit of running agents inside of the DBMS is

that it exposes more information about the system’s runtime behavior and can potentially enable more low-level

control of the DBMS than what is possible with an external agent.

Most of the proposed ML tuning agents that are available today are designed to extend or replace components

in existing DBMSs. One of the first of these was IBM’s Learning Optimizer from the early 2000s that used a

feedback mechanisms to update the query planner’s cost models with data that the system observed during from

query execution [66]. There are now more sophisticated proposals for changing the cost model with learned

models to estimate cardinalities [36, 45, 76, 37] or even generate the query plan itself [56, 47]. These agents can

also leverage the DBMS’s existing components to help them “bootstrap” their models and provide them with a

reasonable starting point. One notable example of augmenting an existing DBMS with ML agents is Oracle’s

cloud-based autonomous DBMS offering [4]. Although there is little public information about its implementation,

our understanding from discussions with their developers is that it uses Oracle’s previous independent tuning

tools in a managed environment with limited centralized coordination.

Instead of augmenting an existing DBMS, others have looked into creating new DBMS architectures that are

designed from the ground up for autonomous control [57, 62, 38]. With a new system, the developers can tailor

its implementation to make its components easier to model and control. They can also customize the architecture

to be more friendly to automated agents (e.g., avoiding the need to restart the system when changing knobs,

having a unified action deployment framework) [59].

Challenges: The biggest problem with replacing a DBMS’s existing components with new ML-based

implementations is that it is hard to capture the dependencies between them. That is, if each tuning agent

operates under the assumption that the other parts of the system are fixed, then their models will encapsulate this

assumption. But then if each agent modifies their part of the DBMS that they control, then it will be hard to

make accurate predictions. Consider a tuning agent that controls the DBMS’s memory allocations. Suppose the

agent initially assigns a small amount of memory for query result caching and a large amount to the buffer pool.

Another index tuning agent running inside of the same DBMS then chooses to build an index because memory

pressure in the buffer pool is low. But then the memory agent decides on its own to increase the result cache size

and decrease the buffer pool size. With this change, there is now less memory available to store the index and

37



data pages, thereby increasing the amount of disk I/O that the DBMS incurs during query execution. Thus, the

index that the second agent just added is now a bad choice because of change in another part of the system that it

does not control.

There are three possible ways to overcome this problem but each of them have their own set of issues. The

first is to use a single centralized agent rather than separate agents. This is potentially the most practical but

greatly increases the dimensionality (i.e., complexity) of the models, which requires significantly more training

data. The second is to have each individual agent provide a performance guarantee about what its changes in the

DBMS. The agents provide this information to a central coordinator that is in charge of resource allocations. The

last approach is to have a decentralized architecture where agents communicate and coordinate with each other.

We suspect that this will prove to be too difficult to achieve reasonable stability or explainability.

One of the most expensive parts of these agents is when they build their models from the training data. The

DBMS must prevent the agents from degrading the execution performance of the regular workload during this

process. Thus, even though the agent runs inside of the DBMS, it could offload this step to auxiliary computational

resources (i.e., GPUs, other machines).

4 OtterTune – Automated Knob Tuning Service for Existing DBMSs

OtterTune is an external knob configuration tuning service that works with any DBMS [72, 79, 5]. It maintains a

repository of data collected from previous tuning sessions, and uses this data to build models of how the DBMS

responds to different knob configurations. For a new application, it uses these models to guide experimentation

and recommend optimal settings. Each recommendation provides OtterTune with more information in a feedback

loop that allows it to refine its models and improve their accuracy.

As shown in Section 1, OtterTune’s architecture is made up of a client-side controller and a server-side

tuning manager. The controller acts as a conduit between the target DBMS and the tuning manager. It contains

DBMS-specific code for collecting runtime information from the target DBMS (e.g., executing SQL commands

via JDBC) and installs configurations recommended by the tuning manager. Again, the high-level operations

are the same for all DBMSs but the exact commands differ for each DBMS: the controller updates the DBMS’s

configuration file on disk and then restarts the system using the appropriate administrative tool. The tuning

manager updates its repository and internal ML models with the information provided by the controller and then

recommends a new configuration for the user to try.

To initialize a new tuning session, the user first selects which metric should be the target objective for

OtterTune to optimize when selecting configurations. OtterTune retrieves this information either from (1) the

DBMS itself via its query API, (2) a third-party monitoring service, or (3) a benchmarking framework [22].

OtterTune also requests other necessary information from the user about the target DBMS at this time, such as

the DBMS’s version and connection information.

OtterTune then begins the first observation period where the controller connects to the the DBMS and runs

the sample workload. Once the observation period is over, OtterTune collects the DBMS’s runtime metrics and

configuration knobs, and then delivers this information to the tuning manager. The result from the first observation

period serves as a baseline since it reflects the DBMS’s performance using its original configuration.

OtterTune’s tuning manager receives the result from the last observation period from the controller and stores

it in its repository. Next, the tuning manager selects the next configuration to try on the target DBMS. This

process continues until the user is satisfied with the improvements over the original configuration.

4.1 Machine Learning Pipeline

OtterTune’s ML pipeline uses a combination of supervised and unsupervised methods. It processes, analyzes,

and builds models from the data in its repository. Both the Workload Characterization and Knob Identification

38



Target 
DBMS

Tuning Manager

Client Side Server Side

Knobs

Metrics

Job Scheduler

Recommender

Workload 

Characterization

Knob

Identification

Periodic Tasks

Data 
Repository

Data Processor

Stored in Repo

Scheduled to 

RecommenderToken

Ready?

Config

1

2

3

4

new
config

metrics knobs

Web Interface

Controller

New

Config

Data Collector

Installer

Figure 1: OtterTune Architecture Overview – The controller connects to the target DBMS, collects its knob/-

metric data, transforms the collected information into a JSON document, and sends it to the server-side tuning

manager. The tuning manager stores the information in the data repository and schedules a new task with the job

scheduler to compute the next configuration for the target DBMS to try. The controller (1) sends the information

to the tuning manager, (2) gets a token from the tuning manager, (3) uses this token to check status of the tuning

job, and (4) gets the recommended configuration when the job finishes and then the agent installs it in the DBMS.

modules execute as a background task that periodically updates their models as new data becomes available in the

repository. The tuning manager uses these models to generate new knob configurations for the target DBMS.

OtterTune’s ML pipeline has three modules:

Workload Characterization: This first component compresses all of the past metric data in the repository

into a smaller set of metrics that capture the distinguishing characteristics for different workloads. It uses factor

analysis (FA) to model each internal runtime metric as linear combinations of a few factors. It then clusters the

metrics via k-means, using their factor coefficients as coordinates. Similar metrics are in the same cluster, and it

selects one representative metric from each cluster, namely, the one closest to the cluster’s center.

Knob Identification: The next component analyzes all past observations in the repository to determine

which knobs have the most impact on the DBMS’s performance for different workloads. OtterTune uses a popular

feature-selection technique, called Lasso [69], to determine which knobs have the most impact the system’s

overall performance. Lasso is similar to the least-squares model, except that it uses L1 regularization. It forces

certain coefficients to be set to zero. The larger weight of L1 penalty is, the more coefficients become zero.

Automated Tuner: In the last step, the tuner analyzes the results it has collected so far in the tuning session

to decide which configuration to recommend next. It performs a two-step analysis after each observation period.

First, the system uses the performance data for the metrics identified in the Workload Characterization component

to identify the workload from a previous tuning session that best represents the target DBMS’s workload. It

compares the metrics collected so far in the tuning session with those from previous workloads by calculating the

Euclidean distance, and finds the previous workload that is most similar to the target workload, namely, the one

with smallest Euclidean distance.

5 NoisePage – A Self-Driving DBMS Architecture

NoisePage is a new DBMS that we are developing at CMU to be self-driving [57, 3]. This means that the

system is able to tune and optimize itself automatically without any human intervention other than selecting the

target objective function on start-up. The DBMS’s core architecture is a Postgres-compatible HTAP system. It

uses HyPer-style MVCC [55] over Apache Arrow in-memory columnar storage [44]. We chose an in-memory
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Figure 2: NoisePage Architecture Overview – The DBMS contains workload and performance monitors that

collect runtime data about the system. It then stores this information in a separate training data repository. The

Modeling module retrieves this information and builds forecasting models. These models are then used to guide

the Planning module’s search process for selecting actions that it believes will improve the DBMS’s objective

function.

architecture to enable the system to apply actions in minutes (instead of hours) with minimal impact on the

application’s performance. Faster action deployment enables the system to quickly explore solutions and collect

new training data. This enables the system to react better to changes in the application’s workload and its

operating environment.

The DBMS’s control agent runs in a continuous loop where it selects actions to deploy that it estimates

will improve the target objective. NoisePage supports actions that affect (1) database physical design (e.g.,

add/drop indexes), (2) knob configuration (e.g., memory allocation), and (3) hardware resources (e.g., scaling

up/down). We are not currently investigating how to automatically support query plan tuning as these requires

more fine-grained models that can reason about individual sessions.

Because the DBMS is built from scratch for autonomous control, we designed the architecture in a modular

manner to allow agents to collect training data offline more efficiently. That is, one can start just a single

component in the DBMS (e.g., the transaction manager) and then perform a parameter sweep across many

configurations without having to go through the DBMS’s entire execution path. This reduces the number of

redundant configurations that the system observes to (1) improve data collection efficiency and (2) reduce model

over-fitting. The DBMS then combines this offline data with data collected online during query execution to

improve it accuracy.

5.1 Machine Learning Pipeline

We next provide an overview of NoisePage’s self-driving pipeline. Section 2 illustrates the overall architecture of

the DBMS with its modeling and planning modules. The DBMS is instrumented with a workload and performance

monitors that collect information about the entire system during both query execution and action deployment.

Modeling: This first module is responsible for training prediction models using data that the monitors collect

from observing its runtime operations. There are two categories of models. The first are forecast models that

predict the application’s future workload and database state. Forecasting is necessary so that DBMS can prepare

itself accordingly, much like a self-driving car has to predict the road condition up ahead. But instead of using

cameras and LIDAR like a car, a self-driving DBMS uses workload traces and database statistics to generate

forecast models [46]. These models are independent of the DBMS’s configuration since they are determined by

the application. The second category of models predict how the DBMS’s internal sub-systems will respond to
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configuration changes made by actions. The DBMS trains these models from its internal metrics collected by its

performance monitors. It then computes how changes in these models affect the target objective function. This is

known as the “value function” in ML algorithms.

Planning: In the second module, the DBMS use the models generated in the previous step to select actions

that provide the best reward (i.e., objective function improvement) given the current state of the system. This

reward includes an estimation the cost of deploying each action. The system estimates the application’s behavior

for some finite prediction horizon using its workload forecast models. It then searches for an action that achieves

the best reward without violating human-defined constraints (e.g., hardware budgets, SLOs). This search can use

either (1) tree-based optimization methods, such as a Monte Carlo search tree [64] or (2) RL methods using deep

neural networks for policy and value functions. The search can be weighted so that it is more likely to consider

the actions that provide the most benefit for the current state and avoid recently reversed actions.

To avoid having to consider all possible actions at each iteration (e.g., indexes for every possible combination

of columns), there is a large corpus of previous work on pruning less effective or useless actions [16]. Since the

set of relevant candidate actions is dependent on the DBMS environment, it can change multiple times during

the day. Thus, one key unsolved problem, however, is how to represent this dynamic action set in the DBMS’s

models’ fixed-length feature vectors.

Deployment: For a given action selected in the planning module, the next step is for the DBMS to deploy it.

This part includes the mechanisms to efficiently execute the action’s sub-tasks, as well as the ability to observe

the action’s effect on its performance both during and after the deployment. The DBMS’s planning modules use

the data that it collects during this phase to update their models and improve their decision making.

6 Conclusion

Autonomous DBMSs will enable organizations to deploy database applications that are more complex than what

is possible today, and at a lower cost in terms of both hardware and personnel. In this paper, we surveyed the

approaches for adding automatic tuning agents based on ML to DBMSs. We discussed the high-level differences

of external versus and internal agents, as well as the separate challenges in these approaches. We then discussed

two examples of these architectures from CMU: (1) OtterTune [5] and (2) NoisePage [3]. Although there is

still a substantial amount of research needed in both systems and ML before we achieve fully autonomous (i.e.,

self-driving) DBMSs, we contend that the field has made several important steps towards this goal in recent years.

One final point that we would like to make is that we believe that autonomous DBMSs will not supplant

DBAs. We instead envision these systems will emancipate them from the burdens of arduous low-level tuning

and allow them to pursue higher minded tasks, such as database design and development.
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