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Abstract

We present the algorithm, error bounds, and numerical results for extra-precise iterative
refinement applied to overdetermined linear least squares (LLS) problems. We apply our linear
system refinement algorithm to Björck’s augmented linear system formulation of an LLS prob-
lem. Our algorithm reduces the forward normwise and componentwise errors to O(ε) unless the
system is too ill conditioned. In contrast to linear systems, we provide two separate error bounds
for the solution x and the residual r. The refinement algorithm requires only limited use of extra
precision and adds only O(mn) work to the O(mn2) cost of QR factorization for problems of
size m-by-n. The extra precision calculation is facilitated by the new extended-precision BLAS
standard in a portable way, and the refinement algorithm will be included in a future release of
LAPACK and can be extended to the other types of least squares problems.

1 Background

This article presents the algorithm, error bounds, and numerical results of the extra-precise iterative
refinement for overdetermined least squares problem (LLS):

min
x

‖b − Ax‖2 (1)

where A is of size m-by-n, and m ≥ n.
The xGELS routine currently in LAPACK solves this problem using QR factorization. There

is no iterative refinement routine. We propose to add two routines: xGELS_X (expert driver) and
xGELS_RFSX (iterative refinement). In most cases, users should not call xGELS_RFSX directly.

Our first goal is to obtain accurate solutions for all systems up to a condition number threshold
of O(1/ε) with asymptotically less work than finding the initial solution. To this end, we first
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compute the QR factorization and obtain the initial solution in hardware-supported fast arithmetic
(e.g., single or double precisions). We refine the initial solution with selective use of extra precision.
The extra-precise calculations may use slower software arithmetic, e.g. doubled-double [2] when
working precision already is double. Our second goal is to provide reliable error bounds for the
solution vector x as well as the residual vector r.

As we will show, we can provide dependable error estimates and small errors for both x and
r whenever the problems are acceptably conditioned. In this paper the phrase acceptably condi-

tioned will mean the appropriate condition number is no larger than the threshold cond thresh =
1

10·max{10,
√

m+n}·ε , and ill conditioned will mean the condition number is larger than this threshold.

If the problem is ill conditioned, either because the matrix itself is nearly singular or because the
vector x or r is ill conditioned (which can occur even if A is acceptably conditioned), then we cannot
provide any guarantees. Furthermore, we can reliably identify whether the problem is acceptably
conditioned for the error bounds to be both small and trustworthy. We achieve these goals by first
formulating the LLS problem as an equivalent linear system [5], then applying our linear system
iterative refinement techniques that we developed previously [8].

2 Extra-precise Iterative Refinement

In this section, we present the equivalent linear system formulation for the LLS problem, and we
adapt a linear system iterative refinement procedure to refine the solution of the LLS problem.

2.1 Linear system formulation

The LLS problem is equivalent to solving the following augmented linear system of dimension
m + n [3, 6]:

(

Im A
AT 0

) (

r
x

)

=

(

b
0

)

(2)

Then, we can apply our extra-precise iterative refinement algorithm [8] to linear system (2) to
obtain more accurate vectors x and r. Algorithm 1 shows a high-level sketch of the refinement
procedure.

We monitor the progress of both the solution vector x and the residual vector r to provide small
infinity-norm relative normwise and componentwise errors (unless the system is too ill conditioned).

Here, the QR factorization of A and the solution for the updates in Step (2) are carried out in
working precision εw. By “doubled arithmetic” we mean the precision used is twice the working
precision, which we denote as εd. In our numerical experiments, we use IEEE-754 single precision
as the working precision (εw = 2−24) and IEEE-754 double precision in our residual calculations
(εd = 2−53). All the extra-precise calculations are encapsulated in the extended precision BLAS
library (XBLAS) [13].
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Algorithm 1

Obtain the first solution x(1) using QR factorization of A,

and compute the first LLS residual r(1) = b − Ax(1).
Repeat

(1) Compute the residual vectors s(i) and t(i): (may be in doubled arithmetic)

s(i) = b − r(i) − Ax(i)

t(i) = −AT r(i)

(2) Solve for the corrections dr(i) and dx(i) using the existing QR factorization A:
(

Im A
AT 0

) (

dr(i)

dx(i)

)

=

(

s(i)

t(i)

)

(3) Update the solution vectors: (may be in doubled arithmetic)

r(i+1) = r(i) + dr(i)

x(i+1) = x(i) + dx(i)

i = i + 1

Until r(i) and/or x(i) “accurate enough”

2.2 Extra precision

Our extra-precise iterative refinement algorithm not only computes the residual in extended preci-
sion but also may carry the solution vector [r; x] in doubled precision. Therefore, in Step (1), the
first residual is computed as:

s(i) = b − (r(i) + r
(i)
t ) − A(x(i) + x

(i)
t ) (3)

where rt and xt are used to store the “tails” of each floating point component of r and x.
We have extended the XBLAS with a new routine to compute this portion of the residual. The

existing xGEMV2_X sufficies to compute the other portion, t(i) = AT (r(i) + r
(i)
t ).

2.3 Solving the augmented system

As in the case of linear system, Step (2) can be done inexpensively using the existing factorization.

Assume that we have computed the QR factorization of A, i.e, A = Q

(

R
0

)

, where Q ≡ (Q1, Q2)

is an orthogonal matrix of dimension m-by-m, Q1 is of dimension m-by-n, Q2 is of dimension
m-by-(m − n), and R is an upper triangular matrix of dimension n-by-n. Then, Step (2) of each
iteration involves solving a linear system of the form





Im Q

(

R
0

)

(

RT 0
)

QT 0





(

u
v

)

=

(

s
t

)

. (4)

The above augmented matrix can be written in factored form:

(

Q
In

)





0 0 In

0 Im−n 0
In 0 0









RT 0 0
0 Im−n 0
In 0 R





(

QT

In

) (

u
v

)

=

(

s
t

)

. (5)
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The solution vector [u; v] is then obtained by:

(

u
v

)

=

(

Q
In

)





R−T 0 0
0 Im−n 0

−R−1R−T 0 R−1









0 0 In

0 Im−n 0
In 0 0





(

QT

In

) (

s
t

)

.

(6)

Since QT s =

(

QT
1 s

QT
2 s

)

, we define c = QT
1 s and d = QT

2 s, where the vectors c and d are of respective

size n and m − n, then,

(

u
v

)

=

(

Q
In

)





R−T 0 0
0 Im−n 0

−R−1R−T 0 R−1









t
d
c



 . (7)

Therefore, the following procedure computes the vectors u and v:

c = QT
1 s, d = QT

2 s, e = R−T t, v = R−1(c − e), u = Q

(

e
d

)

. (8)

The cost amounts to two triangular solves, two applications of Q, and one vector-sum, totalling to
O(mn) work per iteration.

2.4 Stopping and solution acceptance criteria

Björck and Golub [6] suggested that the iteration be terminated when the conditions (i) (for x)
and (ii) (for r) below are simultaneously satisfied:

(i) ‖dx(i)‖2 ≥ 0.125‖dx(i−1)‖2 or ‖dx(i)‖2 ≤ ε‖x(0)‖2

(ii) ‖dr(i)‖2 ≥ 0.125‖dr(i−1)‖2 or ‖dr(i)‖2 ≤ ε‖r(0)‖2

This means that for both x and r, we can terminate the iteration either when it does not make
enough progress (first set of inequalities), or when convergence occurs (second set of inequalities).
Note that there is a small pitfall in the convergence test, because the correction dx(i) is compared
with the first solution x(0) (or r(0)), not the current solution x(i). If x(0) is completely wrong, the
algorithm may converge too early.

A significant class of uses involve nearly consistent systems where the true residual r is nearly
zero. Requiring convergence by measuring ‖dr‖ relative to ‖r‖ is too stringent. A tiny residual
often will be considered ill conditioned, so we should not require excessive calculations in this fairly
common case. Because Ax = b + r, a small ‖dr‖2 relative to ‖b‖2 indicates convergence in the
range. Therefore, we propose to use the following as one of the stopping criteria:

‖dr(i)‖ ≤ ε‖b‖

Our algorithm attempts to achieve small errors for both r and x, and in both normwise and
componentwise measures. In other words, for those users who do want r as accurately as possible,
we will also try to compute r with a small componentwise error. We will use the following quantities
in stopping criteria:
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Accepted Rejected

condition estimate ≥ cond thresh X
solution & norm not converged X
converged and cond. est. < cond thresh X

Table 1: Summary of conditions where a particular solution and norm are accepted as accurate.
cond thresh = 1

10·max{10,
√

m+n}·ε .

• For normwise error, we will scale r by 1/‖b‖∞, and x by 1/‖x‖∞.

• For componentwise error, we will scale each ri by 1/|ri|, and each xi by 1/|xi|.

We use two state variables x-state and r-state (∈ {working, converged, no-progress}) to track
normwise convergence status for x and r, and two other state variables xc-state and rc-state (∈
{unstable,working, converged, no-progress}) to track componentwise convergence status for x and
r. Fig. 1 depicts the state transition diagrams for both normwise (Fig. 1(a)) and componentwise
(Fig. 1(b)) convergence statuses.

The normwise state variable x-state (or r-state) is initialized to be in working state. The state
of x is changed to converged when the correction dx(i+1) is too small to change the solution xi

much (condition dx x
def
= ‖dx(i+1)‖/‖xi‖ ≤ ε). When convergence slows down sufficiently (condition

dxrat
def
= ‖dx(i+1)‖/‖dx(i)‖ > ρthresh), the state is changed from working to no-progress. The iteration

may continue because the other state variables are still making progress, thus, the no-progress state
may change back to working state when convergence becomes faster again (condition dxrat ≤
ρthresh).

The componentwise state variable xc-state (or rc-state) is initialized to be in unstable state,
meaning that each component of the solution has not settled down for convergence testing. When

all the components are settled down (condition dxc(i+1) def
= maxj |dx

(i+1)
j /xi

j | ≤ cthresh), the state is
changed from unstable to working. cthresh is the threshold below which the solution is considered
stable enough for testing the componentwise convergence, and dxcrat

def
= dxc(i+1)/dxc(i). The rest

of the state transitions follow the rules similar to those of the normwise case.
Finally, we terminate the refinement iteration when all four state variables (x-state, r-state,

xc-state, and rc-state) are no longer in working state, or when an iteration count threshold is
reached. Thus, we are simultaneously testing four sets of stopping criteria—as long as at least one
of the four state variables is in working state, we continue iterating.

Once the algorithm has terminated, we evaluate the conditioning of each solution in both norm-
and componentwise senses. If the solution is acceptably conditioned and the algorithm terminated
in the converged state for that norm, we accept the result as accurate. Otherwise we reject the
solution. Our current implementation returns an error estimate of 1.0 to signify rejected solutions.
Table 1 summarizes our acceptance criteria.

In the numerical experiments presented in Section 4, we use ρthresh = 0.5 and cthresh = 0.25,
which we recommend to be the default settngs in the code. Note that a larger ρthresh (aggressive
setting) allows the algorithm to make progress more slowly and take more steps to converge, which
may be useful for extremely difficult problems.
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WORKING NO_PROGRESS 

CONVERGED

dx_x <= ε

  dxrat > rho_thresh

dxrat <= rho_thresh

dxrat <= rho _thresh

(a) x-state (or r-state) transition

WORKING NO_PROGRESS 

CONVERGED

UNSTABLE

dxc <=  ε

dxc <= c_thresh

dxcrat <= rho_thresh

dxcrat <= rho_thresh dxcrat > rho_thresh

(b) xc-state (or rc-state) transition

Figure 1: State transition diagrams. ρthresh is the threshold on the ratio of successive corrections,
above which the convergence is considered too slow. (a) normwise, and (b) componentwise.

Remark 1. In contrast to linear systems, here, we separate the augmented solution into two
parts, x and r. If both converge, the algorithm should behave the same as for linear systems [8].
On the other hand, we may have half of the solution (say x) converge while the other half (r) stops
making progress. Or it may be the case that half is ill conditioned while the other half is not. We
will provide condition analysis of this “two-parts” approach in Section 3, and show empirically in
Section 4 that the augmented systems for LLS are harder than the usual linear systems because r
resides in the data space while x resides in the solution space, and they may be of different scales.

2.5 Scaling

In the case of linear systems, we typically perform row and/or column equilibrations to avoid
over/underflows and to reduce the condition number of scaled A. We now discuss scaling for the
LLS problems.

The driver routine xGELS_X first uses a simple scaling before solving the LLS problem. It
independently scales A by α and b by β up or down to make sure their norms are in the range
[SMLNUM, 1/SMLNUM], where SMLNUM ≈ UNDERFLOW/ε. The LLS problem we solve becomes

min
y

‖β · b − α · Ay‖2 = min
y

‖β(b − A(α/β · y)‖2 = min
y

‖b − A(α/β · y)‖2 ≡ min
x

‖b − Ax‖2

In addition, xLARFG, which computes a single Householder reflection, does very careful scaling if
necessary, and depends on xNRM2 to not over/underflow.

The analysis of the linear system iterative refinement suggests that the convergence rate of the

refinement procedure depends on the condition number of the augmented matrix B =

(

Im A
AT 0

)

.

Björck suggested to use a single scalar α to scale the LLS problem as in b − Ax ⇒ (b − Ax)/α [3].
This does not change the computed LLS solution, but now the augmented system involves the

matrix Bα =

(

αIm A
AT 0

)

. It was shown by Björck that the eigenvalues of Bα are:

λ(Bα) =

{

α
2 ± (α2

4 + σ2
i )

1/2

α
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where σi, i = 1, . . . , n are the singular values of A. In particular, if we choose α = σmin/
√

2, the

condition number κ2(Bα) takes the minimum value, κ2(Bα) = 1
2 +

√

1
4 + 2 κ2

A ≤ 2 κ2(A), which

should lead to fastest convergence of the refinement for the augmented system. However, when
carefully working through the iteration in Algorithm 1 and the solve procedure (8), we see that
only the quantities related to r (i.e., t(i), dr(i), and r(i)) are scaled by 1/α, the other quantities
remain the same. Thus, as long as α is chosen to be power of the radix, the computed solution
and the rounding errors are not changed, Although Bα has a lower condition number, it does not
matter for our algorithm. We have confirmed this from numerical experiments. From the analysis
in Section 3 we will see that κ(Bα) does not play any role in the conditioning of the LLS problem.

Now, we discuss general equilibrations. We cannot row equilibrate A in our framework since this
would change its range and the norm we are minimizing. We can potentially column equilibrate A
by a general diagonal matrix D, which means scaling x by D−1. As long as we pick the entries in D
to be powers of the radix, we would not introduce any rounding errors (modulo over/underflows).
The normwise convergence criteria for x would be affected, because ‖dx‖, ‖x‖, and ‖dx(i+1)/‖dx(i)‖
will be different for unscaled or scaled x. With O(n) work, we can compute these quantities
corresponding to the unscaled x, and use them in the stopping criteria, just as what we did in
linear systems [8]. It remains our future work to see how this type of scaling affects convergence
rate.

3 Normwise and Componentwise Condition Numbers

The refinement algorithm can return various error bounds for the solutions x and r. In order to
determine when our error bounds are reliable, we need condition numbers for both x and r.

Applying the standard componentwise perturbation analysis to (2), we assume that the com-
puted solutions r̃ = r + δr and x̃ = x + δx satisfy the following equations

(

Im A + δA
(A + δA)T 0

) (

r̃
x̃

)

=

(

b + δb
0

)

(9)

where |δA| ≤ ε|A|, and |δb| ≤ ε|b|. This is equivalent to the perturbed normal equation

(A + δA)T (A + δA)x̃ = (A + δA)T (b + δb)

Since AT Ax = AT b, subtracting it from the above equation and noting that r̃ = b+δb− (A+δA)x̃,
we get

δx = A+(δb − δA · x̃) + (AT A)−1δAT · r̃ (10)

where A+ = (AT A)−1AT . Using the inequalities |δA| ≤ ε|A| and |δb| ≤ ε|b|, we obtain the following
bound on each component of δx

|δx| ≤ ε
[

|A+| (|b| + |A| · |x̃|) + |(AT A)−1| · |AT | · |r̃|
]

Taking norms, we get

‖δx‖∞
‖x̃‖∞

≤ ε
‖|A+|(|b| + |A| · |x̃|)‖∞ +

∥

∥|(AT A)−1| · |AT | · |r̃|
∥

∥

∞
‖x̃‖∞
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Therefore, the following can be used as a normwise condition number for x

κx
norm

def
=

‖|A+|(|b| + |A| · |x̃|)‖∞ +
∥

∥|(AT A)−1| · |AT | · |r̃|
∥

∥

∞
‖x̃‖∞

(11)

Note that this derivation is valid assuming that A + δA has full rank, i.e., κ2(A) ≡ ‖A‖2‖A+‖2 is
not too large. In Section 4.2, we will confirm this assumption in practice.

In the case of linear systems, the basic solution method (GEPP) and the iterative refinement
algorithm are column scaling invariant. Therefore, we may choose the column scale factors such
that each component of the scaled solution is of magnitude about one, thus, the usual normwise
error bound measures the componentwise error as well.

We would like to apply the same technique to the augmented linear system (2). Letting Dr ≈
diag(r), and Dx ≈ diag(x), our refinement iterations can be thought of as solving the following
scaled system

(

Im A
AT 0

) (

Dr

Dx

) (

zr

zx

)

=

(

b
0

)

(12)

where zr = D−1
r r ≈ 1, and zx = D−1

x x ≈ 1. The same solution method for the augmented system
can be used, but the convergence of zr and zx are monitored simultaneously as with r and x.

Applying the analogous perturbation analysis to (12), we assume that the computed solutions
z̃r = zr + δzr and z̃x = zx + δzx satisfy the following equations

(

Im A + δA
(A + δA)T 0

) (

Dr

Dx

) (

z̃r

z̃x

)

=

(

b + δb
0

)

(13)

By the same algebraic manipulation, we obtain the expression for δzx which is simply the
expression for δx (10) with a pre-factor D−1

x . That is,

δzx = D−1
x

[

A+(δb − δAx̃) + (AT A)−1δAT r̃
]

Taking norms, we get

‖δzx‖∞ ≤ ε
(∥

∥|D−1
x ||A+|(|b| + |A| · |x̃|)

∥

∥

∞ +
∥

∥|D−1
x | · |(AT A)−1| · |AT | · |r̃|

∥

∥

∞
)

(14)

Since zx ≈ 1, ‖δzx‖∞ ≈ maxi
|δzx|i
|zx|i = maxi

|D−1
x δx|i

|D−1
x x|i

= maxi
|δx|i
|x|i . Therefore, (14) measures the

componentwise error of x, and the following can be used as the componentwise condition number

κx
comp

def
=

∥

∥|D−1
x | · |A+|(|b| + |A| · |x̃|)

∥

∥

∞ +
∥

∥|D−1
x | · |(AT A)−1| · |AT | · |r̃|

∥

∥

∞ (15)

We can use LAPACK’s condition estimator (SLACON, based on Hager-Higham’s algorithm) to
estimate each norm in (15). For example, let d = |b|+ |A||x̃|, D = diag(d) > 0, and e be the vector
of all ones, then,
∥

∥|D−1
x | · |A+|(|b| + |A| · |x̃|)

∥

∥

∞ =
∥

∥|D−1
x | · |A+| d

∥

∥

∞ =
∥

∥|D−1
x | · |A+| De

∥

∥

∞ =
∥

∥|D−1
x | · |A+| D

∥

∥

∞
=

∥

∥|D−1
x A+D|

∥

∥

∞ =
∥

∥D−1
x A+D

∥

∥

∞

The condition estimator requires multiplying D−1
x A+D and (D−1

x A+D)T with some vectors,
which involves triangular solves using R if we have A = QR at hand.

Similarly, let d = |AT | · |r̃|, D = diag(d) > 0, then,
∥

∥|D−1
x | · |(AT A)−1| · |AT | · |r̃|

∥

∥

∞ =
∥

∥|D−1
x | · |(AT A)−1| D

∥

∥

∞ =
∥

∥D−1
x (AT A)−1D

∥

∥

∞

which can be estimated analogously.
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We now derive the condition numbers for r. Consider the first set of equations in (9)

r + δr = b + δb − (A + δA)x̃

Substracting r = b − Ax from the above equation, we have:

δr = δb − δAx̃ − Aδx

Substituting (10) for δx, we obtain:

δr = δb − δAx̃ −
(

AA+(δb − δAx̃) + A(AT A)−1δAT r̃
)

= (Im − AA+)(δb − δAx̃) − (A+)T δAT r̃ (16)

Then, the bounds for each component of δr and δzr are given by

|δr| ≤ ε
[

|Im − AA+| (|b| + |A| · |x̃|) + |(A+)T | · |AT | · |r̃|
]

|δzr| ≤ ε|D−1
r |

[

|Im − AA+|(|b| + |A| · |x̃|) + |(A+)T | · |AT | · |r̃|
]

Thus, the normwise condition number for r can be defined as

κr
norm

def
=

‖ |Im − AA+| (|b| + |A| · |x̃|) ‖∞ +
∥

∥|(A+)T | · |AT | · |r̃|
∥

∥

∞
‖b‖∞

(17)

The componentwise condition number for r can be defined as

κr
comp =

∥

∥|D−1
r | · |Im − AA+|(|b| + |A| · |x̃|)

∥

∥

∞ +
∥

∥|D−1
r | · |(A+)T | · |AT | · |r̃|

∥

∥

∞ (18)

Observe that, given A = (Q1, Q2)

(

R
0

)

= Q1R, we have Im − AA+ = Im − Q1Q
T
1 . Since

‖Im −Q1Q
T
1 ‖2 = min{1, m− n}, we expect the effect of multiplication by |Im −AAT | to be small,

and so we can use the following approximate but cheaper-to-compute formula as the normwise
condition number for r:

κr
norm cheap

def
=

‖ |b| + |A| · |x̃| ‖∞ +
∥

∥|(A+)T | · |AT | · |r̃|
∥

∥

∞
‖b‖∞

(19)

By the same token, the following cheap formula could be considered as the componentwise
condition number for r:

κr
comp cheap =

∥

∥|D−1
r | · (|b| + |A| · |x̃|)

∥

∥

∞ +
∥

∥|D−1
r | · |(A+)T | · |AT | · |r̃|

∥

∥

∞ (20)

Again, Hager-Higham’s algorithm can be used to estimate the respective norms
∥

∥|(A+)T | · |AT | · |r̃|
∥

∥

∞ and
∥

∥|D−1
r | · |(A+)T | · |AT | · |r̃|

∥

∥

∞.
Fig. 3 compares the condition numbers estimated from formulae (17) - (20). There are altogether

one million randomly generated test matrices of size 100× 50 (see Section 4.1 for tests generation).
Fig. 2(a) shows that in normwise measure, the two estimates given by (17) and (19) are very close—
agree to within a factor four, with the cheaper ones yielding slightly smaller values. Therefore, it
is safe for our code to use (19). On the other hand, in componentwise measure (see Fig. 2(b)), the
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Figure 2: Comparison between regular and cheap condition estimations for R.

Condition number Relative error Error estimate

x norm. κx
norm (11) Ex

norm = ‖x̃−x‖∞
‖x̃‖∞

Bx
norm = max

{

‖dx(i+1)‖∞/‖xi‖∞
1−ρx

max
, γεw

}

comp. κx
comp (15) Ex

comp = maxk

∣

∣

∣

x̃(k)−x(k)
x̃(k)

∣

∣

∣
Bx

comp = max
{

‖Dxdxi‖∞
1−ρ̂x

max
, γεw

}

r norm. κr
norm (19) Er

norm = ‖r̃−r‖∞
‖b‖∞

Br
norm = max

{

‖dr(i+1)‖∞/‖bi‖∞
1−ρr

max
, γεw

}

comp. κr
comp (18) Er

comp = maxk

∣

∣

∣

r̃(k)−r(k)
r̃(k)

∣

∣

∣
Br

comp = max
{

‖Drdri‖∞
1−ρ̂r

max
, γεw

}

Table 2: Summary of condition numbers and error estimates, where Dx = diag(x) and Dr =
diag(r). The error estimates are derived from the analysis of the geometric-decreasing sequence of
errors from iterations, see [8].

cheap estimation given by (20) can be much smaller than the one given by (18)—sometimes over
400x smaller. This is because if Dr has highly varying entries, leaving out the |Im − AAT | factor
could make the estimation arbitrarily small. In this case, we shall use the more expensive formula
(18).

Table 2 summarizes the estimated condition numbers and error bounds to be returned from the
new LAPACK routine. Here,

• γ is a constant factor used for setting a threshold to differentiate the acceptably conditioned
problems from the ill conditioned ones. Based on our empirical results from the linear system
refinement, a good value of γ is max{10,

√
m + n} [8].

• εw is the machine epsilon in working precision.

• ρmax is the maximum ratio of successive corrections, which is a conservative estimate of the

rate of convergence. For example, ρx
max

def
= maxj≤i

‖dx(j+1)‖∞
‖dx(j)‖∞ . Similarly, ρ̂max is defined for

the componentwise case.

The code also returns a componentwise backward error BERR(r̃, x̃) = max(ω1, ω2) [5, pp. 36],
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where

ω1 = max
1≤i≤m

|r̃ + Ax̃ − b|i
(|r̃| + |A||x̃| + |b|)i

ω2 = max
1≤i≤n

|AT r̃|i
(|A|T |r̃|)i

4 Numerical Experiments

We now present numerical results of our iterative refinement algorithm. All the test runs were
carried on the CITRIS Itanium-2 Cluster at UC Berkeley.1 Each node has dual 1.3 GHz Itanium
2 (Madison) processors. The operating system is Linux 2.6.18, and the compilers and flags are:
ifort -no-ftz -fno-alias -funroll-loops -O3 for Fortran code, and icc -O3 for C code.

We use single precision εw = 2−24 ≈ 6 × 10−8 as working precision and double precision
εd = 2−53 ≈ 10−16 in the refinement. Running in single precision allows us to test the input
space more thoroughly. Also, we can rely on the well-tested double precision codes to produce
trustworthy true solutions. The iteration control parameters ρthresh and cthresh are set to 0.5 and
0.25, respectively. Recall that γ = max{10,

√
m + n}. We will analyze in detail the results of one

million least squares problems of dimension 100 × 50.
Recall that we would like to achieve the following two goals from the refinement procedure:

Goal 1 For acceptably conditioned problems, we obtain small errors.

Goal 2 A small error bound returned from the code is trustworthy.

We will demonstrate that we meet these goals with the following data:

• norm- and componentwise relative errors in x (Section 4.2.1), where the errors are ≤ γ · εw

whenever the specific condition number ≤ 1
10 γ εw

;

• error estimates for x (Section 4.2.2), where the error estimates are within a factor of 10 of
the true error whenever the specific condition number ≤ 1

10 γ εw
;

• norm- and componentwise relative errors in r (Section 4.3.1), similar to x;

• error estimates for r (Section 4.3.2), similar to x; and

• iteration counts (Section 4.4), where the median number of iterations for acceptably condi-
tioned systems is two.

4.1 Test problem generation

We need to generate many test cases with a wide range of condition numbers, and the right-hand
sides b having angles ranging from close to zero to close to π/2 with respect to the column span of
A. We now describe our procedure for generating the test problems.

• Generate matrix A.

1http://www.millennium.berkeley.edu/citris/
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1. Randomly pick a condition number κ with log2 κ distributed uniformly in [0, 24]. This
will be the (2-norm) condition number of the matrix before any scaling is applied. The
range chosen will generate both easy and hard problems (since εw = 2−24).

2. Pick a set of singular values σi’s from one of the following choices:

(a) One large singular value: σ1 = 1, σ2 = · · · = σn = κ−1.

(b) One small singular value: σ1 = σ2 = · · · = σn−1 = 1, σn = κ−1.

(c) Geometrical distribution: σi = κ− i−1
n−1 for i = 1, 2, . . . , n.

(d) Arithmetic distribution: σi = 1 − i−1
n−1(1 − κ−1) for i = 1, 2, . . . , n.

3. Pick k randomly from {3, n/2, n}. Move the largest and the smallest singular values
(picked in step 1) into the first k values, and let Σ be the resulting diagonal matrix. let

A = UΣ

(

V1

V2

)

(21)

where U , V1, and V2 are random orthogonal matrix with dimensions n, k, and n −
k, respectively. If κ is large, this makes the leading k columns of A nearly linearly
dependent. U , V1 and V2 are applied via sequences of random reflections of dimensions
2 through n, k or n − k, respectively.

• Generate vector b.

1. Compute b1 = Ax (with random x) using double-double precision but rounded to single
precision in the end (using the XBLAS routine BLAS_sgemm_x). Normalize b1 such that
‖b1‖2 = 1.

2. Compute A = QR. Pick vector d of m random real numbers uniformly distributed in
(−1, 1). Compute b2 = d − QQT d, and normalize b2 such that ‖b2‖2 = 1. Now that b2

is orthogonal to the columns of A.

3. Pick a random θ ∈ [0, π/2] as follows. First, set θ = π · 2u where u is uniformly
distributed in [−26,−1]. Then, with probability 0.5, flip θ = π/2 − θ. Compute final
b = cos θ · b1 + sin θ · b2.

Note that steps 2 and 3 are carried out in double precision. The final b is then rounded to
single precision.

• Compute xtrue and rtrue by solving the augmented linear equations (2) using double precision
linear system solver with double-double precision iteration refinement (the new LAPACK
routine DGESVXX).

Using the above procedure, we have systematically generated one million test problems of
dimension 100 × 50. Among them, the condition numbers of A range between 1.0 and 4.9 × 108,
and the condition numbers of the scaled augmented matrix Bα (see Section 2.5) range between 57.8
and 8.1 × 109. Fig. 3 shows the 2D histograms of the properties of the test problems: the angle θ
between b and the column span of A, and the conditioning of A. In the 2D histogram, each shaded
square at coordinate (x, y) indicates the population of the problems which have θ ∈ [10x, 10x+1/4]
and the condition number κ∞(A) ∈ [10y, 10y+1/4]. Fig. 3(a) plots against θ, while Fig. 3(b) plots
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Figure 3: Statistics of the one million test problems.

against π/2−θ. These plots show that we indeed have a good sampling of easy and hard problems,
having many cases with θ close to 0 and many cases with θ close to π/2. In fact, we sample the
region around tiny and near-π/2 angles much more than the “easier” middle region. They also
show that our method generated angles arbitrarily close to zero, but not arbitrarily close to π/2.

These types of 2D histogram plots will be used in the remainder of the paper to illustrate all
the test results.

4.2 Results for x

Of the one million test problems, 577,412 are acceptably conditioned in normwise measure (i.e.,
κx

norm < 1
10 γ εw

), and 355,330 are acceptably conditioned in componentwise measure (i.e., κx
comp <

1
10 γ εw

).

4.2.1 True error

First, in Fig. 4, we plot the normwise true error of x obtained from single precision QR factor-
ization without iterative refinement (The LAPACK routine SGELS). As is shown, the error grows
proportionally with the condition number of x, κx

norm. The horizontal solid line is at the value
Ex

norm = γεw ≈ 7.3 · 10−7. A matrix below this line indicates that the true error is of or-
der εw, which is the most desirable convergence case. We also plot this solid line in the other
analogous figures for all the errors (e.g., Ex

comp, E
r
norm, and Er

comp) and the error bounds (e.g.,
Bx

norm, Bx
comp, B

r
norm, and Br

comp). The vertical solid line (also in the other analogous figures) is at

the value κx
norm = 1

10 γ εw
≈ 1.4 · 105, which separates the acceptably conditioned problems from

the ill conditioned ones. In addition, we often plot a dashed line at the value of εw as a reference
line. In each quadrant defined by the horizontal and vertical cutoff lines, we label the number of
test problems falling in that quadrant.

Fig. 5 shows the results of normwise true error of x after our refinement procedure terminates,
whether the code reports convergence or not. Regarding κx

norm, there are 577,412 acceptably
conditioned problems which appear in the left two quadrants. Among them, 577,377 converged,
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norm (con-

verged cases).

and 35 have errors larger than our error threshold. For those 35 problems, the condition number
of A (κ∞(A)

def
= ‖A‖∞‖A+‖∞) are all larger than or close to the condition threshold, thus they are

close to rank deficient. Fig. 6 compares the condition number of A vs. the condition number of x.
As is shown, many problems have κ∞(A) larger than κx

norm.
In the situation when A is nearly rank deficient, our computed κx

norm may not be trustworthy
for two reasons: 1) our perturbation analysis for Eq. (11) assumes that A is not too ill conditioned,
and 2) κx

norm depends on the computed x̃ and r̃ which are not accurate. Therefore, these problems
should also be characterized as ill conditioned. In fact, with closer examination of those 35 cases,
we found that all of them did not converge. Our code only accepts the results when the iteration
converges w.r.t. the corresponding state variable. When it does not converge, we simply set the
error estimate to one. In Fig. 7, we make another histogram plot which filters out the unconverged
cases. That is, we show only the problems with x-state = converged (see Section 2.4). Now, none
of the problems appears in the upper left quadrant.

Fig. 8 shows the results of componentwise true error of x versus condition number. There are
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355,330 acceptably conditioned problems. Without refinement (Fig. 8(a)), the error grows propor-
tionally with the condition number. After refinement (Fig. 8(b)), all the acceptably conditioned
problems converged. Among the remaining very ill conditioned ones, 449,483 of them still con-
verged. Overall, only 19.5% (195,187 out of one million) of the problems did not converge. Fig. 9
plots only the cases that have converged.
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Figure 8: Componentwise error of x vs. condition number (all cases).

From Figs. 7 and 9 we draw the most important conclusion that for all the acceptably con-
ditioned and converged problems, our algorithm delivers tiny errors for x, both normwise and
componentwise. That is, Goal 1 is clearly achieved for the solution x. Moreover, the algorithm
converged with small errors for a large fraction of the ill conditioned problems, that is, 73.8% of the
422,588 problems with κx

norm ≥ 1
10 γ εw

, and 69.7% of the 644,670 problems with κx
comp ≥ 1

10 γ εw
.

4.2.2 Reliability of error bounds

From the user’s point of view, a small error can be recognized only from a small error bound
estimated from the algorithm. Figs. 10 and 11 show the relation between the true errors and the
error bounds (see Table 2). In these plots, the diagonal line marks where the true error equals the
error bound. A matrix above the diagonal corresponds to an overestimate, and a matrix below the
diagonal corresponds to an underestimate.

For the acceptably conditioned (measured in κx
norm and κx

comp, respectively) and converged
problems (Figs. 10(a) and 10(b)), the algorithm converged to a solution with error of at most
1.1 ·10−7, and returned an error bound γεw ≈ 7.3 ·10−7, which never underestimates the true error.

For the ill conditioned problems (Figs. 11(a) and 11(b)), a large fraction of the problems still
converged and the error bounds reflect small errors. Note that in cases where both Bx

norm and Ex
norm

converged to below γεw (we call it strong-strong convergence), or completely fails to converge, the
code would return a small error bound or flag the failure with an error bound of 1.0. Thus, an
interesting scenario is when the algorithm claims convergence to a solution but the error estimation
is far from the true solution. We analyze this situation in Fig. 12, where we plot the 2D histogram
of the ratio Bx

norm/Ex
norm (resp. Bx

comp/Ex
comp) against κx

norm (resp. κx
comp). In the normwise case

(Fig. 12(a)), there are 74,812 matrices falling in this category, which accounts for 17.7% of the
total very ill conditioned ones. The error estimations become worse as the condition numbers of
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Figure 10: Error estimate of x versus true error (acceptably conditioned and converged cases).
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Figure 11: Error estimate of x versus true error (ill conditioned or non-converged cases).
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Figure 12: Overestimation and underestimation ratio of bound over error for x (strong-strong

converged or non-converged cases are omitted).

the problems get larger. This is because the code converged to the wrong solutions, and the error
bounds are not trustworthy. Similar behavior is seen in the componentwise case (Fig. 12(b)). Here,
94,997 matrices fall in this category, accounting for 14.7% of the total very ill conditioned ones.

These data show that Goal 2 is achieved for acceptably conditioned problems, because the
returned error bounds are close to and never underestimate the true errors. For very ill conditioned
problems, the error bounds may underestimate the true errors, depending on how difficult the
problems are. In any event, because the code detects ill conditioning, the returned error bound can
be set to one to warn the user.

4.3 Results for r

Of the one million test problems, 962,834 are acceptably conditioned in normwise measure (i.e.,
κr

norm < 1
10 γ εw

), and 412,683 are acceptably conditioned in componentwise measure (i.e., κr
comp <

1
10 γ εw

).

4.3.1 True error

Figs. 13 and 14 show the relation between the normwise error and the condition number κr
norm

before and after refinement, respectively. There are 962,834 acceptably conditioned problems which
appear in the left two quadrants. Among them, 958,102 converged, and 4,732 have errors larger
than our error threshold. The condition numbers of A for those 4,732 problems are all larger
than the condition threshold, thus, similar to the situation with x, we should classify them as ill
conditioned.

In Fig. 15, we make a histogram plot which filters out the unconverged cases. That is, we show
only the problems with r-state = converged (see Section 2.4). Now, none of the cases appears in
the upper left quadrant, and the algorithm delivers small errors for all converged problems.

Fig. 16 shows the error vs. the angle between b and Ax for those acceptably conditioned
problems (κr

norm < 1
10 γ εw

) but unconverged (r-state 6= converged, see Section 2.4). These include
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Figure 16: Normwise error of r vs. θ (acceptably
conditioned but unconverged).

all the problems appearing in the upper left quadrant of Fig. 14. This shows that the error grows
proportionally with the angle θ, although θ is still small.

Fig. 17 compares the condition number of A vs. the condition number of r. It can be seen that
many problems have κ∞(A) larger than κr

norm. Fig. 18 shows the relation of the condition ratio of
r over A with the size of the angle θ.

In Fig. 19, we plot the errors with respect to the maximum of the two condition numbers. In
this measure, all the acceptably conditioned problems converged. Among the remaining very ill
conditioned ones, 144,257 of them still converged with small errors. Overall, only 0.7% (7,652 out
of one million) of the problems did not converge.

Fig. 20 plots the 2D histogram of the true error of r vs. κr
norm, in which ‖r‖∞ instead of ‖b‖∞

is used in the denominator when computing the relative error and κr
norm (see Eq. (17)). In this

case, all but one of the acceptably conditioned problems converged. On the other hand, many
more problems now become ill conditioned (c.f. Fig. 14). In particular, most (nearly) consistent
systems (with small r) would be considered as ill conditioned in this measure. We believe this is
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Figure 21: Componentwise error of r vs. κr
comp (all cases).
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Figure 22: Componentwise error of r vs. κr
comp (converged cases).

too sensitive a measure of ill conditioning for many users of least squares problems, who only want
to know that Ax is near b.

In componentwise measure, the algorithm delivers tiny errors for all the acceptably conditioned
problems after refinement (Fig. 21(b)). That is, Goal 1 is met for r in componentwise measure.
Moreover, the algorithm converged with small errors for a large fraction of the very ill conditioned
problems. Overall, only 5.7% (57,411 out of one million) did not converge.

In Fig. 22, we make a histogram plot which filters out the unconverged cases. That is, we show
only the problems with rc-state = converged (see Section 2.4).

4.3.2 Reliability of error bounds

Figs. 23 and 24 show the relation between the true errors and the error bounds (see Table 2). For the
acceptably conditioned (measured in κr

norm and κr
comp) and converged problems, both normwise and

componentwise (Fig. 23), the algorithm converged to a solution with true error of at most 1.1 ·10−7,
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Figure 23: Error estimate of r versus true error (acceptably conditioned and converged cases).
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Figure 24: Error estimate of r versus true error (ill conditioned or non-converged cases).
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and returned an error bound γεw ≈ 7.3 · 10−7, which never underestimates the true error. This
shows that Goal 2 is met for acceptably conditioned problems.

For the ill conditioned problems (Figs. 24(a) and 24(b)), a large fraction of the problems still
converged and the error bounds reflect small errors. Similar to x, we are more concerned with
the scenario when the algorithm claims convergence to a solution but the error estimate is far
from the true solution. In the normwise case, none of the problems falls in this category. In the
componentwise case, only 486 problems fall in this category. Fig. 25 plots the 2D histogram of the
ratio Br

comp/Er
comp against κr

comp. The error bounds correctly estimates the errors (within a factor
of 10) for large fraction of the problems, and only for 16 of them, the error bounds underestimates
more than a factor of 10, yet no more than a factor of 100.

4.4 Iteration count

Fig. 26 shows the profile of the number of iterations plotted against the four condition numbers,
κx

norm, κx
comp, κr

norm, and κr
comp. Each sub-figure shows only the number of steps the algorithm

took for one specific quantity to be either converged or making no more progress. For example,
Fig. 26(a) shows the number of steps the convergence status variable x-state was working before it
converged or made no-progress, and the horizontal axis shows the corresponding condition number.
The four convergence status variables are defined for x and r, normwise and componentwise, see
Section 2.4. For acceptably conditioned problems w.r.t. the corresponding condition number, the
algorithm usually terminates very quickly. For ill conditioned problems, it may take many more
steps—sometimes up to 43. The median number of steps to terminate in our tests is three.

Fig. 27 is a summary plot showing the number of steps for the iteration to stop entirely after
all four measures are either converged or making no progress. The horizontal axis is the maximum
of all four condition numbers. Table 3 summarizes the median and max number of iteration steps
with individual metrics.

We also compared the iteration count between Björck and Golub’s algorithm (see Section 2.4)
and our algorithm using ρthresh = 0.125. With this ρthresh, the two algorithms measure progress
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Figure 26: Iteration count w.r.t. individual metrics.
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Figure 27: Steps to terminate the entire iteration vs. the maximum of the four condition numbers.
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Acceptably conditioned All systems
median max median max

x norm. 2 11 2 43
comp. 2 4 3 43

r norm. 2 28 2 31
comp. 2 3 2 37

Table 3: Summary of iteration counts.

similarly, but Björck and Golub’s algorithm considers convergence relative to the initial solution
and instead of the current iterate. Also, Björck and Golub’s algorithm only considers normwise
convergence of x and r, whereas our algorithm considers both normwise and componentwise con-
vergence. Our stronger termination criteria sometimes require more iterations, but the median
across our test set for both algorithms is three iterations. The occasional extra work buys reliable
componentwise results. Surprisingly, there are also cases where Björck and Golub’s algorithm re-
quires more iterations. Carrying x and r to extra precision allows our algorithm to terminate more
quickly in approximately 1% of our test cases.

5 Special Cases

A truly robust code should be able to handle the special cases such as when A is square or A is
block diagonal. We now discuss how we may adapt the code in these situations.

Given a square, nonsingular system, the algorithm designed for LLS may return unexpected
results depending on the rank of the matrix. If the matrix is of full rank, the true residual is a
constant zero regardless of the right-hand side. The condition number of a constant function is
zero, and the code should compute a zero residual and accept it. However, if the matrix is rank
deficient or within a rounding error of rank deficiency, then the least-squares problem is ill-posed
without additional constraints. The code should detect the low-rank or nearly low-rank matrices
and reject the solutions.

If we evaluate κr
norm with formula (17) for square A, the computed condition number is usually

small (O(ε)), but not exactly zero, because r̃ is the residual of the perturbed system and should
be exactly zero or small, and the evaluated Im − AA+ is usually O(ε) instead of 0. Therefore, it
does not accurately return the true condition numbers reflecting both cases (1) and (2). Similarly,
evaluating formula (18) for κr

comp, we would get zero-divided-by-zero error from zero diagonals of
Dr.

It appears that for square matrices, we could simply call our linear system solver xGESVXX [8],
which uses LU factorization. But then we cannot return Q and R for later use. A better strategy
is as follows. We will have a new routine, say xGEQRSVXX, which runs with the same algorithm
and stopping criteria as xGESVXX, but uses QR in place of LU as the basic solution method and
for computing the updates. As long as x converges successfully, we can return r and its condition
numbers identically zero. If xGEQRSVXX discovers the system is too ill conditioned, we should return
a large number as r’s condition numbers.

When matrix A is block diagonal and all the blocks are acceptably conditioned and either
square or overdetermined, our algorithm can obtain as good an answer as if we were solving an
individual LLS problem with each block. If some block is low rank, as long as the corresponding
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block in the right-hand side is zero, our algorithm will return zero for that block of x, and return
good answers for the other blocks. In the more general rank-deficient cases, we recommend using
the other LAPACK routines which performs QR with column pivoting or SVD. The development
of the companion iterative refinement routines remains future work.

6 Related Work

In an earlier paper [19], Wampler compared twenty different computer programs to assess numerical
accuracy of five different algorithms. Wampler found that those programs using orthogonal House-
holder transformations, classical Gram-Schmidt orthonormalization or modified Gram-Schmidt or-
thogonalization were generally much more accurate than those using elimination algorithms, and
the most successful programs accumulated inner products in double precision and made use of iter-
ative refinement procedures. This justifies that we start from the algorithm by Björck & Golub [6].

Much of the analysis in Section 3 appeared previously in literature, see for example [4, 5, 10].
Our main contribution is to provide a unified framework for both normwise and componentwise
condition numbers and error bounds which are easy to understand and can be easily computed.
More recently, Cucker et al. have provided sharper bounds for condition numbers of the least
squares problems [7], however, those quantities cannot be easily estimated, and hence we do not
use them in this work. Arioli et al. [1] considered perturbations that are measured in different norms
(Frobenius or the spectral norm for A and the Euclidean norm for b), and derived the condition
number for x expressed in the weighted product norms. Although their condition numbers can be
cheaply estimated, their norms are different from the infinity-norm we are using. The refinement
algorithms for weighted and linearly contrained least squares also exist [9, 15].

Motivated by the speed difference between single and double precision floating point arithmetics
on many recent microprocessors (single precision typically can be 2x faster, and is 10x faster on
the IBM Cell Processor), Langou et al. have performed similar studies with iterative refinement
for linear systems, where the LU factorization is computed in single precision, and the iterative
refinement is performed in double precision [12]. Here, iterative refinement is used to accelerate
the solution of Ax = b, rather than getting a more accurate answer. The stopping criterion in [12]
is simply that the residual satisfies

‖Ax − b‖2 ≤
√

nε‖A‖F ‖x‖2 (22)

This guarantees that on convergence, their algorithm computes an x̂ with a small normwise back-
ward error (i.e., satisfying (A+δA)x̂ = b+δb with ‖δA‖2 = O(ǫ)‖A‖2 and ‖δb‖2 = O(ǫ)‖b‖2), which
is the same error bound obtained by Gaussian elimination with pivoting done in double precision
without refinement. They showed that on ten different architectures, this new mixed precision
routine is faster (up to 1.9x on the Cell) than the routine that computes LU in double precision
and does not perform refinement. This is because refinement does only O(n2) double precision
operations as opposed to the 2

3n3 + O(n2) single precision operations of Gaussian elimination,
In Section 7 we will show what backward error could be used as a stopping criterion to mimic

this behavior for least squares problems.
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7 Using Iterative Refinement To Solve Least Squares Problems

With Small Backward Error

It would be beneficial to have a scheme that does QR decomposition in single precision plus it-
erative refinement in double precision to guarantee the same backward error as provided by QR
decomposition in double precision with no refinement. We explain how to do this, since it is not
as straightforward as for solving Ax = b.

With Ax = b the exact backward error is well-known to be computable exactly and cheaply from
the residual r = Ax̂−b, as shown by the theorems of Rigal-Gaches [16, 10] and Oettli-Prager [14, 10]:

ωE,f (x̂) ≡ min{η : (A + δA)x̂ = b + δb, |δA| ≤ η · E, |δb| ≤ η · f}

= max
i

|Ax̂ − b|i
E|x̂| + f

. (23)

But this is not the case for least squares. Instead, Walden, Karlson and Sun showed that the exact
backward error is given by a formula requiring the smallest singular value of the m-by-(m + n)
matrix [A, c(I− r̂r̂T /‖r̂‖2)] where c is a constant [18, 10]. This is too expensive (even exploiting the
special structure of the matrix) to use as a stopping criterion for iterative refinement. Instead, we
consider the backward error of the (scaled) augmented system. Of course a general perturbation to
the augmented system will not preserve its special structure and so not guarantee a small backward
error in the original least squares problem. Fortunately, it is possible to both preserve this stucture
and compute the backward error inexpensively:

Theorem 1 Let ω = max( ‖αr̂+Ax̂−b‖∞
‖A‖∞‖x̂‖1+‖b‖∞ , ‖AT r̂‖∞

‖A‖∞‖r̂‖1
). If ω ≪ 1, then the computed solution x̂ is a

solution of the perturbed least squares problem

[

αI A + δA
(A + δA)T 0

]

·
[

ˆ̂r
x̂

]

=

[

b
0

]

(24)

with

‖δA‖∞ ≤ (
√

mn((m + 1)2 + 1) · ω + O(ω2))‖A‖∞ , and

‖r̂ − ˆ̂r‖∞ ≤ ω

1 − ω
‖r̂‖∞ .

Proof: Let 1r×c (0r×c) denote the r-by-c matrix of all ones (all zeros, resp.). Apply Oettli-Prager
(23) to the scaled augmented system

[

αI A
AT 0n×n

]

·
[

r̂
x̂

]

=

[

b
0n×1

]

+

[

e1

e2

]

with

E =

[

0m×m ‖A‖∞1m×n

‖A‖∞1n×m 0n×n

]

and f =

[

‖b‖∞1m×1

0n×1

]

yielding

ω ≡ ωE,f ([r̂; x̂]) = max(
‖e1‖∞

‖A‖∞‖x̂‖1 + ‖b‖∞
,

‖e2‖∞
‖A‖∞‖r̂‖1

) .

26



In other words, there are δA1, δA2 and δb satisfying
[

αI A + δA1

(A + δA2)
T 0n×n

]

·
[

r̂
x̂

]

=

[

b + δb
0n×1

]

(25)

and
|δA1|ij ≤ ω · ‖A‖∞ , |δA2|ij ≤ ω · ‖A‖∞ and |δb|i ≤ ω · ‖b‖∞ .

But we have not yet shown that ω = O(ǫ) is enough to guarantee a tiny backward error in the
least squares problem, because we must still show that it is possible to choose δA1 = δA2. We
do this in two steps. First we note that there is a matrix ∆ satisfying (I + ∆)b = b + δb and
‖∆‖∞ = ‖δb‖∞/‖b‖∞ ≤ ω, namely ∆ = ‖b‖−1

∞ · δb · et
j where ‖b‖∞ = |bj | and ej is the j-th column

of the identity matrix. We apply this to (25) yielding
[

b
0n×1

]

=

[

(I + ∆)−1 0m×n

0n×m I

]

·
[

b + δb
0n×1

]

=

[

(I + ∆)−1 0m×n

0n×m I

]

·
[

αI A + δA1

(A + δA2)
T 0n×n

]

·
[

r̂
x̂

]

=

[

αI (I + ∆)−1(A + δA1)
(A + δA2)

T (I + ∆) 0

]

·
[

(I + ∆)−1r̂
x̂

]

=

[

αI A + ˆδA1

(A + ˆδA2)
T 0

]

·
[

ˆ̂r
x̂

]

where

‖ ˆδA1‖∞ = ‖(I + ∆)−1(A + δA1) − A‖∞ ≤ ω(1 + 2ω)

1 − ω
‖A‖∞

‖ ˆδA2‖∞ = ‖(I + ∆T )δA2 + ∆T A‖∞ ≤ ((m + 1)ω + mω2)‖A‖∞
‖r̂ − ˆ̂r‖∞ = ‖(I + ∆)−1r̂ − r̂‖∞ ≤ ω

1 − ω
‖r̂‖∞

Now we apply a slight modification of a result of Kielbasinski and Schwetlick [11, 10] or of Stewart
[17] which lets us replace ˆδA1 and ˆδA2 by a single δA of slightly larger norm, namely

‖δA‖2
F ≤ ‖ ˆδA1‖2

F + ‖ ˆδA2‖2
F

≤ m(‖ ˆδA1‖2
∞ + ‖ ˆδA2‖2

∞)

≤ m((
ω(1 + 2ω)

1 − ω
)2 + ((m + 1)ω + m2ω2)2)‖A‖2

∞

= [m(1 + (m + 1)2)ω2 + O(ω3)]‖A‖2
∞

satisfying (24). Now use ‖δA‖∞ ≤ √
n · ‖δA‖F to get the final bound. The small change to the

result of Kielbasinski and Schwetlick or of Stewart is to accomodate the αI instead of I in the
upper left corner. �

8 Conclusions

We have presented a new variant of the extra-precise iterative refinement algorithm for linear least
squares problems. The algorithm can be implemented portably and efficiently using the extended
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precision BLAS standard, and is readily parallelizable. The overhead of refinement and condition
estimations is small when the problems are relatively large, for example, when they do not fit in
the processor’s cache.

Our extensive numerical tests showed that, using extra precision in residual computation and
solution vector update, the algorithm achieved condition-independent accuracy for both x and r,
both normwise and componentwise, as long as the problem is not more ill conditioned than 1/ε.
In contrast to linear systems, where conditioning of A alone usually indicates the difficulty of the
problems, for least squares problems ill conditioning may be due to several factors: ill conditioning
of A itself, a small angle between b and Ax (i.e., a nearly consistent system resulting in small r),
or an angle close to π/2 (i.e., x is small). When the algorithm does not converge, it correctly flags
these difficult situations. Measured by iteration count and the amount of computation per step,
this refinement procedure requires more work than for the linear systems.

In this report, we used rather conservative settings of the parameters ρthresh and cthresh to
control the iteration. If desired in very difficult cases, the user can change the default settings
to make the algorithm more aggressive, and let the code progress more slowly with more steps to
reach convergence.
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