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EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS

WITH APPLICATIONS TO THE KHINTCHINE

AND ROSENTHAL INEQUALITIES

T. FIGIEL, P. HITCZENKO, W. B. JOHNSON,
G. SCHECHTMAN, AND J. ZINN

Abstract. The best constant and the extreme cases in an inequality of H.P.
Rosenthal, relating the p moment of a sum of independent symmetric random
variables to that of the p and 2 moments of the individual variables, are com-
puted in the range 2 < p ≤ 4. This complements the work of Utev who has
done the same for p > 4. The qualitative nature of the extreme cases turns
out to be different for p < 4 than for p > 4. The method developed yields
results in some more general and other related moment inequalities.

1. Introduction

The original motivation for this research was to obtain the best constants in
Rosenthal’s inequality for sums of independent symmetric random variables. Rosen-
thal’s inequality, [R], which generalizes the classical Khintchine inequality, has the
following formulation: Let (Xi) be a sequence of independent symmetric random
variables. Then for every p, 2 ≤ p <∞, there exists a constant Dp such that:

Mp({Xi}) ≤ ‖
∑

Xi‖p ≤ DpMp({Xi}),

where

Mp({Xi}) = max

{(∑
‖Xi‖22

)1/2

,
(∑

‖Xi‖pp
)1/p

}
.

Here and in the sequel, the symbol ‖X‖p denotes the Lp–norm of a random variable
X . Rosenthal’s proof gave only exponentials of p estimates on the growth rate of Dp

as p → ∞. Later on Johnson, Schechtman and Zinn [JSZ] proved that the actual
growth rate ofDp is p/ log p. The latter result was later generalized by Talagrand [T]

to Banach space valued random variables (with(
∑
‖Xi‖22)1/2 replaced by ‖

∑
Xi‖2).

In [KS], Kwapień and Szulga obtained a simpler proof of Talagrand’s result. After
most of our work was completed, we were informed by Kwapień that for p ≥ 4 the
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998 T. FIGIEL ET AL.

problem of finding the exact value of the constant Dp was solved by Utev in [U2].
He showed that Dp can be taken to be equal to ‖P(1)‖p, where P(1) denotes the
symmetrized Poisson random variable with parameter 1. In the present paper we
will concentrate on the case 2 ≤ p ≤ 4. We will show that, if 2 < p ≤ 4, then the
optimal Dp is given by Dp = (1 +‖g‖pp)1/p, where g is a standard Gaussian random
variable. Note that D2 = 1 so that the function p→ Dp is discontinuous at 2.

In trying to solve the problem we found it very helpful to consider Orlicz functions
Φ other than just power functions. Also, we found it convenient to look at the
problem as an extremal problem related to that inequality. This approach seems
to be helpful also in connection with other probabilistic inequalities and, in fact,
has been used for quite some time. The general line of argument is as follows:
given a moment inequality for sums of random variables, we first try to formulate
a related extremal problem and find conditions under which the solution of that
problem is given by linear combinations of (at most) two valued random variables.
Solving an extremal problem usually requires a convexity type condition on the
Orlicz function. Once the extremal problem is solved we try to find an analytic
condition on the Orlicz function Φ that would be equivalent to (or at least sufficient
for) the convexity condition to be satisfied. Then, using special properties of linear
combinations of Rademacher functions, we will identify the best constant. To make
our discussion more meaningful, let us consider the classical Khintchine inequality:
Let ( ε j) be a Rademacher sequence (i.e. a sequence of i.i.d. symmetric random
variables taking on values 1 and −1). Then, for every p, 0 < p < ∞, there exist
constants Ap and Bp such that for every sequence (aj) of real numbers one has that

Ap

 n∑
j=1

a2
j

1/2

≤

E | n∑
j=1

aj ε j|p
1/p

≤ Bp

 n∑
j=1

a2
j

1/2

.

Once such an inequality is proved, one may want to find the best possible con-
stant appearing in the above inequality as well as in inequalities which are exten-
sions of Khintchine’s inequality to Orlicz functions. This problem has quite a long
history. In the case of power function it was solved by Haagerup [H] for the whole
range of p, 0 < p < ∞. Several partial results were obtained earlier by Whittle
[W], Eaton [E1], [E2], Stec̆kin [S], Young [Y], Szarek [Sz].

For p ≥ 2, Haagerup proved that Bp = ‖g‖p, where g is the standard Gaussian
random variable. The case p ≥ 3 was obtained by Whittle [W] [the result is stated
for any p ≥ 2 but the proof is incorrect if 2 < p < 3]. Whittle’s paper apparently
was unnoticed. The only reference prior to 1992 we are aware of is in [Pe]. Whittle’s
argument, based on Schur convexity, was essentially repeated in [E1] and [K].

Given Haagerup’s result, the right–hand side of Khintchine’s inequality can be
rewritten as

E |
n∑
j=1

aj ε j|p ≤ ‖g‖pp

 n∑
j=1

a2
j

p/2

= E |
n∑
j=1

ajgj|p,

where (gj) is a sequence of independent copies of g. One can now ask whether the
inequality

E |
n∑
j=1

σj ε j |p ≤ E |
n∑
j=1

Xj |p,
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EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS 999

is true for all sequences of independent, symmetric random variables {Xj : j =
1, . . . , n} where σ2

j = EX2
j . More generally, one can ask: for which Orlicz functions

Φ do we have

E Φ

( n∑
j=1

σj ε j

)
≤ E Φ

( n∑
j=1

Xj

)
,

for all sequences (Xj) as above? In other words we would like to prove that within
a certain class of Orlicz functions Φ, given an integer n, and nonnegative numbers
σ1, σ2, . . . , σn, the minimum of

E Φ

( n∑
i=1

Xi

)
over all sequences of independent, symmetric random variables X1, . . . , Xn such
that EX2

j = σ2
j is achieved when each of the Xj ’s is (at most) two valued.

Suppose for a moment that the inequality

E Φ

( n∑
j=1

σj ε j

)
≤ E Φ

( n∑
i=1

Xi

)
holds. Then, since Φ is an even function, for any symmetric random variable X ,
with σ2 = EX2, we have

E Φ(b+ σ ε ) = E Φ(b ε ′ + σ ε ) ≤ E Φ(b ε ′ +X) = E Φ(b+X),

where ε ′ is independent of ε and X . Denoting by E ε integration with respect to
the Rademacher function ε , the above inequality can be equivalently written as

E εΦ(b+
√
EX2 ε ) ≤ EΦ(b+

√
X2 ε ).

This implies that the necessary condition on Φ is that the function

Ψb(t) = E εΦ(b+
√
t ε )

is convex on R+ for every b ∈ R+. It is now not hard to notice that it is also a
sufficient condition for the minimality of Rademacher functions. Indeed, if Ψb(·)
is convex on [0,∞) for a certain b, then for every nonnegative random variable Y
with E Y <∞, using Jensen’s inequality, we get Ψb(E Y ) ≤ EΨb(Y ). Let X be a
symmetric random variable with EX2 = σ2 <∞ and let Y = X2. Then

E Φ(b+X) = E Φ(b+
√
Y ε ) = EΨb(Y ) ≥ Ψb(E Y ) = Ψb(σ

2) = E Φ(b+ σ ε ).

Thus, if Ψb(·) is convex on [0,∞) for each b, then by conditioning, we get for any
sequence X1, X2, . . . , Xn of independent, symmetric random variables satisfying
EX2

j = σ2
j <∞,

E Φ

(n−1∑
j=1

Xj +Xn

)
≥ E Φ

(n−1∑
j=1

Xj + σn ε n

)

= E Φ

(n−2∑
j=1

Xj + σn ε n +Xn−1

)
≥ E Φ

(n−2∑
j=1

Xj + σn ε n + σn−1 ε n−1

)

≥ · · · ≥ E Φ

( n∑
j=1

σj ε j

)
.
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Thus, the extremal problem is completely solved and the resulting convexity
condition on Φ is that the function

t→ Ψb(t) =
1

2

(
Φ(b+

√
t) + Φ(b−

√
t)
)

should be convex.
The next step is to find an analytic or “b free” characterization of those Orlicz

functions Φ for which Ψb(t) is convex for each b. As we shall see in Section 3,
this condition is equivalent to Φ′′(t) being continuous and convex on R. Thus, we
obtain the following

Theorem 1.1. Let Φ be an Orlicz function and (σi) a sequence of nonnegative
numbers. Then the inequality

E Φ

( n∑
j=1

σj ε j

)
≤ E Φ

( n∑
j=1

Xj

)
holds for all sequences (Xj) of independent symmetric random variables with EX2

i

= σ2
i if and only if the function Φ is of class C2 and the function Φ′′ is convex on

R.

The above theorem was obtained independently by Pinelis and is contained in
[P]. Within the class of functions Φ(t) = |t|p the condition is satisfied if and only
if p ≥ 3 or p = 2. It should be noted here that for p ≥ 4 the above result can be
deduced from Theorem 5 of [U2]. Clearly, to obtain Whittle’s result it suffices to
take Xj = σjgj , where (gj) is a sequence of i.i.d. copies of a standard Gaussian
random variable.

Our approach to Rosenthal’s inequality follows the same pattern. We formulate
an appropriate extremal problem and find conditions that would guarantee that the
solution of the problem with given constraints is given by a linear combination of
Rademacher functions. This requires a convexity condition on Φ and we character-
ize analytically that condition. We then use the minimality property of Rademacher
functions (Theorem 1.1 above) to identify the best constant. Unfortunately, there
are some problems here. Perhaps the most obvious obstacle is caused by the fact
that Theorem 1.1 requires that the function Φ′′ be convex, an assumption that
is not satisfied for 2 < p < 3. In the case of power functions one could escape
this difficulty by using Haagerup’s result, but the only known proof of the latter
is quite involved and does not seem to extend to more general functions. For this
reason we will take a different path. We will prove some additional inequalities for
linear combinations of Rademacher functions that will enable us to find the exact
value of Dp. Those inequalities, obtained in Section 4, reveal extreme properties of
Rademacher random variables and we believe that they are of independent interest.

Another problem with Rosenthal’s inequality is that it is not entirely clear what
is the most convenient formulation of the extremal problem. Since Rosenthal’s
inequality involves two constraints; namely

∑
E Φ(Xj) and

∑
EX2

j , it seems rea-
sonable to subtract one of those two terms from EΦ(

∑
Xj) and maximize the

difference. This and some computer experiments suggested the following formula-
tion: Given an Orlicz function Φ and positive numbers σ1, . . . , σn find

sup

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj)

 ,
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EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS 1001

where the supremum is taken over all sequences {Xj : j = 1, . . . , n} of independent
symmetric random variables with EX2

j = σ2
j , 1 ≤ j ≤ n. More precisely, we will

seek a condition on Φ which will ensure that the solution of this extremal problem
is given by Xj = σjεj . Let us notice that in this formulation we want to solve the

extremal problem with σ1, . . . , σn fixed, rather than having σ = (
∑
σ2
i )1/2 fixed, as

one should expect from the very form of Rosenthal inequality. Nonetheless, as will
be seen later, in two cases in which we will identify the constant in a generalized
form of Rosenthal inequality, the constant will depend only on σ and

∑
EΦ(Xj).

We would like to mention that the point of view of Utev’s paper is essentially
the same; he deals with the problem of maximizing E Φ(

∑
Xj) with

∑
EX2

j and∑
EΦ(Xj) being fixed, and finds a (quite complicated) convexity condition under

which the solution is given by three valued symmetric random variables. He then
checks that that condition is satisfied for power functions as long as p ≥ 4, and
proves that (Xj) can be taken to be i.i.d. This allows one to identify the optimal
value of Dp as the Lp–norm of a constant multiple of a symmetrized Poisson random
variable. The constants of both multiplication and parameter depend on the values
of
∑
EX2

j and
∑
EΦ(Xj). Since Utev’s paper is practically unavailable, and since

we have obtained a different proof of his result (as well as a similar result for
nonnegative random variables), we plan to discuss this in a subsequent publication,
now in preparation.

The paper is organized as follows. In the next section we discuss briefly some
assumptions on Orlicz functions that are needed later and the basic properties they
imply. The proof of Theorem 1.1 is finished in Section 3, and there we also derive a
corollary to that theorem which generalizes a result of Haagerup ([H], Lemma 5.2).
In Section 4 we prove some inequalities involving Rademacher functions that are
used in subsequent sections. Section 5 contains a solution of the extremal problem
related to Rosenthal’s inequality, while in Sections 6 and 7 we derive the value of
that constant (under some additional assumptions on Orlicz functions). Section 8
contains an example showing that the constants obtained are the best possible. We
have made some effort to find the weakest possible conditions on Orlicz functions.
Some negative results showing the impossibility of further extensions of several of
our inequalities are gathered in Section 9.

2. Auxiliary facts about Orlicz functions

Let us recall that a convex, even function Φ : R→ R satisfying Φ(0) = 0 is called
an Orlicz function. An Orlicz function Φ is 2-convex if the function t → Φ(

√
t) is

convex. In the case of power functions Φ(t) = |t|p, this means that p ≥ 2. Since
Ψ(t)/t is an increasing function on R+ whenever Ψ is convex, our assumption on
Φ implies that Φ(t)/t2 is an increasing function of t for t > 0. Hence there exists a
finite limit

G = lim
t→0

Φ(t)

t2
,

and moreover one has Φ(t) ≥ Gt2. If Φ is twice differentiable then G = 1
2Φ′′(0). In

most interesting cases, including power functions other than the squaring function,
G is equal to zero.

We have
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Lemma 2.1. Suppose that Φ is a 2-convex Orlicz function. Then for every b, x in
R we have that

E Φ(b+ xε) ≥ Φ(b) + Φ(x).

Proof. For every real b, x, using Jensen’s inequality and the superadditivity of the
convex function Φ(

√
x) one obtains

E Φ(b+ xε) =E Φ(
√

(b+ xε)2) ≥ Φ(
√
E (b+ xε)2) = Φ(

√
b2 + x2)

≥Φ(
√
b2) + Φ(

√
x2) = Φ(|b|) + Φ(|x|) = Φ(b) + Φ(x).

This completes the proof.

From the above lemma, by easy induction, using Fubini’s theorem, we obtain the
following inequality sometimes referred to in this paper as the cotype inequality for
Orlicz functions. For every sequence X1, . . . , Xn of independent symmetric random
variables one has

EΦ(
n∑
i=1

Xi) ≥
n∑
i=1

EΦ(Xi).

Observe that if Ψ is an even nonnegative function on R such that Ψ(
√
x) is concave

on [0,∞) and Ψ(0) = 0, then the same argument shows that a reverse inequality
holds.

Some problems which we consider involve a description of all those Orlicz func-
tions which satisfy a particular family of inequalities. In certain cases the respective
sets of Orlicz functions are easily seen to be convex cones; that is, if Φ1 and Φ2

are in the set then so is aΦ1 + bΦ2 for any a, b > 0. In some instances, checking
that certain conditions are satisfied by all functions in a convex cone is somewhat
simpler for specific functions Φa than for an arbitrary Orlicz function in the cone.
In such cases it suffices to check the conditions for functions Φa that are on extreme
rays of the closure (in an appropriate topology) of the given cone (cf. eg. [Ph],
Chapter 2 for more details).

To illustrate this let us consider the closure in the pointwise topology of the cone
of all Orlicz functions Φ such that Φ(

√
t) is convex. The extreme points of that

cone are functions of the form {Φa; a ≥ 0}, where Φa(t) = (t2 − a2)+. Therefore,
in order to prove Lemma 2.1 it would be enough to prove it for functions Φa; that
is, to prove

Lemma 2.1′. The inequality

E Φ(b+ tε) ≥ Φ(b) + Φ(t)

is valid for every Orlicz function Φ of the form Φ(t) = Φa(t) = (t2 − a2)+, where
a ≥ 0.

Proof. It suffices to consider the case where 0 ≤ b ≤ t. Fix a ≥ 0 and put

G(a, b, t) = 2(E Φ(b+ tε)− Φ(b)− Φ(t))

where Φ = Φa. We will consider three cases.
If t ≤ a, then G(a, b, t) = Φ(b+ t) ≥ 0.
If a ≤ t ≤ b+ a, then

G(a, b, t) =Φ(b+ t)− 2Φ(t)− 2Φ(b) = a2 + b2 + 2bt− t2 − 2Φ(b)

≥2(b2 − Φ(b)) ≥ 0.
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EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS 1003

Finally, if t ≥ b+ a, then

G(a, b, t) = Φ(b+ t) + Φ(t− b)− 2Φ(t)− 2Φ(b) = 2(b2 − Φ(b)) ≥ 0,

which completes the proof.

Of course, in this case the direct proof given in Lemma 2.1 is even simpler, but
there are situations in which using the extreme rays of certain cones of functions
will be useful, or is in fact, the only method of proof we are aware of. Let us briefly
describe two cones we will need.

Consider the linear space C of even functions on R equipped with the pointwise
topology. Let O ⊂ C denote the cone of 2-convex Orlicz functions. Let O2,3 be the
subcone of O consisting of those Φ ∈ O such that the function Φ′′ is concave on
(0,∞). Also, consider the cone O2,4 consisting of those Orlicz functions Φ ∈ O for

which the function t→ Φ′′(
√
t) is concave on R+. Our notation is explained by the

fact that the Orlicz function Φ(t) = |t|p is in O2,i if and only if 2 ≤ p ≤ i, i = 3, 4.
We will need the following

Lemma 2.2.

(a) Φ ∈ O2,3 if and only if it is in the pointwise closure of the cone of functions
generated by the family {Φa : 0 ≤ a ≤ ∞}, where Φ0(t) = t2 and for a > 0

Φa(t) = |t|3 − (|t| − a)3
+ =

{
|t|3, if |t| ≤ a;

a(3t2 − 3a|t|+ a2), otherwise.

(b) Φ ∈ O2,4 if and only if it is in the pointwise closure of the cone of functions
generated by the family {Φa : 0 ≤ a ≤ ∞}, where Φ0(t) = t2 and for a > 0

Φa(t) = t4 − (|t| − a)3
+(3a+ |t|) =

{
t4, if |t| ≤ a;

a2(6t2 − 8a|t|+ 3a2), otherwise.

Moreover, if Φ ∈ O2,i, i = 3, 4, then there exists a sequence (Fn) of convex
combinations of the respective Φa’s such that the sequences (Fn), (F ′n), (F ′′n )
converge to Φ, Φ′, Φ′′, respectively, uniformly on compact subsets of R.

Proof. We will prove part (a) only. The second part follows an analogous pattern,
using at some moment the substitution x←→ x2.

For f ∈ C2(R), g ∈ C(R) and s ∈ R, we let

D2(f) = f
′′
, and Hg(s) =

∫ s

0

(s− t)g(t) dt.

Clearly, D2(Hg) = g, if g ∈ C(R), and H(D2(Φ)) = Φ, if Φ ∈ O2,3. Observe that
Φa = H(φa), where

φa(x) = D2(Φa)(x) =

{
6 min(|x|, a), if 0 < a ≤ ∞;

2, if a = 0.

Now, let (ai)
∞
i=0 be an enumeration of the nonnegative rational numbers (say,

with a0 = 0). Given Φ ∈ O2,3 and n ≥ 0, let Fn = Hfn, where fn ∈ C(R) is a
unique piecewise linear, even function with nodes only at Nn = {±ai : 0 ≤ i ≤ n},
such that fn(ai) = D2(Φ)(ai) for 0 ≤ i ≤ n and fn(t) = D2(Φ)(aj) for t > aj =
supNn. Since D2(Φ) is nonnegative, even and concave on [0,∞), so are the fn’s.
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It follows that one can write fn =
∑n
i=0 si,nφai where si,n ≥ 0 for 0 ≤ i ≤ n < ∞

and hence

H(fn) =
n∑
i=0

si,nH(φai) =
n∑
i=0

si,nΦai .

It is easy to verify that fn → D2(Φ) uniformly on compact subsets of R and this
implies the almost uniform convergence of (Fn) and (F ′n) to Φ and Φ′, respectively.
Thus the sequence (Fn) has all the required properties.

It remains to prove thatO2,3 is a closed subset of RR in the topology of pointwise
convergence. To this end, let (Φα)α∈A be a net of elements of O2,3 which converges
pointwise to a function Φ. We have to prove that Φ ∈ O2,3.

One can show that then there is φ ∈ C(R) such that the net (D2(Φα)) converges
to φ almost uniformly on R\{0}, and Hφ = Φ. Since it is clear that φ ∈ D2(O2,3),
we can conclude that Φ = Hφ ∈ O2,3. However, we shall verify only a weaker fact.

Clearly, we may assume that supα Φα(1) = M <∞. Then, for each α, one has

1

6
Φ′′α(1) =

∫ 1

0

x(1− x)Φ′′α(1) dx ≤
∫ 1

0

(1− x)Φ′′α(x) dx = Φα(1) ≤M,

and hence one has 0 ≤ Φ′′α(x) ≤ 6M max(1, |x|) < ∞, for x ∈ R. Therefore the
sets {Φ′α : α ∈ A} and {Φα : α ∈ A} are uniformly bounded and equicontinuous on
each compact subset of R. In particular, using Ascoli’s theorem and the diagonal
procedure, we can select a sequence (Φαn) such that limn Φαn(x) = Φ(x) for each
x ∈ R. Now, using Helly’s theorem, we can find a further subsequence (fn) of
(Φαn) such that φ(x) = limnD

2fn(x) exists for each x ∈ (−∞, 0)∪ (0,∞). Putting
φ(0) = infx 6=0 φ(x), we have φ ∈ C(R), because φ is an even, nonnegative function
that is concave in (0,∞) and continuous at 0. Obviously, for each x, one has
(Hφ)(x) = H(limnD

2fn)(x) = limn(HD2fn)(x) = limn fn(x) = Φ(x). This shows
that Φ ∈ O2,3 and completes the proof.

As we will see later on (cf. Theorem 5.1 and the discussion following it) we will
link the cone O2,4 to a “convexity axiom” on Φ that will appear naturally in the
context of an extremal problem for Rosenthal’s inequality.

3. More on Khintchine’s Inequality

In this section we will complete the proof of Theorem 1.1. In view of the discus-
sion in Section 1 it suffices to prove the following:

Proposition 3.1. Let Φ be an Orlicz function. The following two conditions are
equivalent:

(a) For every b in R+ the function t→ E Φ(b+
√
tε) is convex.

(b) the function Φ is of class C2 and the function Φ′′ is convex on R.

Remark. A third equivalent condition could be added; namely,

(c) Φ is in the pointwise closure of the cone generated by the family of functions
{Φa : a ≥ 0}, where

Φa(t) = (t2 − a2)+.

This fact, however, will not be used in the paper.

Proposition 3.1 is an immediate consequence of the following two lemmas.
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EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS 1005

Lemma 3.2. Let Φ be an Orlicz function. Given b > 0, consider the following
conditions:

(i) the function x 7→ Φ(b+
√
|x|) + Φ(b−

√
|x|) is convex on R.

(ii) Φ is differentiable on R and the function x 7→ 1
x(Φ′(b + x) − Φ′(b − x)) is

increasing in (0,∞).
(iii) Φ is twice differentiable on R and for each x ∈ R one has

x(Φ′′(b+ x) + Φ′′(b− x)) − (Φ′(b+ x)− Φ′(b− x)) ≥ 0.

(iv) Φ is of class C2 on R and the function Φ′′ is convex on R.

Then

(iv)⇒ (iii)⇒ (ii)⇒ (i).

Proof. The implications (iii) ⇒ (ii) ⇒ (i) are routine, while (iv) ⇒ (iii) follows
from the estimate

Φ′(b+ x)− Φ′(b− x) =

∫ b+x

b−x
Φ′′(u) du ≤ 2x

Φ′′(b+ x) + Φ′′(b− x)

2
.

We conclude the proof of Proposition 3.1 by showing that if the condition (i)
holds for every b > 0 then (iv) is satisfied.

Lemma 3.3. Let Φ be an Orlicz function that satisfies condition (i) for every b > 0.
Then Φ′′ is continuous and convex on R; that is, Φ satisfies (iv).

Proof. If one assumes in addition that Φ is of class C2, then the proof is very
simple. Namely, let (bn)∞n=1 be a sequence of positive numbers tending to 0. Put

fn(x) = b−2
n (Φ(

√
|x| + bn) + Φ(

√
|x| − bn) − 2Φ(bn)). Then each fn is a convex

function on R and hence so is the pointwise limit limn→∞ fn(x) = Φ′′(
√
|x|).

The argument which avoids unnecessary assumptions is somewhat lengthier. Let
φ be a nonnegative C4 function on R such that φ(x) = 0 if |x| > 1

2 and
∫
R φ(x) dx =

1. Put for x ∈ R and n = 1, 2, . . .

Φn(x) =

∫
R+

nφ(n(u− 1))Φ(
x

u
)
du

u
.

Clearly, the Φn’s are even functions that have four continuous derivatives in R\{0}.
It is also clear that limn→∞ Φn(x) = Φ(x) for x ∈ R.

Notice that, if Φ(x) = |x|3, then the Φn’s are multiples of Φ, hence they do not
have a third derivative at 0. We will see, however, that the Φn’s are of class C2 on
R.

Observe first that the Φn’s satisfy condition (i) for every b > 0. Indeed, one has

Φn(b+
√
x) + Φn(b−

√
x) =

∫
R+

nφ(n(u− 1))Ψ(x, u)
du

u
,

where

Ψ(x, u) = Φ(
b

u
+

√
x

u2
) + Φ(

b

u
−
√

x

u2
).

By our assumption, for every u > 0, the function Ψ(·, u) is convex in [0,∞). It
follows that Φn satisfies condition (i) for every b > 0.

It is now obvious that Φ′n(0) = 0. Indeed, if we had c = limx→+0 Φn(x)/x 6= 0,
then the function x 7→ lims→+0 Φn(sx)/s = c|x| would also satisfy condition (i) for
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b > 0, which is false. Using the monotonicity and the Darboux property of Φ′n, we
conclude that Φn is of class C1 on R.

Now observe that Φ′′n is convex in (0,∞). Indeed, suppose that for some x0 > 0
we had (Φ′′n)′′(x0) < 0 (here we use the C4 condition). Then the function Φ′′n would
be strictly concave in some neighborhood U of x0. Pick numbers 0 < x < b so that
[b− x, b+ x] ⊂ U . Then we obtain

Φ′n(b+ x)− Φ′n(b− x)

=

∫ b+x

b−x
Φ′′n(u) du ≥ (b+ x)− (b− x)

2
(Φ′′n(b− x) + Φ′′n(b+ x)).

On the other hand, differentiating at t = x the function

t 7→ g(t) = (Φ′n(b+ t)− Φ′n(b− t))/t,

which by (ii) is nondecreasing, we obtain that

0 ≤ g′(x) = x(Φ′′n(b− x) + Φ′′n(b+ x))− (Φ′n(b+ x)− Φ′n(b− x))/x2.

This contradiction shows that Φ′′n is convex in (0,∞). It follows that Φ′′′n is nonde-
creasing in (0,∞).

Suppose that Φ′′′n (x0) < 0 for some x0 > 0. Then Φ′′n is decreasing in the interval
(0, x0]. It follows that Φ′n(x0) = Φ′n(x0) − Φ′n(0) > x0Φ′′n(x0). This, however,
contradicts the fact that the function x 7→ Φ′n(x)/x has a nonnegative derivative in
(0,∞).

Thus we have proved that Φ′′n is nondecreasing in (0,∞). It follows that Φ′n
is convex and nonnegative in [0,∞). Since Φ′n(0) = 0, there is a limit C =
limx→+0 Φ′n(x)/x. Using L’Hospital’s rule we find that C = limx→+0 Φ′′n(x). Since
Φ′n is odd and Φ′′n is even, this proves that there exists Φ′′n(0) = C and the function
Φ′′n is continuous at 0.

Hence, using Helly’s theorem, we can find a subsequence (ni)
∞
i=1 of positive

integers so that each of the sequences (Φ′ni), (Φ′′ni), (Φ′′′ni) converges pointwise on
R. Using the equicontinuity, one obtains easily that the sequences (Φ′′ni) and (Φ′ni)
converge almost uniformly on R. (The pointwise convergence of the sequence of
monotone functions (Φ′′′ni) provides an easy argument to show that the functions
(Φ′′ni) are equicontinuous on every bounded interval.) It follows that the function
Φ has two continuous derivatives on R. Moreover, the even function Φ′′ is convex
on R and nondecreasing in [0,∞), being the limit of the sequence (Φ′′ni). This
completes the proof of Lemma 3.3 and thus also of Proposition 3.1.

We would like to close this section with a result that is a direct consequence of
Theorem 1.1 and which extends Lemma 5.2 of [H].

Corollary 3.4. Let X =
∑n
i=1 aiεi and suppose that Φ is an Orlicz function of

class C2 and that Φ′′ is convex. Then

E Φ′′(X)EX2 ≥ E Φ′(X)X.

Proof. Let Y be a random variable such that E Y 2 = σ2 = EX2 and EXY = 0.
Observe that for each φ ∈ R one has E (cosφX + sinφY )2 = σ2. Put

f(φ) = E Φ(cosφX + sinφY ).
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Since Φ is of class C2, as long as Y satisfies an appropriate integrability condition
we have

f ′(φ) = E Φ′(cosφX + sinφY )(− sinφX + cosφY ),

and

f ′′(φ) =E Φ′′(cosφX + sinφY )(− sinφX + cosφY )2

+E Φ′(cosφX + sinφY )(− cosφX − sinφY ),

hence

f ′(0) = E Φ′(X)Y, f ′′(0) = E Φ′′(X)Y 2 −E Φ′(X)X.

Thus if f has a local minimum at 0, then

E Φ′(X)Y = 0, E Φ′′(X)Y 2 ≥ E Φ′(X)X.

Now suppose that Y =
∑n
i=1 aiε

′
i is independent of X and identically dis-

tributed as X and that Φ′′ is a convex function on R. By Theorem 1.1, the
function f has a local minimum at 0, because for each fixed φ the random vari-
ables a1(cosφε1 + sinφε′1), . . . , an(cosφεn + sinφε′n) have the same variances as the
sequence a1ε1, . . . , anεn. It follows that

E Φ′′(X)EX2 ≥ E Φ′(X)X,

as required.

4. Rademacher Inequalities

In this section we establish some inequalities involving the behavior of linear
combinations of Rademacher random variables in certain Orlicz spaces. Those
inequalities will be used later and we believe that they are interesting in their own
right. We begin with a technical lemma:

Lemma 4.1. If Φ is an Orlicz function such that Φ′′ is a concave function in
[0,∞), then for each b ≥ 0 the following inequality holds for all 0 ≤ v ≤ u

E Φ′(b+ uε+ vε′)(uε′ − vε) + vΦ′(u)− uΦ′(v) ≥ 0.

Proof. By Lemma 2.2 (a), it suffices to prove the inequality for the functions {Φa :
0 < a <∞}, where for x ∈ R

Φa(x) = |x|3 − (|x| − a)3
+.

Put for 0 ≤ v ≤ u and b ≥ 0

gu,v(b) = E Φ′a(b+ uε+ vε′)(uε′ − vε).
Hence we should prove that gu,v(b) + vΦ′a(u) − uΦ′a(v) ≥ 0. Observe first that
Φ′a is convex in [0,∞), because Φ′′a is nondecreasing in [0,∞). It follows that
Φ′a(v) ≤ (v/u)Φ′a(u).

Observe that if b ≥ a+ u+ v, then one has

gu,v(b) = E (6a(b+ uε+ vε′)− 3a2)(uε′ − vε) = 0.

Since vΦ′a(u)− uΦ′a(v) ≥ 0, our inequality is true for every b ≥ a+ u+ v. Since
gu,v is a C1 function, then the proof of the inequality can be reduced to the case
where either b = 0 or else b ∈ (0, a+ u+ v) is a critical point of the function gu,v.
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We will find all such critical points b and verify the inequality in each case. Since
for every b one has gu,u(b) = gu,0(b) = 0, we will assume below that 0 < v < u. We
obtain easily that

d

db
gu,v(b) =E Φ′′a(b+ uε+ vε′)(uε′ − vε)

=
1

2
(u− v)E Φ′′a(b+ (u+ v)ε)ε− 1

2
(u+ v)E Φ′′a(b+ (u− v)ε)ε.

Let lb,s denote the unique straight line passing through the points (b− s,Φ′′a(b− s))
and (b+s,Φ′′a(b+s)). Thus, if b is a critical point of gu,v, then the slopes of the lines
lb,u−v and lb,u+v are equal. This observation leads to an easy classification of all
such cases, because Φ′′a is a rather simple function; namely, Φ′′a(x) = 6 min{|x|, a}.

First consider the case where both slopes are zero. Since b > 0, the line lb,s
cannot be horizontal unless the set S = {b − s, b + s} is disjoint from the interval
(−a, a). It follows that for x ∈ S one has Φ′a(x) = 6ax− 3a2sign(x). Thus we find
that

gu,v(b) = E Φ′a(b+ u ε + v ε ′)(u ε ′ − v ε ) = −3a2E sign(b+ uε+ vε′)(uε′ − vε).
Since b < a+ u+ v, we have b− (u+ v) ≤ −a, hence only two subcases need to be
distinguished: b− (u− v) ≤ −a, or else b− (u− v) ≥ a. The first subcase is easy,
because it implies that gu,v(b) = 3

2a
2((v − u) + (u+ v)) = 3a2v > 0.

In the second subcase we have gu,v(b) = 3
2a

2(v−u) < 0. However, in this subcase
we have u > v ≥ a, because 2v = b− (u− v)− (b− (u+ v)) ≥ a− (−a). Therefore
vΦ′a(u)− uΦ′a(v) = v(6au− 3a2)− u(6av − 3a2) = 3a2(u− v) > −gu,v(b).

Now consider the case where both slopes are equal to 1. This is possible if and
only if 0 ≤ b− (u+ v) < b+ u+ v ≤ a. It follows that in this case

gu,v(b) = E Φ′a(b+ uε+ vε′)(uε′ − vε) = 3E (b+ uε+ vε′)2(uε′ − vε) = 0.

A special case results if b = a. Then the slope of the line lb,s equals 1
2 , for

0 < s ≤ a, and hence it does not depend on s. In terms of u and v this corresponds
to the case where 0 < 2v ≤ u+v ≤ a = b. Observe that, since Φ′a(a+s)−Φ′a(a−s) =
6a(a+ s)− 3a2 − 3(a− s)2 = 12as− 3s2, we have

gu,v(b) =EΦ′a(b+ uε+ vε′)(uε′ − vε)

=
1

4
((u− v)(Φ′a(a+ u+ v)− Φ′a(a− u− v))

− (u+ v)(Φ′a(a+ u− v)− Φ′a(a− u+ v)))

=
1

4
(u− v)(u+ v)(−3(u+ v) + 3(u− v)) = −3

2
v(u− v)(u+ v).

Hence in this case we have

gu,v(b) + vΦ′(u)− uΦ′(v) = −3

2
v(u− v)(u+ v) + 3(vu2 − uv2) =

3

2
v(u− v)2 > 0.

Now an elementary geometric argument (or a simple computation) shows that
no other case is possible (besides those we have listed) in which 0 < b < a+ u+ v,
0 < v < u and the lines lb,u+v and lb,u−v are parallel.

Hence the proof of our inequality will be complete once we verify it in the case
where b = 0 and 0 < v < u. Observe that, since Φ′a is an odd function, we have

gu,v(0) = EΦ′a(uε+ vε′)(uε′ − vε) =
1

2
(Φ′a(u+ v)(u− v)− Φ′a(u− v)(u+ v)).
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Put

h(a, u, v) =
1

2
(Φ′a(u+ v)(u− v)− Φ′a(u− v)(u+ v)) + vΦ′a(u)− uΦ′a(v).

Since h(0, u, v) = 0 and h is of class C1, it will suffice if we show that ∂
∂ah(a, u, v) ≥ 0

for a > 0, 0 < v < u.
Note that ∂

∂aΦ′a(x) = 6(x− a)+ for x ≥ 0. Therefore,

1

3

∂

∂a
h(a, u, v) = (u− v)(u+ v − a)+ − (u+ v)(u− v − a)+

+ 2v(u− a)+ − 2u(v − a)+.

If 0 < a ≤ min{u− v, v}, then the above expression is positive, being equal to 2au.
If a ≥ max{u− v, v}, then the expression is nonnegative. Finally, if v < a < u− v,
then the expression equals 2au+ 2u(v− a) = 2uv > 0 and if u− v < a < v, then it
equals 2au+ (u+ v)(u− v− a) = (u+ v+ a)(u− v) > 0. This completes the proof
of the lemma.

Now we are ready to prove the following:

Proposition 4.2. If Φ is an Orlicz function such that Φ′′ is concave in [0,∞),
then for each n ≥ 1 and b, x1, . . . , xn ∈ R one has

E Φ(b+ xε)− Φ(x) ≤ E Φ(b+
n∑
i=1

xiεi)−
n∑
i=1

Φ(xi)

≤ E Φ(b+
x√
n

n∑
i=1

εi)− nΦ(
x√
n

),

where x = (
∑n
i=1 x

2
i )

1/2.

Proof. Both estimates follow easily from the following fact, which is a consequence
of Lemma 4.1. If u, v are subject to the constraint u2 + v2 = r2, then the value
of the expression E Φ(b + uε + vε′) − (Φ(u) + Φ(v)) is an increasing function of v
along every arc of the form u2 + v2 = r2 contained in the region u ≥ v ≥ 0.

Indeed, the derivative of that expression along the vector field −v ∂
∂u + u ∂

∂v is
simply

(−v ∂
∂u

+ u
∂

∂v
)(E Φ(b+ uε+ vε′)− (Φ(u) + Φ(v)))

= E Φ′(b+ uε+ vε′)(uε′ − vε) + vΦ′(u)− uΦ′(v),

which is nonnegative by Lemma 4.1.
Now the lower estimate in Proposition 4.2 can be obtained by induction with

respect to n, provided that the case where n = 2 has been established. So let n = 2.
Since Φ is an even function, we may assume without loss of generality that b ≥ 0.
We put u = max{|x1|, |x2|}, v = min{|x1|, |x2|} and observe that the expression
E Φ(b+ uε+ vε′)− (Φ(u) + Φ(v)) is minimized when v = 0.

To prove the upper estimate we may assume that all the xi’s are nonnegative. If
one of them, say xk, is greater than x/

√
n, then another, say xj , must be less than

x/
√
n. Let

∑′
be the sum extended over {1, 2, . . . , n} \ {j, k}. Using monotonicity

of the expression E Φ(b+uε+vε′)−(Φ(u)+Φ(v)) with u = xk, v = xj and b replaced

by
∑′

xiεi, we can replace our combination
∑
xiεi, by another one

∑
x′iεi, so that

the L2-norm is preserved, but E Φ(
∑
x′iεi) ≥ E Φ(

∑
xiεi) and the number of those
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coefficients xi which are equal to x/
√
n is increased either by 1 or by 2. If not all

of the x′i’s are equal to x/
√
n, then we repeat this procedure. After at most n− 1

applications of the procedure, we must come to the linear combination with all the
coefficients equal to x/

√
n. This completes the proof.

In fact, the above proof shows even more, namely that the function

(x1, . . . , xn) 7→ E Φ(b+
n∑
i=1

√
xiεi)−

n∑
i=1

Φ(
√
xi)

is Schur-concave. Indeed, we have verified Schur’s condition (cf. Theorem 3.A.4 in
[MO]).

Proposition 4.2 yields the following:

Corollary 4.3. If Φ is an Orlicz function such that Φ′′ is concave in [0,∞), then
for each n ≥ 1, b, x1, . . . , xn, y1, . . . , yn ∈ R and t1, . . . , tn ≥ 0 such that

∑n
i=1 ti =

1 and
∑n
i=1 tiy

2
i =

∑n
i=1 x

2
i , one has

n∑
i=1

tiE (Φ(b+ yiεi)− Φ(yi)) ≤ E Φ(b+
n∑
i=1

xiεi)−
n∑
i=1

Φ(xi).

Proof. By the preceding proposition, the right-hand side is greater than or equal
to

E Φ(b+ (
n∑
i=1

tiy
2
i )

1/2ε)− Φ((
n∑
i=1

tiy
2
i )1/2).

The latter number is greater than or equal to the left-hand side, because our as-
sumption on Φ implies that the function φ(s) = EΦ(b +

√
sε)− Φ(

√
s) is concave

(see e.g. Proposition 5.3 below). Hence Jensen’s inequality can be applied.

Remark 4.4. Here is one possible interpretation of Corollary 4.3 that reveals the
extremal character of Rademacher random variables: Suppose that Y1, . . . , Yn are
disjointly supported simple symmetric random variables, and for i = 1, . . . , n, Yi
takes on the values ±yi, each with probability ti/2, and 0 with probability 1 − ti.
Let Xi = xiεi, i = 1, . . . , n, satisfy E

∑n
i=1X

2
i = E

∑n
i=1 Y

2
i ; that is, {xi} satisfy

the relation:
n∑
i=1

tiy
2
i =

n∑
i=1

x2
i .

Then we have

E

{
Φ(b+

n∑
i=1

Yi)−
n∑
i=1

Φ(Yi)

}
≤ E

{
Φ(b+

n∑
i=1

Xi)−
n∑
i=1

Φ(Xi)

}
.

We will also need the following “doubling” estimate:

Proposition 4.5. Let Φ be a 2-convex Orlicz function such that Φ′′ is concave.
Then for nonnegative numbers b and σ we have

EΦ(b+ σε)− Φ(σ) ≤ E Φ(b+
σ√
2

(ε+ ε′))− 2Φ(
σ√
2

).
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Proof. This is immediate from Proposition 4.2. Alternatively, and more simply,
compute the expectation on both sides and move all terms to the right–hand side
to see that the above inequality is equivalent to

Φ(b+
√

2σ) + Φ(b−
√

2σ) + 2(Φ(b)− Φ(b+ σ) − Φ(b− σ))

+ 4(Φ(σ) − 2Φ(
1√
2
σ)) ≥ 0.

The next lemma shows that even stronger inequality holds. Note that, since
Φ(u)/u2 is increasing, Φ(σ) − 2Φ(σ/

√
2) ≥ 0.

Lemma 4.6. Let Φ be as in Proposition 4.5. Then, for all b ≥ 0 and σ ≥ 0,

Φ(b+
√

2σ) + Φ(b−
√

2σ) + 2(Φ(b)− Φ(b+ σ) − Φ(b− σ))

+ 2
√

2(Φ(σ)− 2Φ(
1√
2
σ)) ≥ 0.

Proof. We will prove this lemma by verifying the inequality for the extreme func-
tions Φa, where a > 0 and

Φa(t) = |t|3 − (|t| − a)3
+,

of the cone O2,3 consisting of all 2-convex Orlicz functions Φ such that Φ′′ is concave
and nondecreasing.

Observe first that, thanks to the homogeneity property, Φca(ct) = c3 Φa(t) which
holds for all t ∈ R and each choice of a > 0 and c > 0, we can reduce the number
of the parameters in the inequality. Without loss of generality we will assume that
σ = 1.

The inequality to be proved is therefore Ψ(a, b) ≥ 0, for every a > 0 and b ≥ 0,
where by Ψ(a, b) we have denoted the value of the expression

Φa(b+
√

2) + Φa(b−
√

2) + 2(Φa(b)− Φa(b+ 1)− Φa(b− 1))

+ 2
√

2(Φa(1)− 2Φa(
1√
2

)).

Since 2
√

2Φa(t) = Φ√2a(
√

2t), letting for a, b ≥ 0 and λ > 0

H(a, b, λ) = λ−2(Φa(b+ λ) + Φa(b− λ)− 2Φa(b) + Φ√2a(λ)),

we obtain that the estimate Ψ(a, b) ≥ 0 will follow, as soon as we verify that
H(a, b,

√
2) ≥ H(a, b, 1).

It follows from the homogeneity of the function H that there is a function Ξ such
that, for a, b ≥ 0 and λ > 0, one has

∂

∂λ
H(a, b, λ) = Ξ(

a

λ
,
b

λ
).

Thus in order to prove that H(a, b, λ) is a nondecreasing function of λ it suffices to
verify that Ξ(a, b) ≥ 0 for a, b ≥ 0.

Here is an explicit formula for the function Ξ.

Ξ(a, b) = G(0) + 2G(b)−G(a+ b)−G(a− b)−G(
√

2a),

where G denotes the function on R defined by

G(x) = 3(1− |x|)2
+ − 2(1− |x|)3

+ =

{
1− 3x2 + 2|x|3, if 0 ≤ |x| ≤ 1;

0, otherwise.
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Before we proceed, let us observe that for any real A and all positive λ ≥ |A|
one has

∂

∂λ
(λ−2((λ+A)3 − 2A3

+)) = G(
A

λ
).

The above formula for Ξ can be verified rather easily, if H is decomposed into parts
that allow simple treatment. The following two formulas hold for a, b ≥ 0 and
λ > 0.

∂

∂λ
(λ−2Φ√2a(λ)) =

∂

∂λ

{
3
√

2a− 6λ−1a2 + 2
√

2a3λ−2, if λ >
√

2a ≥ 0,

λ, if 0 < λ ≤
√

2a;

=G(0)−G(

√
2a

λ
),

∂

∂λ
(λ−2(|b+ λ|3 + |b− λ|3 − 2b3)) =

∂

∂λ

{
2λ+ 6b2λ−1 − 2b3λ−2, if λ > b ≥ 0,

6b, if 0 < λ ≤ b,

=2G(
b

λ
).

The next two formulas hold for a, b ≥ 0 and λ > (b− a)+

∂

∂λ
(λ−2((|b− λ| − a)3

+)) =G(
a+ b

λ
),

∂

∂λ
(λ−2((|b+ λ| − a)3

+ − 2(b− a)3
+)) =G(

a− b
λ

).

Finally, if b > a and 0 < λ ≤ b− a, then one has

∂

∂λ
(λ−2((|b− λ| − a)3

+ + (|b+ λ| − a)3
+ − 2(b− a)3

+)) = 0 = G(
a+ b

λ
) +G(

a− b
λ

).

Let us show why the function Ξ is nonnegative for a, b ≥ 0. Observe first that,
since G is of class C1 on its domain (actually it is piecewise polynomial), so is
Ξ. Hence, if we show that Ξ is nonnegative on the “boundary” (its domain is
unbounded), then we will reduce the problem to verifying that Ξ(a, b) ≥ 0 at every
critical point (a, b) of Ξ in the remaining set.

Now observe that G is an even function which is nonincreasing on [0,∞) and
vanishes on [1,∞). Moreover, one has G(1− x) = G(0)−G(x) for 0 ≤ x ≤ 1.

If b ≥ 1 ≥ a ≥ 0, then G(b) = 0 = G(a+b) andG(b−a) ≤ G(1−a) = G(0)−G(a),
hence

Ξ(a, b) ≥ Ξ(a, 1) ≥ G(a)−G(
√

2a) ≥ 0.

If a ≥ 1√
2

and a+ b ≥ 1, then G(a+ b) = 0 = G(
√

2a), and hence

Ξ(a, b) ≥ G(0)−G(b− a) ≥ 0.

If 1
2 ≤ a ≤ a+ b ≤ 1, then 0 ≤ b ≤ 1

2 ≤ a. So

Ξ(a, b) = (G(0)−G(a− b)) + (G(b)−G(a+ b)) + (G(b)−G(
√

2a)) ≥ 0,

since G is nonincreasing on [0,∞). If 0 ≤ a ≤ b ≤ a+ b ≤ 1, then

Ξ(a, b) = 12a2 − 12a2b− 4
√

2a3 ≥ (12− 4
√

2)a3 ≥ 0.

For each (a, b) such that 0 ≤ b ≤ a ≤ 1
2 we have ∂

∂bΞ(a, b) = 12b(b− 2a) ≤ 0, and
hence we infer that Ξ(a, b) ≥ Ξ(a, a) ≥ 0 in this region.
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Therefore the proof that Ξ is nonnegative will be complete if we show that this
function has no local minimum in the open set

Ω = {(a, b) : 0 < a <
1√
2
, 0 < b < 1 < a+ b}.

In fact, the function Ξ has only one critical point in the set Ω; namely, (a, b) =
( 2

21 (5
√

2−1), 2
21 (3
√

2 + 5)). That point is easily seen to be a saddle point of Ξ (the
second order partial derivatives at (a, b) have different signs). This will complete
the proof.

So suppose that (a, b) ∈ Ω is a critical point of Ξ. Recall that G′(x) = 0 if
|x| ≥ 1, and G′(x) = 6x(|x| − 1) if |x| ≤ 1. The partial derivatives of Ξ at (a, b) are

∂

∂a
Ξ(a, b) =−G′(a+ b)−G′(a− b)−

√
2G′(
√

2a) = 0,

∂

∂b
Ξ(a, b) =2G′(b)−G′(a+ b) +G′(a− b) = 0.

Since (a, b) ∈ Ω, we have G′(a + b) = 0. Thus the equations for the critical point
yield

−G′(a− b)−
√

2G′(
√

2a) = 0, 2G′(b) +G′(a− b) = 0.

It follows that G′(a− b) = −2G′(b) > 0, and hence −1 < a− b < 0, so that

G′(a− b) = 6(a− b)(b− a− 1).

Since G′(b) = 6(b − b2) and G′(
√

2a) = 6(
√

2a − 2a2), the relation 2G′(b) =√
2G′(
√

2a) implies that

b− b2 = a−
√

2a2.

Analogously, the condition ∂
∂bΞ(a, b) = 0 yields 2(b2− b)+(−(a− b)2− (a− b)) = 0,

i.e.,

b2 + 2ab− a2 − a− b = 0.

Combining this with the equation b−b2 = a−
√

2a2, we obtain (
√

2−1)a2+2ab−2a =
0. Since a > 0, this yields a linear equation

1

2
(
√

2− 1)a+ b = 1.

Using this we obtain that a−
√

2a2 = (1− b)b = 1
2 (
√

2− 1)ab which, after dividing
both sides by the positive number a, yields another linear equation, namely

√
2a+

1

2
(
√

2− 1)b = 1.

Solving the two linear equations we obtain a = 2
21 (5
√

2− 1) and b = 2
21 (3
√

2 + 5).
This completes the proof of Lemma 4.6.

5. Extremal problem for Rosenthal’s inequality

In this section we discuss an extremal problem that allows us to find the ex-
act values of the constant Dp in Rosenthal’s inequality for sums of independent,
symmetric random variables:

Mp({Xi}) ≤ ‖
∑

Xi‖p ≤ DpMp({Xi}),
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where

Mp({Xi}) = max

{(∑
‖Xi‖22

)1/2

,
(∑

‖Xi‖pp
)1/p

}
.

We are also interested in a more general formulation: Given a 2-convex Orlicz
function Φ and positive constants c1 and c2, find

sup
{
E Φ(

∑
Xj) :

∑
E Φ(Xj) ≤ c1,

∑
EX2

j ≤ c2
}
.

As mentioned in the introduction, we consider a related extremal problem (and
we will show the relationship between these problems in Section 6): For an Orlicz
function Φ and positive numbers σ1, . . . , σn, find

sup

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj)

 ,

where the supremum is taken over all sequences {Xj : j = 1, . . . , n} of independent
symmetric random variables with E Φ(Xj) < ∞ and EX2

j = σ2
j , 1 ≤ j ≤ n.

More precisely, we shall characterize (under natural, rather weak, assumptions on
Φ) those Φ such that, for each choice of n and positive numbers σ1, . . . , σn, the
solution of the above problem is given by appropriate multiples of Rademacher
random variables; that is, that we have

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj) ≤ E Φ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj).(∗)

Note that we do not fix
∑n
j=1 EΦ(Xj) in advance. This is in contrast with Utev

[U2], who found the best value of Dp for p ≥ 4 by solving the following extremal
problem: Given positive numbers A and D and a sequence of independent symmet-
ric random variables (Xi) such that∑

‖Xi‖22 ≤ D2 and
∑
‖Xi‖pp ≤ A,

maximize ‖
∑
Xi‖p.

It turns out that the solution of the latter problem is given by the Lp–norm
of a multiple of a symmetrized Poisson random variable with both constant of
multiplication and parameter depending on A and D. For an announcement of the
results contained in [U2]; see [U1]. For p an even integer the question was settled
in [PU].

In order to formulate a necessary condition on Φ, we put for b, t ≥ 0

Θb(t) = E εΦ(b+
√
t ε )− Φ(

√
t).

Lemma 5.1. Assume that Φ is an even function on R such that Φ(0) = 0 and (∗)
holds for n = 2, whenever X1 is 2-valued and X2 is k-valued with k ≤ 4. Then, for
every b ∈ R+, the function Θb is concave on R+.

Proof. Fix nonnegative numbers b, a1, a2, x1, x2 such that a1 + a2 = 1 and x1 6= x2.
We shall verify that a1Θb(x1) + a2Θb(x2) ≤ Θb(a1x1 + a2x2).

Put σi =
√
xi for i = 1, 2 and let σ2 = a1σ

2
1 + a2σ

2
2 , σ ≥ 0. Let X1 = b ε and let

X2 be a symmetric random variable independent ofX1 such that P (|X2| = σi) = ai,
i = 1, 2. Observe that EX2

2 = a1σ
2
1 + a2σ

2
2 = σ2, E Φ(X1) = Φ(b) and

a1Θb(x1) + a2Θb(x2) = E Φ(X1 +X2)−E Φ(X2),
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Θb(a1x1 + a2x2) = Θb(σ
2) = E Φ(b ε + σ ε ′)−EΦ(σ ε ′).

Thus the inequality a1Θb(x1)+a2Θb(x2) ≤ Θb(a1x1 +a2x2) follows easily from (*).
This proves the lemma.

Conversely, assuming that the continuous even function Φ is bounded from below,
it is easy to see that, if Θb(t) is concave for every b ∈ R+, then the estimate
(*) holds. Indeed, if the function Θb(t) is concave for every b ∈ R+, then, for
all independent, symmetric random variables Y and X such that E Φ(X) < ∞,
E Φ(Y ) <∞ and EX2 = σ2 <∞, we have

E Φ(Y +X)−E Φ(X) ≤ E Φ(Y + σ ε )− Φ(σ).

Therefore, if {Xi : i = 1, . . . , n} are independent symmetric random variables
satisfying EΦ(Xi) <∞ and EX2

i = σ2
i , i = 1, . . . , n, then we have

E Φ

( n∑
j=1

Xj

)
−

n∑
j=1

E Φ(Xj)

=E Φ

(n−1∑
j=1

Xj +Xn

)
−E Φ(Xn)−

n−1∑
j=1

E Φ(Xj)

≤E Φ

(n−1∑
j=1

Xj + σn ε n

)
− Φ(σn)−

n−1∑
j=1

E Φ(Xj)

=E Φ

(n−2∑
j=1

Xj + σn ε n +Xn−1

)
−E Φ(Xn−1)−

n−2∑
j=1

E Φ(Xj)− Φ(σn)

≤ · · ·

≤E Φ

( n∑
j=1

σj ε j

)
−

n∑
j=1

Φ(σj).

Our next goal is to find a verifiable characterization of even functions Φ for which
the function

Θb(t) = E εΦ(b+
√
t ε )− Φ(

√
t),

is concave on R+ for every b ∈ R+. We will show that, if Φ is continuous and
bounded from below, then the latter property is equivalent to the condition that
Φ′′(
√
t) is concave and nonnegative on R+. In particular, it will follow that Φ must

then be a 2-convex Orlicz function (cf. Lemma 5.8 below). This will complete the
proof of the following:

Theorem 5.2. Let Φ be a continuous, even, bounded from below function on R.
Then the inequality

E Φ(
n∑
j=1

Xj)−
n∑
j=1

E Φ(Xj) ≤ EΦ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj),

holds for all sequences (Xj) of independent symmetric random variables such that
E Φ(Xj) < ∞ and EX2

j = σ2
j if and only if Φ is of class C2 and the function

t→ Φ′′(
√
t) is concave and nonnegative on R+.
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Before passing to the proof, let us remark that the above theorem solves the
extremal problem with σ1, . . . , σn fixed, rather than having σ = (

∑
σ2
i )1/2 fixed, as

in Utev’s formulation of the extremal problem concerning Rosenthal’s inequality.
Nonetheless, as will be seen in two subsequent sections, in the two cases in which
we will identify the constant in the generalized form of Rosenthal inequality, the
constant will depend only on σ and

∑
EΦ(Xj). Let us also remark that within

the class Φ(t) = |t|p, p > 0, the assumption that Φ′′(
√
t) is concave is equivalent to

2 ≤ p ≤ 4. On the other hand, the examples Φ(t) = −t2k where k = 1, 2, . . . , show
that there is a reason to make the assumption that infx Φ(x) > −∞.

In view of the discussion preceding the statement of Theorem 5.2, in order to
complete the proof it suffices to show that the conditions:

(a) Θb(t) = E εΦ(b+
√
t ε )− Φ(

√
t), is concave on R+ for every b ∈ R+, and

(b) the function t→ Φ′′(
√
t) is concave on R+

are equivalent. We first prove

Proposition 5.3. Let Φ be an even function on R. Given b > 0, consider the
following conditions:

(i) the function x 7→ Φ(b+
√
x) + Φ(b−

√
x)− 2Φ(

√
x) is concave in [0,∞).

(ii) the function x 7→ 1
x (Φ′(b+x)−Φ′(b−x)−2Φ′(x)) is nonincreasing in (0,∞).

(iii) for each x > 0 one has

x(Φ′′(b+ x) + Φ′′(b− x)− 2Φ′′(x)) − (Φ′(b+ x)− Φ′(b− x) − 2Φ′(x)) ≤ 0.

(iv) the function x 7→ Φ′′(
√
x) is concave and nonnegative in [0,∞).

Then

(iv)⇒ (iii)⇒ (ii)⇒ (i).

Proof. Only the implication (iv) ⇒ (iii) needs a proof. We will make use of the
extreme rays for the cone defined by (iv) [cf. Lemma 2.2(b)].

We should check that the following function Ψ(x, b) is nonpositive for x, b ≥ 0.

Ψ(x, b) = x(Φ′′(b+ x) + Φ′′(x− b)− 2Φ′′(x)) − (Φ′(b+ x) + Φ′(x− b)− 2Φ′(x)).

By Lemma 2.2 (b), it will suffice if we do this in the case where Φ = Φa for some
0 < a <∞ is an extreme element of the cone of those Orlicz functions Φ such that
the Φ′′(

√
x) is concave on [0,∞). (Once this is known, the two missing cases, where

Φ(x) = x2, and Φ(x) = x4 can either be checked directly or obtained in the limit
as a tends to 0 or to ∞).

Thus 0 < a <∞ is fixed and we have for x ≥ 0

Φ(x) = x4 − (x− a)3
+(3a+ x),

and hence

Φ′′(x) = 12 min{x2, a2}, Φ′(x) = min{4x3, a2(12x− 8a)}.
Then for each b ≥ 0 and every x ≥ 0 one has

Ψ(x, b) ≤ max{Ψ(0, b),Ψ(a+ b, b)} = max{0, 0} = 0.

The last inequality requires some explanation. Observe that, using the formula

∂

∂x
Ψ(x, b) = x (Φ′′′(b+ x)− Φ′′′(b− x)− 2Φ′′′(x))

which is valid for x ∈ [0,∞) \ {|a− b|, a+ b}, we obtain
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1

24x

∂

∂x
Ψ(x, b) =

{
b+ x, b+ x < a,

0, b+ x > a,
+

{
x− b, |x− b| < a,

0, |x− b| > a,
−
{

2x, x < a,

0, x > a,

=

{
x− b > 0, max{a, b} < x < a+ b,

≤ 0, otherwise.

If b ≥ 0 is fixed, then the continuous function x 7→ Ψ(x, b) is increasing in the
interval (max{a, b}, a + b) and nonincreasing in the complement of that interval.
This proves our inequality for the case where Φ is an extreme element.

To complete the proof of Theorem 5.2 we will prove the following:

Proposition 5.4. Let Φ be a continuous, even, bounded from below function on R
that satisfies condition (i) of Proposition 5.3 for every b > 0. Then Φ′′ is continuous
and nonnegative on R and the function x 7→ Φ′′(

√
x) is concave in [0,∞).

We will need the following four lemmas.

Lemma 5.5. Let h be a positive continuous function defined in an open interval
(a, b) ⊆ R. Suppose that f is a nonincreasing function in (a, b), and the function
hf is nondecreasing in (a, b). Then the function f is continuous in (a, b).

Proof. Let x ∈ (a, b). Then, since f(x) ≥ limt→x+0 f(t) and

h(x)f(x) ≤ lim
t→x+0

h(t)f(t) = h(x) lim
t→x+0

f(t),

we have f(x) = limt→x+0 f(t). The proof that f(x) = limt→x−0 f(t) is similar.

Lemma 5.6. Let h1, h2 be positive continuous functions defined in an open inter-
val (a, b) ⊆ R. Let f1, f2, . . . be a sequence of real-valued functions that converges
pointwise in (a, b) to a real-valued function f0. Suppose the fi’s are twice differen-
tiable in (a, b), and for every i = 1, 2, . . . the function h1f

′′
i is nonincreasing and

the function h2f
′′
i is nondecreasing in (a, b). Then the function f0 is twice differ-

entiable in (a, b) and f ′′0 is continuous. Moreover, the sequence (f ′′i ) converges to
f ′′0 almost uniformly in (a, b).

Proof. Observe first that f ′′i is continuous in (a, b) for every i = 1, 2, . . . . This
follows by applying the previous lemma with f = h1f

′′
i and h = h2/h1.

Note that the sequence f ′′i (x) is bounded for each x ∈ (a, b). Indeed, let x0 ∈
(a, b). We will show that supi f

′′
i (x) < ∞ (the proof that infi f

′′
i (x) > −∞ is

analogous). Fix x1 ∈ (a, x0). Observe that for each i there is ξi ∈ (x1, x0) such
that

fi(x1) + fi(x0)− 2fi(
x1 + x2

2
) =

1

4
(x1 − x0)2f ′′i (ξi).

Then the left-hand side is bounded by a constant, say M , because the sequence
(fi) is pointwise convergent. Hence we can estimate

f ′′i (x0)h1(x0) ≤ f ′′i (ξi)h1(ξi) ≤ 4M(x1 − x0)−2 sup{h1(x) : x ∈ [x1, x0]}.
Hence, using Helly’s theorem, we can extract a subsequence (ni) of the indices such
that the limit

j(x) = lim
i→∞

f ′′ni(x)h1(x)
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exists for each x ∈ (a, b). Again it follows from the previous lemma that the
function j is continuous in (a, b). Using the continuity and monotonicity of the
functions j and f ′′ni(x)h1(x), i = 1, 2, . . . , we obtain easily that the convergence
f ′′ni(x)h1(x)→ j is almost uniform on (a, b).

It is now clear that the sequence f ′′ni(x) converges almost uniformly to the func-
tion k(x) = j(x)/h1(x). It follows that the limit f0 of the sequence fi is twice
differentiable, its second derivative being the continuous function k.

Since every subsequence of the original sequence (fi) has a subsequence, say (fki),
such that limi→∞ f

′′
ki

(x) = f ′′0 (x), for each x ∈ (a, b), it follows that limi→∞ f ′′i (x) =
f ′′0 (x), for each x ∈ (a, b), and that the convergence is almost uniform.

Lemma 5.7. Let Φ be an even function on R that satisfies condition (i) of Proposi-
tion 5.3 for b = bi, i = 1, 2, . . . , where (bi) decreases to 0. If Φ is twice differentiable
in (0,∞), then the function x 7→ Φ′′(

√
x) is concave in (0,∞).

Proof. Since a pointwise limit of concave functions is concave, it suffices to notice
that for x > 0 one has

Φ′′(
√
x) = lim

i→∞

1

b2i

(
Φ(
√
x+ bi) + Φ(

√
x− bi)− 2Φ(

√
x)
)
.

Lemma 5.8. Assume that Φ is a twice differentiable, even function on R such that
Φ(0) = 0 and Φ′′ is nondecreasing on R+. Then Φ is a 2-convex Orlicz function.

Proof. We should verify that the function t 7→ Φ(
√
t) is convex. Observe that

Φ′(0) = 0, because Φ is even. Thus, if x > 0, then Φ′(x) =
∫ x

0
Φ′′(u) du ≤ xΦ′′(x).

Using this, it is routine to verify that the second derivative of the function t 7→
Φ(
√
t) is nonnegative on R+.

Proof of Proposition 5.4. We may and do assume that Φ(0) = 0. Let φ be a non-
negative C2 function on R such that φ(x) = 0 if |x| > 1

2 and
∫
R φ(x) dx = 1. Put

for x ∈ R and n = 1, 2, . . .

Φn(x) =

∫
R+

nφ(n(u− 1))Φ(
x

u
)
du

u
.

Clearly, the Φn’s are even functions that have two continuous derivatives in (0,∞)
and are bounded from below. Since Φ is continuous, it is clear that limn→∞ Φn(x) =
Φ(x) for x ∈ R.

Note that, when we prove that the function x 7→ Φ′′n(
√
x) is concave in (0,∞),

it will follow that Φ′′n(x) ≥ 0 for x > 0. Indeed, otherwise we would have for
some A,B, x0 > 0 that Φ′′n(

√
x) ≤ A− Bx for x ≥ x0.The latter inequality means

that Φ′′n(u) ≤ A − Bu2 for u ≥ √x0. By integrating twice, we would infer that
limx→∞Φn(x) = −∞, while we know that Φn is bounded from below.

Observe that the Φn’s satisfy condition (i) of Proposition 5.3 for every b > 0.
Indeed, one has

Φn(b+
√
x) + Φn(b−

√
x)− 2Φn(

√
x) =

∫
R+

nφ(n(u− 1))Ψ(x, u)
du

u
,

where

Ψ(x, u) = Φ(
b

u
+

√
x

u2
) + Φ(

b

u
−
√

x

u2
)− 2Φ(

√
x

u2
).
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By our assumption, for every u > 0 the function Ψ(·, u) is concave in [0,∞). It
follows that Φn satisfies condition (i) for every b > 0.

Using Lemma 5.7, we obtain that Φ′′n(
√
x) is concave in (0,∞). Hence Φ′′n is

nondecreasing in (0,∞), while the function x 7→ x−2Φ′′n(x) is nonincreasing, because
so is x 7→ 1

xΦ′′n(
√
x). By Lemma 5.6, this proves that Φ is of class C2 in (0,∞).

In order to complete the proof of Proposition 5.4 and thus also of Theorem 5.2 it
remains to verify that Φ is of class C2 on R.

Observe that, by Lemma 5.8, each Φn is a 2-convex Orlicz function. It follows
that Φ = limn Φn is a 2-convex Orlicz function too.

Now we can show that Φ′(0) exists and equals 0. Let us write c = limt→+0 Φ(t)/t.
Clearly, c ≥ 0. Since Φ is even, it suffices to show that c = 0. To this end observe
that for x ∈ R one has lims→+0 s

−1Φ(sx) = c|x|. Since for every s > 0 the function
x 7→ s−1Φ(sx) satisfies property (i) for every b > 0, so does the limit of those
functions as s tends to 0, i.e., the function x 7→ c|x|. Now, if one had c > 0, then
it would follow that the function x 7→ |x| has property (i) for each b > 0, which is
obviously false. Consequently, Φ′(0) = 0, and hence Φ is differentiable everywhere
on R. Since the derivative Φ′ has the Darboux property and is nondecreasing, it
follows that Φ′ is continuous on R.

It follows that the function Φ′ is convex in [0,∞), because Φ′′ is a nondecreasing
function in (0,∞) (being concave and nonnegative). Hence the function x 7→ 1

xΦ′(x)
is nondecreasing and nonnegative in (0,∞), so it has a limit at 0. Since Φ′ is
odd, this implies that Φ′′(0) exists. Again, using the Darboux property and the
monotonicity of Φ′′ in [0,∞), we obtain that the function Φ′′ is continuous at 0,
which completes the proof that Φ′′ is continuous on R and that Φ′′(

√
x) is concave

in [0,∞).

Now, given the solution to the extremal problem associated with Rosenthal’s
inequality we would like to identify the best constants in this inequality, and we
would like to work in the context of Orlicz functions Φ. In order to do that, we will
need additional assumptions on Φ. As we will show in the next two sections, the
sufficient condition is that Φ′′ is either convex or concave. Let us remark that in
the case of power functions and 2 ≤ p ≤ 4 the above conditions on Φ are equivalent
to 3 ≤ p ≤ 4 and 2 ≤ p ≤ 3, respectively. This, combined with Utev’s result for
p > 4, provides a complete solution to the question of the best possible constants
in Rosenthal’s inequality for all p, 2 ≤ p < ∞. We will treat those two cases in
separate sections, and we begin with the easier case where Φ′′ is convex.

6. Upper bound for the constant in Rosenthal’s inequality:

Φ′′ convex

Through this section we will assume that our Orlicz function Φ ∈ O2,4 has the

property that Φ′′ is convex. Therefore, using Lemma 5.8, we infer that Φ(
√
t) is

convex, so that there exists a finite limit

G = lim
t→0

Φ(t)

t2
=

1

2
Φ′′(0),

and the function t → Φ(t) −Gt2 is increasing. Using the solution to the extremal
problem we will obtain the best constant in the generalized version of Rosenthal’s
inequality. We will prove the following:
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Theorem 6.1. Let Φ be an Orlicz function such that Φ′′ is convex and Φ′′(
√
t) is

concave. Let (σj) be a sequence of nonnegative numbers such that
∑
σ2
j <∞. Then

for all sequences (Xn) of independent symmetric random variables with EX2
j = σ2

j

the following inequality is true:

EΦ(
n∑
j=1

Xj) ≤
n∑
j=1

E Φ(Xj) +E Φ(σg)−Gσ2,

where g is a standard Gaussian random variable, and σ2 =
∑
σ2
j .

Proof. Since Φ′′(
√
t) is concave, by Theorem 5.2 we have that

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj) ≤ E Φ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj).

Since Φ′′ is convex, Theorem 1.1 implies that

EΦ(
n∑
j=1

σj ε j) ≤ E Φ(
n∑
j=1

σjgj) = E Φ(σg),

where (gj) is a sequence of independent, standard Gaussian random variables.
Moreover, we have Φ(σi)/σ

2
i ≥ G, if σi > 0. Combining these estimates, we obtain

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj) ≤ E Φ(σg)−
n∑
j=1

Φ(σj) ≤ E Φ(σg)−Gσ2.

This completes the proof.

When specified to power functions, the assumptions about Φ force p to satisfy
3 ≤ p ≤ 4. Let us note, however, that in the course of the proof of Theorem 6.1 we
have not really used the full strength of Theorem 1.1 but just the fact that

E Φ(
∑

σjεj) ≤ E Φ(
∑

σjgj).

Thus, the above inequality and Theorem 1.1 suffice to obtain a sharp version of
Rosenthal’s inequality. In particular, Haagerup [H] proved that

E |
∑

σjεj|p ≤ E |
∑

σjgj |p

holds for all 2 ≤ p <∞. Hence, we obtain

Corollary 6.2. Let 2 ≤ p ≤ 4. Let c1, c2 be two positive constants. Then

sup

E |
n∑
j=1

Xj |p :
n∑
j=1

E |Xj |p ≤ c1,
n∑
j=1

EX2
j ≤ c2

 ≤ c1 + ‖g‖ppc
p/2
2 .

It should be stressed, however, that the proof of Haagerup’s result for 2 < p < 3
is difficult. Therefore, in the next section we will provide a different, not relying on
Haagerup’s result, proof of a sharp version of Rosenthal’s inequality.

Remark 6.3. Suppose that
∑n
j=1 EΦ(Xj) ≤ c1 and

∑n
j=1 EX

2
j ≤ c2. Then, The-

orem 6.1 implies that

E Φ(
n∑
j=1

Xj) ≤
n∑
j=1

E Φ(Xj) + EΦ(σg)−Gσ2

≤c1 +E Φ(
√
c2g)−Gc2,
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since the function E Φ(σg)−σ2G is increasing in σ. If c1− c2G < 0 then the right–

hand side can be replaced by E Φ(
√
c1/Gg). Indeed, the inequality Gt2 ≤ Φ(t)

implies that

σ2G = G
∑

EX2
j ≤

∑
E Φ(Xj) ≤ c1.

Whence, σ ≤
√
c1/G, so that

E Φ(σg)− σ2G+
∑

E Φ(Xj) ≤E Φ(
√
c1/Gg)− c1

G
G+

∑
E Φ(Xj)

≤E Φ(
√
c1/Gg)− c1 + c1 = E Φ(

√
c1/Gg).

Therefore, under the above constraints on
∑
EX2

j and
∑
E Φ(Xj) we have that

E Φ

 n∑
j=1

Xj

 ≤ {c1 +EΦ(
√
c2g)−Gc2, if c1 − c2G ≥ 0;

E Φ(
√
c1/Gg), if c1 − c2G < 0.

As we will see in Section 8 below the above estimate is sharp.

7. Upper bound for the constant in Rosenthal’s inequality:

Φ′′ concave

In this section we will obtain an analog of Theorem 6.1 under the assumption
that our Orlicz function Φ has the property that Φ′′ is concave. Here we do not
have the minimality property of Rademacher functions (Theorem 1.1), so that the
method used in the last section does not carry over. Instead, we will rely on
estimates for Rademacher functions proved in Section 4. Of course, the solution
of the extremal problem of Section 5 is again crucial. Note that the assumption
Φ′′ – concave automatically implies that Φ′′(

√
·) is concave, so that Theorem 5.2

applies. Before stating the theorem, let us note, that under our assumption on Φ
there exists a finite limit

G = lim
t→0

Φ(t)

t2
=

1

2
Φ′′(0).

Also, since the function Φ′′ is nondecreasing, so is t→ Φ(t)− t2G. Here is the main
result of this section:

Theorem 7.1. Let Φ be an Orlicz function such that Φ′′ is concave. Let (σj) be
a sequence of nonnegative numbers such that

∑
σ2
j < ∞. Then, for all sequences

(Xn) of independent symmetric random variables with EX2
j = σ2

j the following
inequality is true:

EΦ(
n∑
j=1

Xj) ≤
n∑
j=1

E Φ(Xj) +E Φ(σg)−Gσ2,

where g is a standard Gaussian random variable, and σ2 =
∑
σ2
j .

Proof. Since Φ′′(
√
t) is concave, by Theorem 5.2 we have that

E Φ(
n∑
j=1

Xj)−
n∑
j=1

EΦ(Xj) ≤ E Φ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj).
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In order to estimate the latter quantity we will use the following estimate

E Φ(b+ σε)− Φ(σ) ≤ E Φ(b+
σ√
2

(ε+ ε′))− 2Φ(
σ√
2

),

which holds for each b ≥ 0 and each σ ≥ 0 (see Proposition 4.5).

Using repeatedly the above estimate and the Central Limit Theorem, we obtain

E Φ(b+ σε)− Φ(σ) ≤ E Φ(b+ σg)− lim
n→∞

2nΦ(
σ

2n/2
) = E Φ(b+ σg)− σ2G.

Now, by Fubini’s theorem one can easily conclude as follows:

E Φ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj ε j)

=E Φ(
n−1∑
j=1

σj ε j + σn ε n)− Φ(σn ε n)−
n−1∑
j=1

Φ(σj ε j)

≤E Φ(
n−1∑
j=1

σj ε j + σngn)− σ2
nG−

n−1∑
j=1

Φ(σj ε j)

≤ . . .

≤E Φ(
n∑
j=1

σjgj)−
n∑
j=1

σ2
jG

=E Φ(σg)− σ2G.

Combining the above estimates we obtain the desired inequality. This completes
the proof.

Remark 7.2. 1. When specified to power functions, the assumption that Φ′′ is
concave means that 2 ≤ p ≤ 3. Assuming that p 6= 2, we have then G = 0
and thus we get

E |
n∑
j=1

Xj |p ≤
n∑
j=1

E |Xj |p + ‖g‖pp

 n∑
j=1

σ2
j

p/2

.

This gives an alternative proof of the part of Corollary 6.2 dealing with the
case 2 ≤ p ≤ 3. One advantage of this argument is that it the bypasses
difficult Haagerup result for 2 < p < 3.

2. An alternative proof of Theorem 7.1 based on Proposition 4.2 rather than
Proposition 4.5 can be given, too. Indeed, after applying Theorem 5.2 at the
beginning of the proof one can use Proposition 4.2 to write

E Φ(
n∑
j=1

σj ε j)−
n∑
j=1

Φ(σj)

≤E Φ

 σ√
n

n∑
j=1

ε j

− nΦ

(
σ√
n

)
→ E Φ(σg)− σ2G,

as n→∞, by the Central Limit Theorem.

We will show in the next section that the estimate of Theorem 7.1 is sharp.
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8. A lower bound

In this section we will exhibit an example showing the sharpness of the estimates
obtained in Theorems 6.1 and 7.1, and Corollary 6.2. Recall that the conditions
imposed on the Orlicz function Φ in either of these theorems imply that there exists
a finite limit G = limt→0 t

−2Φ(t). Here we let more generally

G = lim inf
t→0

t−2Φ(t).

Proposition 8.1. Let Φ be a 2-convex Orlicz function and suppose that

lim sup
t→∞

t−2Φ(t) =∞.

Then, for c1, c2 > 0,

sup
{
E Φ(

n∑
i=1

Xi) :
n∑
i=1

E Φ(Xi) ≤ c1 and
n∑
i=1

EX2
i ≤ c2, n ∈N

}
=

{
E Φ(

√
c2g)− c2G+ c1, if c1 − c2G ≥ 0;

E Φ(
√

c1
G ), if c1 − c2G < 0.

Therefore, if Φ satisfies our sufficient conditions of Sections 6 or 7, then the
above number is the exact value of the Rosenthal’s constant for Φ.

Proof. Consider first the case where Φ(t) = |t|p for some p > 2. Of course, in this
case G = 0.

Let c be a fixed number, 0 < c <
√
c2. For a positive integer n and positive con-

stants µ = µn ≤ n, γ = γn to be specified later, we define independent symmetric
random variables X1, . . . , X2n by the formulas

Xi =
c√
n
εi, Xn+i = γ εn+i 1

A
(n)
i
,

for i = 1, . . . , n, where A
(n)
1 , . . . , A

(n)
n are independent sets of measure µ/n which

are independent of the Rademacher functions ε1, . . . , ε2n.
Clearly, one has for any r > 0

2n∑
i=1

E |Xi|r = crn1− r2 + γrµ.

We choose µ and γ so that
∑2n
i=1 E |Xi|p = c1, and

∑2n
i=1E |Xi|2 = c2. This leads

to equations

γ2µ = c2 − c2, γpµ = c1 − cpn1−p2 .

Thus we obtain

γp−2
n =

c1 − cpn1−p2

c2 − c2
, µn =

c2 − c2
γ2
n

.
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By the cotype property of the function Φ(t) = |t|p, where p ≥ 2, we have

E |
2n∑
i=1

Xi|p ≥E |
n∑
i=1

Xi|p +
2n∑

i=n+1

E |Xi|p

=cpE | 1√
n

n∑
i=1

εi|p + γpnn
µn
n

=cpE | 1√
n

n∑
i=1

εi|p + γpnµn.

Writing now Xi = X
(n,c)
i for i = 1, . . . , 2n and letting n tend to infinity, we obtain

lim inf
n→∞

E |
2n∑
i=1

X
(n,c)
i |p ≥ cpE |g|p + lim

n→∞
γpnµn = cpE |g|p + c1.

Since c can be chosen arbitrarily close to
√
c2, this proves our lower estimate in the

case where Φ(t) = |t|p for some p > 2.
Now let Φ be an Orlicz function. Suppose first that c1 − c2G ≥ 0. Consider the

following system of inequalities

c2 + µγ2 ≤ c2, nΦ(
c√
n

) + µΦ(γ) ≤ c1, 0 < µ ≤ n.

Given a positive solution (c, γ, µ, n) of this system, define a sequence X1, . . . , X2n

of independent symmetric random variables by the same formulas as before in the
case Φ(t) = |t|p. Clearly, this sequence will satisfy the constraints

2n∑
i=1

EX2
i ≤ c2,

2n∑
i=1

E Φ(Xi) ≤ c1.

If n is large enough, then by the Central Limit Theorem we will have

E Φ(
2n∑
i=1

Xi) ≥E Φ(
n∑
i=1

Xi) +
2n∑

i=n+1

E Φ(Xi) = E Φ(
c√
n

n∑
i=1

ε i) + nΦ(γ)
µ

n

=E Φ(
c√
n

n∑
i=1

ε i) + µΦ(γ) ≈ E Φ(cg) + µΦ(γ).

Now, with c <
√
c2 being as close to

√
c2 as one wants, a suitable choice of n

will assure that nΦ( c√
n

) ≈ c2G. If lim supt→∞Φ(t)/t2 = ∞, then a large γ can

be chosen so that the ratio Φ(γ)/γ2 is greater than (c1 − c2G)/(c2 − c2). Finally,
µ is assigned a small value such that both inequalities in the system are satisfied
and the second one is close to being equality. In this situation, one obtains that
µΦ(γ) ≈ c1 − c2G.

The case where c1 − c2G < 0 is much easier, because we may simply take γ =
µ = 0 and let c =

√
nΦ−1(c1/n) ≈

√
c1/G. This proves our statement.

9. Remarks

We conclude this paper by exhibiting some negative results showing limitations
of some of our arguments. Probably the most intriguing question concerns Orlicz
functions for which the minimality of Rademacher functions (or at least domination
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of Rademachers by Gaussian variables) holds. Our first example shows that the
condition that Φ′′ is concave is not enough.

Remark 9.1. Let X =
∑n
i=1 σiεi be a linear combination of Rademacher functions.

If

EX2 = σ2, E |X | < σE |g| =
√

2

π
σ,

and Φa(x) = |x|3 − (|x| − a)3
+, then E Φa(X) > E Φa(σg) for sufficiently small

a > 0.

This means that the exact analog of Khintchine’s inequality fails for some Orlicz
functions Φ such that Φ′′(x) is concave in [0,∞). We prove it using the following
Taylor expansion.

If Y is a random variable such that E Y 2 <∞, then for a > 0 one has

E Φa(Y ) = a3 − 3a2E |Y |+ 3aE Y 2 + ρ(a), 0 ≥ ρ(a) ≥ −a3,

which implies that for small a > 0 one has

E Φa(X)−E Φa(σg) = 3a2(E |σg| −E |X |) +O(a3).

The latter expression is clearly positive for sufficiently small a > 0. Taylor’s formula
for E Φa(Y ) is a consequence of the following easily verifiable identity valid for a > 0
and every real x

Φa(x) = 3ax2 − 3a2|x|+ a3 − (a− |x|)3
+.

If it were true that for 0 < b, σ <∞ one had the estimate

E Φ(b+ σε) ≤ E Φ(b+ σg) + Φ(σ),

for all Orlicz functions Φ such that Φ′′(
√
x) is concave in [0,∞), then Rosenthal’s

inequality would follow easily. However, the above estimate fails, even in a weaker
form. Namely, we have

Remark 9.2. Let a > 0 and let Φa(x) = x4 for x ∈ [−a, a], Φa(x) = 6a2x2−8a3|x|+
3a4 for |x| > a. If C is any positive constant, then for every a > 0 one has

E Φa(a+ σε)−E Φa(a+ σg) > CΦa(σ),

if σ > 0 is sufficiently small.
Again this is proved using a suitable Taylor expansion. A homogeneity argument

shows that it suffices to consider the case where a = 1. Put

f(σ) = E Φ1(1 + σg)−E Φ1(1 + σε).

Write ρ(x) = x4 − Φ1(x), so that ρ(x) = (|x| − 1)3
+(3 + |x|). If Y is a symmetric

random variable such that E Y 4 <∞, one has for σ > 0

E Φ1(1 + Y ) = E (1 + Y )4 −E ρ(1 + Y ) = 1 + 6E Y 2 +E Y 4 −E ρ(1 + Y ),

which implies that

f(σ) = σ4(E g4 − 1)−E ρ(1 + σg) +E ρ(1 + σε).

Now if 0 ≤ σ ≤ 1, then E ρ(1 + σε) = 1
2ρ(1 + σ) = 1

2σ
3(4 + σ), and

E ρ(1 + σg)1g>0 = E (4σ3g3 + σ4g4)1g>0 = 2σ3E |g|3 +
1

2
σ4E |g|4,
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while E ρ(1 + σg)1g≤0 = o(σ4) as σ tends to 0. Therefore

f(σ) =2σ4 +
1

2
σ3(4 + σ)− (2σ3E |g|3 +

1

2
σ4E g4 + o(σ4))

=− 2(E |g|3 − 1)σ3 + σ4 + o(σ4).

This proves our claim, because E |g|3 > 1 = E g2 and Φ1(σ) = σ4 for σ ∈ [−1, 1].

We close by observing that the assumption about concavity of Φ′′ in Lemma 4.6
cannot be weakened to concavity of the function t→ Φ′′(

√
t).

Remark 9.3. There exist Orlicz functions Φ of class C2 such that Φ′′(
√
x) is concave

in [0,∞) and yet there is no C <∞ so that for all b,x ≥ 0

Φ(b+
√

2x) + Φ(b−
√

2x) + 2(Φ(b)− Φ(b+ x) − Φ(b− x))

+ C(Φ(x) − 2Φ(
1√
2
x)) ≥ 0,

i.e., for those Φ no choice of a positive constant C will make the inequality of
Lemma 4.6 true for Φ. Indeed, if b > 0 is given, we let Φ = Φb be the extreme
function given by

Φb(t) =

{
t4, if |t| ≤ b;
b2(6t2 − 8b|t|+ 3b2), otherwise.

Then for 0 < x < b/
√

2, the left-hand side equals (2+C/2)x4−8b(
√

2−1)x3, which
is negative if 0 < x < 16b(

√
2− 1)/(C + 4).
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[KS] S. Kwapień and J. Szulga, Hypercontraction methods in moment inequalities for series
of independent random variables in normed spaces, Ann. Probab. 19 (1991), 1–8. MR
92a:60051

[MO] A. W. Marshall and I. Olkin, Inequalities: Theory of Majorization and its Application,
Academic Press, New York, 1979. MR 81b:00002

[Pe] V. V. Petrov, Sums of Independent Random Variables, Springer, Berlin, Heidelberg, 1975.
MR 52:9335

[Ph] R. R. Phelps, Lectures on Choquet’s Theorem, Van Nostrand, Princeton, 1966. MR 33:1690
[P] I. F. Pinelis, Extremal probabilistic problems and Hotelling’s T 2 test under a symmetry

condition, Ann. Statist. 22 (1994), 357–368. MR 95m:62115

[PU] I. F. Pinelis and S. A. Utev, Estimates of the moments of sums of independent random
variables, Theory Probab. Appl. 29 (1984), 574–577. MR 85m:60034

[R] H. P. Rosenthal, On the subspaces of Lp (p > 2) spanned by sequences of independent
random variables, Israel J. Math. 8 (1970), 273–303. MR 42:6602

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



EXTREMAL PROPERTIES OF RADEMACHER FUNCTIONS 1027

[S] S. B. Stec̆kin, On the best lacunary system of functions, Izv. Akad. Nauk. SSSR, Ser. Mat.
25 (1961), 357–366 (in Russian). MR 24:A951

[Sz] S. Szarek, On the best constant in the Khintchine inequality, Studia Math. 58 (1976),
197–208. MR 55:3672

[T] M. Talagrand, Isoperimetry and integrability of the sum of independent Banach – space
valued random variables, Ann. Probab. 17 (1989), 1546–1570. MR 91e:60054

[U1] S. A. Utev, Extremal problems in moment inequalities, Theory Probab. Appl. 28 (1984),
421–422. MR 87d:60021

[U2] S. A. Utev, Extremal problems in moment inequalities, Limit Theorems in Probability
Theory, Trudy Inst. Math., Novosibirsk, 1985, pp. 56–75 (in Russian).

[W] P. Whittle, Bounds for the moments of linear and quadratic forms in independent random
variables, Theory Probab. Appl. 5 (1960), 302–305. MR 24:A3673

[Y] R. M. G. Young, On the best possible constants in the Khintchine inequality, J. London
Math. Soc. 14 (1976), 496–504. MR 55:11008

Institute of Mathematics, Polish Academy of Sciences, ul. Abrahama 18, 81–825

Sopot, Poland

E-mail address: T.Figiel@IMPAN.Gda.pl

Department of Mathematics, North Carolina State University, Raleigh, North Car-

olina 27695–8205

E-mail address: pawel@math.ncsu.edu

Department of Mathematics, Texas A&M University, College Station, Texas 77843

E-mail address: johnson@math.tamu.edu

Department of Theoretical Mathematics, The Weizmann Institute of Science, Re-

hovot, Israel

E-mail address: mtschech@weizmann.weizmann.ac.il

Department of Mathematics, Texas A&M University, College Station, Texas 77843

E-mail address: jzinn@plevy.math.tamu.edu

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use


