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Abstract: Extreme multistability has frequently been reported in autonomous circuits involving
memory-circuit elements, since these circuits possess line/plane equilibrium sets. However, this
special phenomenon has rarely been discovered in non-autonomous circuits. Luckily, extreme
multistability is found in a simple non-autonomous memcapacitive oscillator in this paper. The
oscillator only contains a memcapacitor, a linear resistor, a linear inductor, and a sinusoidal voltage
source, which are connected in series. The memcapacitive system model is firstly built for further
study. The equilibrium points of the memcapacitive system evolve between a no equilibrium point
and a line equilibrium set with the change in time. This gives rise to the emergence of extreme
multistability, but the forming mechanism is not clear. Thus, the incremental integral method is
employed to reconstruct the memcapacitive system. In the newly reconstructed system, the number
and stability of the equilibrium points have complex time-varying characteristics due to the presence
of fold bifurcation. Furthermore, the forming mechanism of the extreme multistability is further
explained. Note that the initial conditions of the original memcapacitive system are mapped onto the
controlling parameters of the newly reconstructed system. This makes it possible to achieve precise
control of the extreme multistability. Furthermore, an analog circuit is designed for the reconstructed
system, and then PSIM circuit simulations are performed to verify the numerical results.

Keywords: extreme multistability; initial condition; memcapacitive circuit; non-autonomous;
reconstructed system

MSC: 37D45

1. Introduction

Memory-circuit elements can be traced back to the 1971 [1], but the field gained
considerable momentum after the first physical realization of a memristive device, which
was implemented by Struckov et al. at Hewlett-Packard [2]. Since then, several different
types of memristive devices have been fabricated according to different material systems
and mechanisms, i.e., redox-based memristors [3], spintronic and magnetic memristors [4],
phase change memristors [5], and ferroelectric memristors [6]. Meanwhile, the concept of
the memristor has been extended to the memcapacitor and meminductor, whose properties
depend on the system state and history [7]. Memcapacitors are similar to memristors,
but are based on a capacitive principle, and could potentially provide lower static power
consumption than memristors [8]. Driven by the potential advantages of the memcapacitor,
scientists have carried out studies on their practical implementation [8–10]. Memcapacitive
devices can be realized through the implementation of a variable plate distance and surface
area [9], and a metal-insulator transition material in series with a dielectric layer [10].
These physical implementations have greatly promoted the research on the applications of
memcapacitor elements [11–13]. A memcapacitor-based oscillator can be established by
introducing a memcapacitor into an existing oscillating circuit or combining it with other
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circuit elements [14–19]. For example, Zhou et al. introduced a logarithmic memcapacitor
into a Chua’s chaotic circuit to establish a hyperchaotic oscillator. The memcapacitive
circuit can trigger complex coexisting attractors, depending on various initial conditions,
i.e., coexisting chaotic, hyperchaotic, and periodic attractors [20]. Ma et al. built a novel
simple chaotic circuit with a memristor, a memcapacitor, and an inductor in parallel and
revealed rich dynamical behaviors, such as state transition, chaotic degradation, and
multiple coexisting attractors [21].

Multistability is a universal dynamic phenomenon, which means the coexistence of
more than two kinds of long-term stable states for a set of fixed system parameters [22].
That is to say, the long-term stable states are sensitive to the initial conditions. As an
unusual kind of multistability, extreme multistability manifests the coexistence of infinitely
many attractors for a given set of parameters [23]. In recent years, extreme multistability
with the coexistence of infinitely many attractors [24–28] has attracted scientists’ attention.
This special phenomenon is frequently discovered in autonomous circuits and systems
involving memory-circuit elements, since these circuits and systems have line or plane
equilibrium sets [14,29–32]. The stabilities of the equilibrium sets are determined by the
initial conditions of memory-circuit elements, which induces the coexistence of infinitely
many attractors. This is the main reason that extreme multistability is often discovered
in some circuits and systems involving memory-circuit elements. Intriguingly, extreme
multistability has also been discovered in some non-autonomous memristive circuits
and systems that have time-varying equilibria [33–36]. For example, a non-autonomous
memristive FitzHugh−Nagumo circuit with its equilibrium points transitioning between
no equilibrium point and a line equilibrium set was built, and hidden extreme mulitstability
was disclosed [34]. This reminds us that extreme multistability can also be discovered
in non-autonomous memristive circuits and systems. Our query is that whether non-
autonomous memcapacitive circuits and systems could generate extreme multistability.
However, there is no literature about the emergence of extreme multistability in non-
autonomous memcapacitive circuits and systems, to the best of our knowledge. Inspired by
these, a non-autonomous memcapacitive oscillator was built comprising a memcapacitor, a
linear resistor, a linear inductor, and a sinusoidal voltage source in series. Then, extreme
multistability was explored.

The layout of this paper is as follows. Section 2 constructs the simple non-autonomous
memcapacitive oscillator and exhibits infinitely many coexisting attractors in theoretical
and numerical surveys. In Section 3, the reconstructed system is derived, and the forming
mechanism of extreme multistability is then revealed. In Section 4, the PSIM circuit
simulations are executed to confirm the numerical simulations. Finally, conclusions are
drawn in the last section.

2. Non-Autonomous Memcapacitive Oscillator and Its Extreme Multistability
2.1. Non-Autonomous Memcapacitive Oscillator

A memcapacitor is a special nonlinear memory-circuit element with an internal state
variable. Usually, ideal memcapacitors possess initial-condition-dependent fingerprint
characteristics. By introducing an ideal memcapacitor [14], a novel non-autonomous
memcapacitive oscillator is built, as shown in Figure 1. This simple circuit is only composed
of one resistor, one inductor, one ideal memcapacitor, and one sinusoidal voltage source.
The sinusoidal voltage stimulus is set to vs = V0sin(ωt), where ω is the angular frequency
and V0 is the voltage amplitude.

The current i through the series circuit, the charge q on the memcapacitor, and the
integral of charge σ are the three state variables of this circuit. On the basis of hybrid
modeling in the voltage−current and flux−charge domains, the circuit state equations can
be depicted as

di
dt = −

1
L (a + b cos σ)q− R

L i + V0
L sin(ωt),

dq
dt = i,
dσ
dt = q.

(1)
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Figure 1. Circuit schematic of the non-autonomous memcapacitive oscillator.

To obtain the dimensionless system equations, we define

x = Ri
E , y = q

CE , z = σ
RC2E , τ = t

RC ,
α = Ca, β = Cb, η = RC2E,
k = R2C

L , v = RCω, A = V0
E .

(2)

Here, E and C are a reference voltage and a reference capacitor which are defined to
remove the units of the circuit state variables. Additionally, the circuit parameters in (2) are
determined as L = 0.13 H, R = 0.2 Ω, a = 0.18 F−1, and b = 0.8 F−1·C–1·s−1, E = 2 V, C = 3.6 F,
V0 = 2 V, and ω = 1.67 rad/s. Then, the dimensionless state equations can be derived as

.
x = −kx− k[α + β cos(ηz)]y + kA sin(vτ),
.
y = x,
.
z = y,

(3)

where
.
x = dx/dτ,

.
y = dy/dτ, and

.
z = dz/dτ. Equation (3) is a non-autonomous

three-dimensional (3D) dynamical system. According to the above circuit parameters, the
controlling parameters in System (3) can be calculated by (2):

α = 0.648, β = 2.880, η = 5.184, k = 1.108, A = 1, v = 1.2. (4)

It is noted that the dimensionless parameters in (4) remain unchanged in the
following research.

When sin(vτ) 6= 0, it is obvious that there is no equilibrium point for System (3). While
sin(vτ) = 0, i.e., τ = nπ/v and n is an arbitrary integer, System (3) has a line equilibrium
set, which is expressed by

S = {(x, y, z)| x = y = 0, z = c} . (5)

Here, c is a random number located in the coordinate axis of memcapacitor’s state
variable. This indicates that the equilibrium points of System (3) evolve with time between
no equilibrium point and a line equilibrium set.

The Jacobian matrix J for System (3) at the line equilibrium set S is derived as

J =

 −k −k[α + β cos(ηc)] 0
1 0 0
0 1 0

. (6)

The corresponding eigenpolynomial is deduced as

det(Iλ− J) = λ(λ2 + a1λ + a2) = 0, (7)

where
a1 = k,
a2 = kα + kβ cos(ηc).
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The eigenvalues of the Jacobian matrix J are solved as

λ1 = 0,

λ2 = −0.5a1 + 0.5
√

a2
1 − 4a2,

λ3 = −0.5a1 − 0.5
√

a2
1 − 4a2.

(8)

It is clear that the Jacobian matrix J has one zero root and two non-zero roots. Because
of the existence of the zero root, the stability of the linear equilibrium set S cannot be
characterized by classical linear stability theory. However, it can be inferred from the
expression of a1 and a2 that the stability of System (3) strongly depends on the initial
conditions of the memcapacitor.

2.2. Initial-Condition-Dependent Extreme Multistability

To describe the extreme multistability caused by the initial conditions of System (3),
the local attraction basin is plotted in Figure 2a. The local attraction basin is obtained
through sweeping initial conditions in the x(0)−z(0) initial condition plane with y(0) = 0.
In Figure 2a, the yellow regions marked CH represent chaotic attractors, the red regions
marked MP represent multi-periodical limit cycles whose periodicities are greater than
ten, and other colored regions marked P03~P07, P09~P10 represent Period-3~Period-7
and Period-9~Period-10. The shape of the local attraction basin shows a periodic water
ripple manifold with the change of x(0) and z(0). This indicates that the attraction basin
periodically evolves along the coordinates of the initial conditions of System (3). Here,
in order to present the existence of multi-periodical limit cycles, Figure 2b shows the
phase trajectory and the time-domain waveform of a Period-11 limit cycle for the initial
condition (−2, 0, −1.025). This local attraction basin exhibits band distributions and has
clear boundaries, which can lead to the coexistence of infinitely many attractors in the
non-autonomous memcapacitive system.
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Figure 2. Local attraction basin in the x(0)−z(0) initial condition plane and the Period-11 limit cycle:
(a) the local attraction basin whose shape is a periodic water ripple pattern with the initial condition
y(0) = 0; (b) the phase trajectory and time-domain waveform of a Period-11 limit cycle for the initial
condition (−2, 0, −1.025).

To further demonstrate the extreme multistability in System (3), we proceed by fixing
two of initial conditions and varying the remaining one, i.e., (x(0), 0, 0) or (0, 0, z(0)). A
wide variety of dynamics is shown in Figure 3. In Figure 3a (top), the initial conditions
are set to (x(0), 0, 0), with x(0) ∈ [−2, 2]. The bifurcations in Figure 3a (top) induced by
the varying of the initial condition x(0) for fixed parameters of System (3) can be called
bifurcations without parameters [37]. In Figure 3a (top), four whole cycles are plotted with
the cyclic width 0.87. With the change of x(0), the dynamics of state variable x switches
between period-3, period-5, period-6, period-7, period-10, and chaos. The numerical results
reflect that the coexistence of infinitely many attractors is triggered by initial condition
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x(0). The corresponding first Lyapunov exponent spectrum in Figure 3a (bottom) reveals
the same dynamical behaviors as the bifurcations without parameters do. In Figure 3b,
the initial conditions x(0) and y(0) are set to 0, and the initial condition z(0) is varied in
the region [−2, 2]. The bifurcations without parameters and the first Lyapunov exponent
spectrum in Figure 3b have the same transformation law as that declared in Figure 3a.
However, differently, the cyclic width is 1.21 and three whole cycles are shown in the range
of z(0) ∈ [−2, 2]. Obviously, the bifurcations without parameters and the first Lyapunov
exponent spectra in Figure 3 illustrate the generation of extreme multistability in the
non-autonomous memcapacitive oscillator.
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Figure 3. Bifurcations without parameters and the first Lyapunov exponent spectra: (a) x(0)-related
bifurcation and the first Lyapunov exponent spectrum with fixed y(0) = z(0) = 0; (b) z(0)-related
bifurcation and the first Lyapunov exponent spectrum with fixed x(0) = y(0) = 0.

Corresponding to the bifurcations without parameters and the first Lyapunov expo-
nent spectrum in Figure 3a, the phase trajectory diagrams for different values of initial
condition x(0) are shown in Figure 4. Figure 4 exhibits multiple attractors that have dif-
ferent periodicities and topologies. In Figure 4a, four limit cycles with period-3, period-5,
period-7 and period-10 for different initial conditions (0, 0, 0), (−0.06, 0, 0), (0.19, 0, 0), and
(0.48, 0, 0) are plotted. The phase portraits of the coexisting chaotic attractors are depicted
in Figure 4b. The green trajectory for the initial condition (0.22, 0, 0) and purple ones for
the initial condition (0.54, 0, 0) are a pair of symmetrical chaotic attractors, the orange one
is a double-scroll chaotic attractor for the initial condition (0.39, 0, 0). Obviously, multiple
attractors with different periodicities and topologies can be triggered by different initial
conditions in System (3).

Additionally, initial-condition-dependent boosting behavior is also discovered in
System (3). Figure 5 depicts the periodically boosted phase portraits and the mean values
of the three state variables with fixed initial conditions y(0) = z(0) = 0. The phase portraits
of the coexisting chaotic attractors and periodic limit cycles in three adjacent periods are
plotted in Figure 5a. The chaotic attractors for initial condition (0.54, 0, 0), (1.41, 0, 0), and
(2.28. 0, 0) are periodically boosted along the z coordinate. Similarly, the periodic limit
cycle for the initial condition (0, 0, 0) and its periodically boosted limit cycles along the z
coordinate are also illustrated in Figure 5a. The mean values of state variables x, y, and z
related to the initial condition (x(0), 0, 0) are depicted in Figure 5b. Mean(x) and mean(y)
are equal to 0, while mean(z) increases linearly. Figure 5 shows that the attractors move
along the positive direction of the z coordinate as the initial conditions change, indicating
that System (3) can trigger the phenomenon of extreme multistability.
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Figure 4. Initial-condition-dependent phase trajectory: (a) coexisting periodic limit cycles for different
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different initial conditions (0.22, 0, 0), (0.39, 0, 0), and (0.54, 0, 0).
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3. Dimensionality Reduction Analysis of the Non-Autonomous Memcapacitive System

Because the Jacobian matrix in (6) has one zero root, the stability of the line equilibrium
set S cannot be analyzed by the classical linear stability theory. Therefore, the incremental
integral method is employed to reconstruct the memcapacitive system. In the reconstructed
system, the time evolution of the number and stability of the equilibrium points are
figured out. Furthermore, the initial conditions of the original memcapacitive system are
mapped onto controlling parameters of the newly reconstructed system. Then, the forming
mechanism of the extreme multistability is declared.

3.1. Non-Autonomous Dimensionality Reduction Model and Stability Analysis

The incremental integral method is the extension of incremental integral flux-charge
method [38]. Any practical application of a circuit or system actually starts at a finite time
instant t0 which represents the instant when switches are turned on or off. Here, we define
the time instant t0 = 0. By integrating the equations of the system model from 0 to t, a new
dimensionality reduction system can be built. The main advantage of this method is that
it makes it possible to simplify the investigation of nonlinear dynamics and bifurcation
phenomenon. Furthermore, this method can make clear the influence of initial conditions.
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To derive the new dimensionality reduction model of System (3), two variables and
three initial-condition-related parameters are defined as

X =
∫ t

0
xdτ, Y =

∫ t

0
ydτ, (9)

and
η1 = x(0), η2 = y(0), η3 = z(0). (10)

Here,
X(0) =

∫ 0
0 xdτ = 0,

Y(0) =
∫ 0

0 ydτ = 0
. (11)

Integrating the state equations of System (3) from 0 to t, one gets∫ t
0

.
xdτ = −k

∫ t
0 xdτ − k

∫ t
0 [α + β cos(ηz)]ydτ + kA

∫ t
0 sin(vτ)dτ,∫ t

0
.
ydτ =

∫ t
0 xdτ,∫ t

0
.
zdτ =

∫ t
0 ydτ.

(12)

From the last Equation of (12), we can obtain

z = Y + η3. (13)

By substituting (13) into (12), (12) can be rewritten as

x− η1 = −kX− k
∫ t

0 [α + β cos(ηY + ηη3)]dY + kA
v −

kA
v cos(vt),

y− η2 = X.
(14)

Because ∫ t
0 cos(ηY + ηη3)dY = 1

η

∫ t
0 cos(ηY + ηη3)d(ηY + ηη3)

= 1
η sin(ηY + ηη3)|t0

= 1
η sin(ηY + ηη3)− 1

η sin(ηη3).

Then, System (3) can be deduced as

.
X = −kX− kαY− kβ

η sin(ηY + ηη3)− kA
v cos(vt) + kA

v + kβ
η sin(ηη3) + η1,

.
Y = X + η2.

(15)

The reconstructed System (15) is a two-dimensional (2D) non-autonomous system.
The initial conditions of System (3) are explicitly expressed by the initial-condition-related
parameters η1, η2, and η3 in System (15). According to (11), the initial conditions of System
(15) are all equal to 0. In this case, the reconstructed system can maintain the same dynamics
as System (3).

For the reconstructed System (15), the equilibrium state is determined as

E = (−η2, Ỹ), (16)

where Ỹ is the solution of the following equation

− kαỸ− kβ

η
sin(ηỸ + ηη3) +

kβ

η
sin(ηη3)−

kA
v

cos(vt) +
kA
v

+ η1 + kη2 = 0. (17)

It is clear that the roots of Equation (17) keep changing with time and they are related
to η1, η2, and η3. The Jacobian matrix JS for System (15) at the equilibrium E is derived as

JS =

[
−k −kα− kβ cos(ηỸ + ηη3)
1 0

]
. (18)
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The corresponding eigenpolynomial is deduced as

det(Iλ− J) = λ2 + a3λ + a4 = 0, (19)

where
a3 = k,
a4 = kα + kβ cos(ηỸ + ηη3).

(20)

The eigenvalues of Equation (19) depend strongly on the variation of Ỹ. The variation
curves of Ỹ with time t for different initial-condition-related parameters are plotted in
Figure 6a,b. Meanwhile, the stability characteristics of each equilibrium point at the corre-
sponding values Ỹ are marked by different colors [39]. The curves in blue, magenta, and
green represent unstable node-focus (UNF), unstable saddle point (USP), and stable node
point (SNP), respectively. The mark “*” denotes the fold bifurcation point (FBP). Assume
time t is changing from 0 to 4π/v, i.e., two complete excitation signal cycles. The number
of equilibrium points changes between 1 and 3 with variation in time. Meanwhile, the
equilibrium stability transmits between stable and unstable points via some fold bifurcation
points in one full periodic cycle. For the initial conditions (X(0), Y(0)) = (0, 0), Figure 6c,d
show the stability distribution of the equilibrium points and triggered attractors for dif-
ferent initial-condition-related parameters (η1 = 0, η2 = 0, η3 = 0) and (η1 = 0.39, η2 = 0,
η3 = 0) in the X−Y plane. These two attractors are constrained around the line segment
of the equilibrium points in Figure 6c,d. It is noted that the zero eigenvalue in Equation
(7) disappears in Equation (19). This further illustrates that the stability analysis of the
non-autonomous memcapacitive oscillator becomes clearer by using the dimensionality
reduction model.
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Figure 6. Evolutions of the distribution and the phase plane plots with the initial condition (X(0),
Y(0)) = (0, 0): (a) η1 = 0, η2 = 0, η3 = 0; (b) η1 = 0.39, η2 = 0, η3 = 0; (c) phase plane plots for
(η1, η2, η3) = (0, 0, 0); (d) phase plane plots for (η1, η2, η3) = (0.39, 0, 0).
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3.2. Bifurcation Behaviors Induced by Initial-Condition-Related Parameters

In the reconstructed System (15), the three initial-condition-related parameters η1,
η2 and η3 correspond to the three initial conditions x(0), y(0) and z(0) in the original
memcapacitive System (3), respectively. With the initial-condition-related parameters η1
and η3 as bifurcation parameters, Figure 7 presents the 1D bifurcation diagrams of state
variable X and the first Lyapunov exponent spectrum. Comparing Figures 3 and 7, the
reconstructed System (15) reveals the same bifurcation behaviors as System (3) does.

Mathematics 2022, 10, x FOR PEER REVIEW 9 of 13 
 

 

  

(a) (b) 

  

(c) (d) 

Figure 6. Evolutions of the distribution and the phase plane plots with the initial condition (X(0), 

Y(0)) = (0, 0): (a) η1 = 0, η2 = 0, η3 = 0; (b) η1 = 0.39, η2 = 0, η3 = 0; (c) phase plane plots for (η1, η2, η3) = (0, 

0, 0); (d) phase plane plots for (η1, η2, η3) = (0.39, 0, 0). 

3.2. Bifurcation Behaviors Induced by Initial-Condition-Related Parameters 

In the reconstructed System (15), the three initial-condition-related parameters η1, η2 

and η3 correspond to the three initial conditions x(0), y(0) and z(0) in the original mem-

capacitive System (3), respectively. With the initial-condition-related parameters η1 and η3 

as bifurcation parameters, Figure 7 presents the 1D bifurcation diagrams of state variable 

X and the first Lyapunov exponent spectrum. Comparing Figures 3 and 7, the recon-

structed System (15) reveals the same bifurcation behaviors as System (3) does. 

  

(a) (b) 

*

*

*

*

* *

*

*

*

* *

*

*

*

* *

*

*

*

*

UNF USP SNP * FBP

t

Ỹ

*

Ỹ

t

*

*

*

* *

*

*

* *

*

*

* *

*

*

*

UNF USP SNP * FBP

X

Y

η1 = 0, η2 = 0, η3 = 0

UNF USP SNP * FBP

*

*

*

*

X

Y

η1 = 0.39, η2 = 0, η3 = 0

UNF USP SNP * FBP

*

*

*

*

X

η1

F
ir

st
 L

E

η3

F
ir

st
 L

E
X

Figure 7. Bifurcation diagrams of the state variable X and the first Lyapunov exponent spectra:
(a) η1-related bifurcation diagram and the first Lyapunov exponent spectrum with fixed η2 = η3 = 0;
(b) η3-related bifurcation diagram and the first Lyapunov exponent spectrum with fixed η1 = η2 =0.

When the values η2 = η3 = 0 are assigned, the reconstructed periodic and chaotic
attractors of System (15) are shown in Figure 8. According to the initial conditions employed
in Figure 4a, Figure 8a shows four reconstructed periodic limit cycles for η1 = −0.06, 0,
0.19, and 0.48. Meanwhile, corresponding to the chaotic coexisting attractors depicted in
Figure 4b, a pair of reconstructed symmetrical chaotic attractors for η1 = 0.22 and 0.54, and
a reconstructed double-scroll chaotic attractor for η1 = 0.39 are plotted in Figure 8b. The
numerical simulation results in Figures 7 and 8 indicate that the reconstructed System (15)
has consistent dynamics with those described in Figures 3 and 4.
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The veil of the extreme multistability induced by initial conditions x(0), y(0), and z(0)
in the original memcapacitive System (3) can be uncovered in the reconstructed System (15).
By the incremental integral transformation, the initial conditions of the original memcapaci-
tive system are mapped onto initial-condition-related parameters η1, η2 and η3 in the newly
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reconstructed System (15). Thus, the forming mechanism of the extreme multistability is
declared and explained by analyzing the dynamics associated with the initial-condition-
related parameters.

4. Circuit Simulation for the Reconstructed System

PSIM (power simulation) circuit simulation is a common method to verify numerical
analyses [40–42]. The implementation circuit of the reconstructed System (15) is presented
in Figure 9. This analog circuit is composed of operational amplifiers, trigonometric func-
tion converters, resistors, capacitors, DC voltage sources, and a sinusoidal voltage source.
Here, the voltage supplies of the operational amplifiers and trigonometric functions convert-
ers are±15 V. The time constant of this circuit is defined as τ = RC = 10 Kω × 100 nF = 1 ms.
Then, the other resistors are calculated as R1 = R/k = 9.03 kΩ, R2 = R/(kα) = 13.93 kΩ,
R3 = ηR/(kβ) = 16.25 kΩ, R4 = ηR = 51.84 kΩ and R5 = Rv/kA = 10.83 kΩ.
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Figure 9. Analog circuit implementation circuit for the reconstructed System (15).

Following the implementation circuit in Figure 9, the circuit equations of the recon-
structed System (15) are expressed as

RC dvx
dt = − R

R1
vx − R

R2
vy − R

R3
sin
(

R4
R vy +

R4
R V3

)
+ R

R3
sin
(

R4
R V3

)
+ R

R5
cos(vt) + V1 + Va,

RC dvy
dt = vx + V2.

(21)

Here, vx and vy are two circuit variables corresponding to the state variables X and Y
of System (15), three DC voltage biases V1~V3 correspond to the initial-condition-related
parameters η1~η3, and a DC voltage bias Va = kA/v is employed. A sinusoidal voltage
source Vs = (R/R5)cos(vt/RC) V is employed.

Let V2 = V3 = 0 V, Va = 0.92 V. When the voltage of V1 is set to −0.06 V, 0 V, 0.19 V, and
0.48 V, respectively, the limit cycles with different periodicities are captured in Figure 9a.
Then, a pair of symmetrical chaotic attractors and a double-scroll chaotic attractor for
V1 = 0.22 V, 0.54 V, and 0.39 V are captured in Figure 10b. The PSIM circuit simulations
match well with the MATLAB numerical simulations in Figure 8. These PSIM results
for different voltage values of V1~V3 can further confirm the coexistence of infinitely
many attractors.
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Figure 10. PSIM results of phase plane plots in vy−vx for different initial voltage V1, where V2 = 0
and V3 = 0: (a) four types of periodic limit cycles for V1 = −0.06 V, 0 V, 0.19 V, and 0.48 V; (b) three
types of chaotic attractors for V1 = 0.22 V, 0.54 V, 0.39 V.

5. Conclusions

In this paper, a simple non-autonomous memcapacitive oscillator was built consisting
only of a memcapacitor, a linear resistor, a linear inductor, and a sinusoidal voltage source
in series. Intriguingly, the special phenomenon of extreme multistability occurred in this
simple memcapacitive circuit. Extreme multistability with the coexistence of infinitely
many periodic limit cycles and chaotic attractors was generated in this memcapacitive
oscillator, possessing time-varying equilibrium points. The equilibrium points evolved
with time between the no equilibrium point and a line equilibrium set. Because of the
presence of zero root caused by the line equilibrium set, the equilibrium stability of the
memcapacitive system cannot be effectively explained by classical linear stability theory.
Thus, a reconstructed system was obtained by the incremental integral method to analyze
the stability of the memcapacitive oscillator. The number of its equilibrium points varied
with time, and the equilibrium stability changes between stable and unstable via fold
bifurcation. Meanwhile, the initial conditions of the original system are explicitly expressed
by the initial-condition-related parameters of the reconstructed system. The forming
mechanism of initial-condition-dependent extreme multistability was clarified on the basis
of an analysis of the dynamical behaviors associated with the initial-condition-related
parameters. Circuits or systems that exhibit extreme multistability are usually sensible to
noise. In future work, we will analyze the noise effect.
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