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Eye Tracking for Personal  
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Kuno Kurzhals and Daniel Weiskopf ■ University of Stuttgart

Eye tracking for the analysis of gaze behav-

ior is common in many scienti�c �elds 

and marketing research. So far, the high 

cost of eye-tracking hardware, a result of the re-

quirements of high precision and reliability for 

research measurements, has prevented wide ap-

plication in personal, nonprofessional scenarios. 

However, this situation has been changing as af-

fordable consumer hardware has become more 

widely available. The established 

eye-tracking vendors have devel-

oped consumer versions of por-

table eye-tracking hardware that 

can be used on any monitor or 

TV. The development is not re-

stricted to stationary eye-track-

ing devices, and “how to build 

your own eye-tracking glasses” 

instructions can even be found 

in various publications.1 There-

fore, easy-to-use mobile eye 

tracking integrated in wearable 

glasses is already available.

In combination with the industry’s interest in 

intelligent glasses, we expect that wearable mobile 

eye tracking will be available for everyone in the 

near future. The main purpose of this development 

is the use of eye tracking as a device for human-

computer interaction—for example, to adapt the 

user interface. However, we see a great opportu-

nity in using such hardware for personal analytics 

as well. How can users of intelligent glasses reca-

pitulate their viewing behavior, understand their 

interactions with others and the environment, or 

just have fun with their personal data?

The possible application scenarios for personal 

eye tracking cover diverse �elds. With the addi-

tional information about the user’s visual atten-

tion, important events in the video database can 

be extracted to allow users to re-experience these 

events. Possible scenarios might include applica-

tions that support self-re�ection and self-insight2 

via video analysis with gaze information. This could 

involve analyzing interaction logs for personal re-

lations with others, vigilance optimization during 

driving situations, or cognitive activity recognition 

that can be applied for quanti�ed-self scenarios.3 

For example, users could set a goal to read at least 

10,000 words a day and then monitor their read-

ing behavior and time spent on reading texts. Also, 

recommender systems could generate catalogs of 

interest based on the objects that attracted the 

user’s attention. Viewing behavior could also be 

analyzed to present similar suggestions for future 

media consumption. The time spent on a personal 

visual analytics application strongly depends on 

the scenario. For example, users who bene�t from 

the analysis for health or social reasons will be 

more motivated to spend time with the application 

than users who browse recorded data just for fun.

With the changes in technology and new appli-

cations, new opportunities and challenges for data 

analysis will arise. Mobile eye tracking produces 

massive amounts of complex data because it both 

produces spatiotemporal information of eye gazes 

and provides video recordings of the person’s en-

vironment. Without such video information, we 

are missing the semantic context of the gaze data; 

we would not be able to relate visual attention 

to objects in the environment or to other people 

Eye tracking can help record 

massive amounts of data 

about the distribution of visual 

attention in various scenarios. 

Such data could support 

nonexpert user self-re�ection 

and self-insight. However, 

challenges arise when eye 

tracking is applied to everyday 

situations and personal visual 

analytics. 
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with whom the user interacts. In other words, we 

are facing a coupled analysis problem: analysis of 

spatiotemporal gaze data and video analysis. Each 

of these analysis problems comes with challenges 

of its own, even in a professional setup. (See the 

related discussions of professional visual analyt-

ics for eye tracking4 and video5 for more details.) 

The combined analysis problem raises even more 

interesting questions for personal visual analytics. 

In particular, with the vast amount of personal 

video data with gaze information being avail-

able, standard personal information visualization 

methods—such as replaying the videos—will fail. 

Therefore, new visual analytics methods must be 

developed to �lter and summarize information 

that is important to the user.

In this article, we discuss how eye tracking �ts 

into the design space of existing personal visual 

analytics applications as well as the special re-

quirements and research perspectives of personal 

eye tracking. Because this personal information 

can be applied for the user’s self-re�ection, it 

also �ts into the concept of personal informat-

ics.6 In this context, the focus of our discussion 

is on the analysis of personal data rather than on 

data acquisition. As one example of the visualiza-

tion of personal eye-tracking data, we present a 

new approach, the areas of interest (AOI) cloud, 

to display information about the distribution of 

attention across multiple videos. With our tech-

nique, AOIs (which might be objects or people) 

can be displayed in an annotated overview us-

ing a representation similar to a tag cloud. Addi-

tional rings on the AOIs allow for easy navigation 

through several videos to examine time spans that 

received the user’s attention.

Current Use of Mobile Eye Tracking
Mobile eye tracking is often used for user studies 

that do not restrict the participants as much as a 

laboratory experiment under controlled conditions 

might. Figure 1 shows a typical example of mobile 

eye tracking. In this scenario, to investigate the 

viewing behavior of people in a supermarket, par-

ticipants perform a shopping task while wearing 

eye-tracking glasses. The glasses record eye move-

ments and a video of the participant’s �eld of view. 

To analyze the recorded data, statistical methods 

(in particular, statistical inference for hypothesis 

testing) and/or visualization are used. However, 

statistical methods cannot be applied as easily as 

in laboratory studies because of the less controlled 

environment and stimuli. For mobile eye-tracking 

scenarios “in the wild,” changing conditions exac-

erbate the statistical comparison of multiple par-

ticipants. Therefore, qualitative visual evaluation 

of the data is often required.

For qualitative and quantitative analysis of mo-

bile eye-tracking data, most techniques rely on the 

de�nition of AOIs to relate the stimuli contents 

between participants. Unfortunately, these analy-

sis methods require extensive manual processing 

and labeling; there are only a few automatic com-

puter vision techniques that detect and recognize 

trained objects from a database to generate AOIs.7 

Today’s analysis methods for mobile eye tracking 

are restricted to professional users and require 

extensive work to setup the experiments and 

postprocess the data recorded. Therefore, these 

methods cannot be applied directly for personal 

visual analytics.

Personal Eye Tracking
Here, we investigate how personal eye tracking can 

be categorized in the general context of personal 

visual analytics and what special requirements 

and challenges have to be considered for applica-

tions of personal eye tracking.

In the Context of Personal Visual Analytics
To apply eye tracking in a personal context, we 

will �rst investigate the design dimensions of per-

sonal visual analytics and how an application for 

personal eye tracking �ts in. To this end, here we 

examine the classi�cation introduced by Dandan 

Huang and his colleagues,8 which consists of four 

categories: data, context, interaction, and insight.

The scope of the recorded data is a combination 

of data about oneself and data about other people. 

Figure 1. Mobile eye tracking in a supermarket scenario. The person in 

the front is wearing glasses with integrated mobile eye tracking. In this 

consumer study, the participants’ eye movements are recorded when 

they perform shopping tasks. The picture was taken as part of a research 

project on mobile, unconstrained eye tracking.
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Data about oneself is recorded by gaze information 

and by the video camera of the eye-tracking device 

that captures data about the environment, includ-

ing other people. This data is personal and has to 

be handled with care. Under the assumption that 

eye-tracking devices will become more and more 

comfortable in the future and comparable to wear-

ing regular glasses, the effort to record data will 

be reduced to sensor recording only. Current eye-

tracking devices still require elaborate calibration 

procedures that increase the effort to record data. 

Regarding the controllability of the data acquisi-

tion, the user has partial control over whether to 

record the surrounding.

The in�uence context of mobile eye-tracking 

analysis is mainly personal, functioning to inform 

the user wearing the eye-tracking device. However, 

other people will often be involved in the recorded 

data, so the user could communicate extracted 

events through social media to involved persons—

for example, to recapitulate parts of a conversa-

tion. The design context of an application depends 

on the scenario. In the example we describe in 

the next section, the application to examine the 

recorded data is designed by the researcher. How-

ever, users can freely organize the components of 

the visualization, such as to arrange groups of peo-

ple or extract and summarize important personal 

events in an easily accessible visual representation. 

For scenarios with automatic data analysis (such as 

recommender systems), prede�ned representations 

of the results should be suf�cient in many cases.

The degree of attentional demand for interaction 

also depends on the scenario. In cases when the 

analysis is performed automatically and the user 

just has to choose between different results (for 

example, recommended media), the attentional 

demand will be low. For the analysis of personal 

encounters, the user must focus attention on the 

visualization to investigate interesting events in 

the data, so a high attentional demand is required. 

The high explorability of the data in the application 

allows users to investigate multiple video streams 

simultaneously for interesting events that received 

much attention during the recording of the data.

Apart from technical issues, fully automatic 

analysis of the data can only be applied in a sub-

set of scenarios and for preprocessing. An analysis 

of subjective events cannot be automated, and it 

requires the user to make conclusions based on 

the data. Also, the degree to which extracted in-

sight from the application can in�uence future 

actions varies. In the best case, examination of 

the recorded data leads to an identi�cation of 

self-de�ned misbehavior that can be avoided in 

the future. For example, a close friend may have 

received less attention than the user would con-

sider appropriate. Now aware of this situation, the 

user can then spend more time with this person 

to strengthen their friendship.

Special Requirements
For the personal analysis of mobile eye-tracking 

data, we have to consider certain aspects that 

differentiate personal from professional visual 

analytics. From our perspective, the following 

characteristics and requirements of personal eye 

tracking are most relevant.

In professional eye tracking, the accuracy of the 

analysis is critical because research results, prod-

uct design, security-relevant decisions, or other 

factors rely on the quality of the analysis. For ex-

ample, both recall and precision of pattern recog-

nition in the eye-tracking data are highly relevant. 

Fortunately, personal eye tracking is less critical in 

terms of analysis accuracy. Therefore, some leeway 

exists when designing personal visual analytics.

Personal eye tracking will cover much longer 

time spans than traditional eye-tracking experi-

ments, requiring more time-compressed visual 

representations. Similarly, different reasoning 

artifacts are relevant.9 For example, patterns in 

the transitions between �xations are of lesser in-

terest than events or objects extracted from the 

eye-tracking data (such as people with whom the 

person interacted). Speci�c aspects of tasks for 

personal eye tracking will be complemented by 

general observations for casual visualization.10 

Because personal eye tracking focuses on iden-

tifying relevant events or objects, it bene�ts from 

linking those to semantic information and em-

bedding them into the context of “outside” in-

formation. For example, people identi�ed as being 

important could be associated with information 

from their Web pro�les.

Like any personal visual analytics application, 

the design of the visual interface has to be easy to 

use for nonexpert users. The design should be in-

tuitive and not require a steep learning curve. The 

automatic processing for the analysis should be ro-

Personal eye tracking will cover much 

longer time spans than traditional 

eye-tracking experiments, requiring more 

time-compressed visual representations.
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bust so that there is little or no need for the user to 

interfere and �ne-tune data mining or computer 

vision techniques. Similar to many of the apps in 

mobile personal use on smartphones, visual ana-

lytics software for personal eye tracking will most 

likely be application-speci�c. In contrast, profes-

sional tools tend to be generic so that they can 

work with any study setup.

Personal visual analytics has to incorporate 

mechanisms to protect privacy because poten-

tially sensitive information is recorded from the 

environment. Therefore, the analysis needs to be 

designed to work with the principle of data mini-

mization (for example, to work with video record-

ings in which faces of persons or license plates of 

cars are modi�ed to make them unrecognizable). 

Also, high data security is required to protect the 

user’s personal gaze data. 

These aspects will be critical in the design of 

appropriate visual interfaces and the development 

of automatic analysis techniques to be integrated 

within visual analytics. We expect that personal eye 

tracking will come with many challenging research 

questions related to design, interaction techniques, 

visualization, computer vision, pattern recogni-

tion, and semantic modeling. Although there is 

substantial research in these areas, we believe that 

the personal perspective will require us to devise 

new variants of existing techniques or develop com-

pletely new ones. To illustrate the personal visual 

analysis of eye-tracking data, we implemented a 

prototype for a commonly representative scenario: 

the analysis of a user’s personal encounters.

Personal Encounter Analysis Case Study
The analysis of interactions between people plays an 

important role in psychology and cognitive science.11 

For a private user, the analysis of personal encoun-

ters can also be interesting, be it a self-re�ection 

of social behavior or just for re-experiencing situ-

ations that received much attention.

In our example scenario, the user was wearing 

eye-tracking glasses during coffee breaks, a re-

curring event over one week. During the coffee 

breaks, groups of between three and six people, 

including the person wearing the eye-tracking 

glasses, gathered to discuss miscellaneous themes. 

The recordings during these breaks lasted between 

three and nine minutes with a varying set of par-

ticipants. All participants agreed to be recorded on 

video if their faces were anonymized. Consider-

ing the privacy issues discussed earlier, this was 

an important prerequisite for all participants. We 

also agreed not to include the recorded audio in 

any form of publication of the data. One coffee 

break participant (P1) did not agree to be recorded 

in any form, so P1 sat next to the user wearing 

the eye-tracking glasses so as not to be visible to 

the camera, and therefore, P1’s face was not an-

notated as an AOI. This situation exempli�es the 

issues that occur when other people are recorded 

on video and that have to be considered for per-

sonal eye-tracking applications.

Automatic preprocessing of this data requires 

an algorithm to detect faces in the videos, store 

them in a database, and recognize the faces when 

they reappear. In this scenario, the faces are the 

AOIs. Compared with other tasks in computer vi-

sion, this can be performed without much user 

interaction because there is no semantic gap that 

requires human interpretation of situations. The 

user might identify a person once, while the rest 

of the data is processed automatically. With the 

information about which faces can be seen in the 

videos and where they appear, an attention mea-

sure can be calculated by the AOIs of faces and 

the eye-tracking data. Although computer vision 

approaches can nowadays be applied for automatic 

segmentation and classi�cation of such events,12 

we decided to showcase our example with manu-

ally annotated data because current automatic 

approaches often face dif�culties with changing 

environment conditions, as in our case.

Data Processing
The visualization of personal eye-tracking data 

requires a preprocessing step that is necessary to 

map gaze data to semantic AOI information. Fig-

ure 2 shows the processing pipeline the data has 

to pass before it can be displayed in an interactive 

visualization for data exploration.

Assuming the user wears a set of eye-tracking 

glasses during an arbitrary occupation, two types of 

recorded data are of special interest. An integrated 

Input data

Gaze data

Video (first-person perspective)

AOI annotation

User-defined objects

Computer vision

Interactive visualization

Overview

Filtering

Event browsing

Figure 2. Data processing pipeline. Eye-tracking and video data need a semantic annotation of AOIs. The 

annotated data can then be displayed in an interactive visualization for video event browsing based on the 

distribution of attention on AOIs.
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camera records a video from a �rst-person perspec-

tive comprising most of the user’s �eld of view. The 

video data serves as a foundation for semantic in-

terpretations of the user’s viewing behavior. The 

eye-tracking hardware can map eye-gaze positions 

to the coordinate system of the video. Following 

the eye-mind hypothesis,13 we can assume that the 

�xated regions in the video were those to which 

the user’s attention was directed. In combination 

with the video images, semantic interpretations 

can be derived.

To collect aggregated information about how 

much attention was directed to a particular object, 

it has to be annotated for a semantic mapping of 

gaze data to this object. By de�ning an object as an 

AOI, attention metrics can be aggregated even over 

several recordings that contain the same object. De-

pending on the user’s interest, the AOIs can consist 

of a set of tools that are used during a work task 

or of the people the user interacts with, as in our 

example. Because this annotation of AOIs is task-

speci�c, an automatic computer vision approach 

will be not suf�cient in most cases. We suggest a 

semiautomatic approach where the user can de-

�ne interesting objects once and the detection and 

tracking of these objects will then be performed au-

tomatically. Although computer vision approaches 

still need improvements to work in everyday situ-

ations, the semantic gap14 that requires user input 

can be closed by such an interactive approach. For 

our example, we annotated the data manually to 

show how the interactive visualization works with a 

ground truth annotation. After the annotation, the 

processed data consists of AOI information about 

when and where an object appears in the videos and 

how much attention was directed to this object.

AOI Cloud Visualization

To visualize the distribution of attention on AOIs, 

common visualization principles such as an over-

view and interactive �ltering of the data have to 

be available. For personal eye-tracking data, the 

overview of all AOIs and how much attention was 

spent on them play an important role. The inter-

active visualization has to meet the requirements 

that we discussed earlier for personal eye tracking 

and enable the user to browse the recorded video 

data for events and time spans where attention 

was spent on a speci�c object.

In our visualization approach, the annotated peo-

ple (or AOIs) are represented as circles consisting of 

a representative image and an inner and outer ring 

(see Figure 3). Radial visualization approaches are 

applied in cases where hierarchical structures, rela-

tionships among disparate entities, or as in our case, 

time series data have to be displayed in a dense rep-

resentation.15 We decided to use a radial approach 

because of its accessibility for novices,16 possibili-

ties for fast interactions, and its compact represen-

tation of the temporal dimension on the rings that 

can be interpreted by using a clock metaphor.

The radius of the circle can be determined by 

an appropriate attention metric. In this example, 

we applied the total amount of gaze points on the 

person from all videos. Notice that other metrics 

such as transition counts between AOIs or mean 

�xation durations could also be applied, depending 

on the analysis question. Hence, our visualization 

approach is independent from the applied metric.

Because some people appear only in one video 

and others in three, the difference between the 

attention of the AOIs with the lowest and highest 

values can be large. This leads to extreme differ-

ences in the size of the circles, resulting in the 

problem that at least one of the AOIs is either too 

small or too big to be readable. Hence, we used a 

logarithmic scaling of the metric to adjust the vi-

sualization for a better representation of all AOIs. 

The representative image of a person is determined 

by the �rst appearance in the data. Alternative ap-

(d)

(c)

(b)

(a)

Figure 3. Visualization of one AOI. (a) This representative image of a 

person includes a name label, and the radius indicates the attention spent 

on the person. (b) The inner ring has segments for all the videos the 

person appeared in. (c) The outer ring shows the currently selected video. 

(d) Reference images can be created with markers on the outer ring.
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proaches to determine the representative image 

based on a special event in the data or on a pro�le 

image from social networks could also be applied.

The inner ring consists of segments that each 

represent a video containing the AOI. Hence, the 

inner circle contains all videos where the AOI ap-

peared, and the size of a segment is determined 

by the relative length of the corresponding video. 

Segments in the inner ring are connected to the 

outer ring by identical colors. To visualize when at-

tention was spent on the AOI, we use an approach 

similar to AOI timeline visualizations known from 

various approaches in this �eld.17 Time spans with-

out attention on the AOI are displayed darker, 

whereas time spans with attention are displayed 

with full brightness. This way, important events 

can be identi�ed ef�ciently by directly selecting 

the time spans with attention on the AOI. No-

tice that approaches with AOI timelines usually 

consider only one video. In our approach, multiple 

video stimuli are combined in one visualization 

to investigate the data more ef�ciently. To distin-

guish between the different videos, we use an HSV 

(hue-saturation-value) color scheme where neigh-

boring segments receive colors with a distant hue.

By selecting a segment of the inner ring, a sec-

ond ring appears outside representing the selected 

segment zoomed over the whole ring. Time scales 

for the start and end of the video as well as for 

the quarters help the user to navigate clockwise 

through the video. Initially, one marker is avail-

able on the rim of the outer ring. It can be moved 

around the ring to navigate through the video. A 

thumbnail image next to the marker shows the 

currently selected frame as a reference to the video 

content. By clicking on the thumbnail, the corre-

sponding video appears in a separate player win-

dow and can be played back directly at the selected 

position. The user can also create additional mark-

ers to select multiple events of potential interest to 

compare them or just summarize the gist of im-

portant interactions with the person in this video. 

With this approach, the user can generate a set of 

interesting events that can be assessed simply by 

clicking on the corresponding thumbnails.

The complete dataset can �nally be visualized 

with items for each AOI that can be arranged in a 

layout similar to a tag cloud.18 Important AOIs are 

placed in the center of the cloud, and less impor-

tant AOIs appear in the outer regions. This setup 

makes our visualization accessible because tag 

clouds are familiar to most users and already estab-

lished in everyday life. Selected items appear in the 

foreground, while the other items can be faded out. 

From that point on, the user is free to rearrange all 

the items to build groups or rank people based on 

subjective criteria. For example, a user could rank 

people based on friendship relations and investigate 

if their received attention relates to this ranking.

The time spans when a person received atten-

tion are easily accessible by the inner and outer 

rings. By adding markers to the outer ring, the user 

can de�ne interesting events in the data and di-

rectly play back the corresponding video. With this 

approach, we simplify the exploration of multiple 

video sources in an easy-to-understand interactive 

visualization.

Due to the touch-friendly design of our visual-

ization, users can also examine their data on the 

go on mobile devices (see Figure 4). This enables 

an easier integration of the application into the 

everyday life of the user, which is important for 

the long-term use of the application.

Use Case

Figure 5 shows a summarization of four videos 

from the coffee break dataset. Two videos (green 

and purple) are from the same session because the 

constellation of people changed after the �rst record 

ended. Altogether, eight individuals participated in 

the breaks and received different amounts of atten-

tion from the user wearing the eye-tracking glasses.

The user organized the participants in three groups 

based on the amount of attention they received:

 ■ Group 1: Dylan and Russel appeared just once 

in different videos. Both received less attention 

than the others, especially Russel, who was sit-

ting next to the user and only received attention 

when he was talking because the user had to turn 

to look at him. Dylan was watched when he was 

not talking because he was sitting in front of the 

user. Both people could have received a similar 

Figure 4. The touch-friendly design of the AOI cloud allows for analysis 

of the data on mobile devices such as tablets.
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amount of attention as those in group 2 if they 

had appeared in another video and if Russel had 

been seated in a better position.

 ■ Group 2: Anya, John, and Steve appeared in two 

videos and were watched occasionally by the 

user. Steve could also be shifted to group 1 be-

cause he received little attention during his at-

tendance in the coffee break.

 ■ Group 3: Jack, Oliver, and Chris received most 

of the attention, although the distribution of 

attention depended on the constellation of peo-

ple. For example, Oliver received a lot of atten-

tion in video 3 (green), when Chris, Steve, and 

he were present. During this coffee break, Chris 

left the room for half of the time (see markers 

at 00:02:35 and 00:05:59), at which points the 

main attention was on Oliver. In video 2 (blue), 

Oliver received less attention. In this video, as 

well as in video 1 (red), Jack was the attention 

catcher. Because Jack talked most of the time 

in both videos, the user gave him a good deal 

of attention. Hence, he received most of the at-

tention although he was only present in two 

videos.

In this coffee break example, we can see that 

the amount of attention people received strongly 

depends on their position in the room, their ac-

tive participation in discussions, and the other 

people attending at the time. People who talked 

less and required the user to turn to see them 

received less attention, especially when an atten-

tion-catching person was present. Thus, if the 

user would like to give more attention to some of 

the people from groups 1 or 2, talking with these 

people outside the coffee breaks when an atten-

tion-catching person such as Jack is not present 

might be an option.

Discussion

The AOI cloud provides an accessible approach to 

investigating the personal distribution of attention 

over several videos. The visualization approach is 

not restricted to people and could be applied to an 

arbitrary set of objects, assuming that it is possible 

to annotate the objects. 

Although the most important AOIs will always 

be in the center of the initial cloud, a large number 

of AOIs and videos might reduce the readability of 

the visualization. Therefore, the scalability of our 

approach can be improved with additional �ltering 

of the AOIs and video segments. By thresholding 

the attention values, AOIs that received less atten-

tion than the given threshold could be removed 

from the visualization. The same approach could 

be applied to the video segments of an AOI.

The presented visualization approach focuses on 

the analysis of individual relations between the user 

and other individuals. For future extensions, an 

analysis of group interactions would be bene�cial 

for a re�ection on personal social activity. By add-

ing new options for examining attention changes 

between different people and how these changes 

correlate with people’s activities, we could cover a 

comprehensive set of personal analysis interests.

Mobile eye tracking comprises most scenarios 

that can be achieved with head-mounted 

cameras or head tracking. Its main advantage lies 

in the additional gaze information. That is, when 

multiple objects are in the center area of a re-

corded image, we can derive detailed information 

about particular objects. A typical example could 

be a person looking at a picture collection. In this 

case, it would not be possible to identify the spe-

ci�c picture of interest without determining the 

Figure 5. AOI cloud for eight people over four videos. The items are freely adjustable and can be arranged by 

the user. In this example, three groups were created: Group 1 (Dylan and Russel) received the least attention; 

group 2 (Anya, John, and Steve) received medium attention; and group 3 (Jack, Oliver, and Chris) received the 

most attention.
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user’s gaze position. In addition, because the focus 

of this research is on personal scenarios, design-

ing interfaces to combine mobile eye-tracking data 

with existing applications for personal visual ana-

lytics would be desirable.

To extend the possibilities of personal eye track-

ing in the near future, the challenges linked to 

the requirements we discussed here must be ad-

dressed. First, to increase accuracy, self-calibrating 

approaches need to be developed. Current tech-

niques still rely on calibration procedures that are 

not feasible for a personal application. Also, man-

aging the in�uence of uncontrolled lighting condi-

tions in the environment introduces problems that 

require further research.

Second, de�ning areas or objects of interest by 

solely relying on computer vision might be hard to 

achieve in the near future. Arbitrary user-de�ned 

queries (for example, searching all cars in the 

videos of the database that received the user’s at-

tention) are required to process the recorded data 

to its full extent. Semiautomatic approaches and 

crowdsourcing could bridge the semantic gap in 

automatic approaches. Hence, visual analytics 

could help support such semiautomatic analysis.

Lastly, regarding cognitive processes, the inter-

pretation of the gaze data itself has to be consid-

ered. Current approaches using cognitive modeling 

and machine learning to predict and classify gaze 

behavior (for example, detecting arousal or vigi-

lance) need further development to provide more 

information than just distributions of attention. 

In our example, this information could be applied 

to weight the AOI circles. Additional information 

from measured pupil dilation can be included be-

cause current eye-tracking devices already record 

this data and preliminary work to correlate pu-

pil changes with emotional states already exists. 

Supplementary sensors (such as heart rate sensors) 

can also provide such information and are already 

combined with mobile eye tracking. 
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