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Abstract: The amount of multimedia content is growing exponentially and a major portion of
multimedia content uses images and video. Researchers in the computer vision community are
exploring the possible directions to enhance the system accuracy and reliability, and these are the
main requirements for robot vision-based systems. Due to the change of facial expressions and the
wearing of masks or sunglasses, many face recognition systems fail or the accuracy in recognizing
the face decreases in these scenarios. In this work, we contribute a real time surveillance framework
using Raspberry Pi and CNN (Convolutional Neural Network) for facial recognition. We have
provided a labeled dataset to the system. First, the system is trained upon the labeled dataset to
extract different features of the face and landmark face detection and then it compares the query
image with the dataset on the basis of features and landmark face detection. Finally, it compares faces
and votes between them and gives a result that is based on voting. The classification accuracy of the
system based on the CNN model is compared with a mid-level feature extractor that is Histogram of
Oriented Gradient (HOG) and the state-of-the-art face detection and recognition methods. Moreover,
the accuracy in recognizing the faces in the cases of wearing a mask or sunglasses or in live videos
is also evaluated. The highest accuracy achieved for the VMU, face recognition, and 14 celebrity
datasets is 98%, 98.24%, 89.39%, and 95.71%, respectively. Experimental results on standard image
benchmarks demonstrate the effectiveness of the proposed research in accurate face recognition
compared to the state-of-the-art face detection and recognition methods.

Keywords: internet of things; surveillance; convolutional neural networks; face detection

1. Introduction

Image and video classification is an open research domain for the computer vision
research community [1–3]. There are various application domains of image and video clas-
sification, such as industrial automation, face recognition, medical image analysis, security
surveillance, content-based multimedia analysis, and remote sensing [4–6]. The recent
focus of research for image and video analysis is the use of deep learning models and high
resolution images to design effective decision support systems that can be used with IoT
(Internet of Things) [7–9]. Due to the internet, there is a comfort in life and research is
focused on the design of smart gadgets that can control devices remotely [10,11]. The smart
devices are accessed through the internet and they can do surveillance through sensors
and cameras for smart homes and cities and for different decision support systems [12–14].
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Face recognition plays a vital role in the design of security systems and there are various
applications of such systems while building an IoT block [15].

IoT is known as the network of connected devices, collecting and sharing information
so that those devices can be more complex by connecting to software, a network connection,
and sensors and electronic devices [16,17]. Every year billions of devices are connected to
the internet to share data with each other. In 2015, almost 15 billion devices were connected
and in just five years, devices doubled. In the next five years there were 75 billion devices.
There are many applications of IoT in our daily life and security surveillance is one of
the building blocks for any IoT-based system [18,19]. Security surveillance systems are
based on cameras and motion sensors that can capture images and send decisions to users
through any communication medium [18,19].

Recent trends show that 15% of businesses deployed IoT devices for their operation.
Due to recent trends and the adoption of technologies’ government standard requiring
business to be on top of cybersecurity. Recent IoT trends are a cybersecurity concern and
the rapid growth of 5G accelerating the world of IoT because IoT and 5G go hand in
hand. Wearable Technology Fitness and lifestyle base wearable smart devices, such as
smart watches, are beneficial trends. There is also bundled IoT for enterprises because
enterprises are driving much of the investment in IoT. Artificial Intelligence and IoT devices
were leveraged to analyze patient genetic information and blood samples and to diagnose
disease and patient needs.

The most popular IoT based device is Raspberry Pi [20]. Raspberry Pi is used for
projects such as home surveillance and it can be easily connected to the Internet using an
Ethernet port and USB Wi-Fi. We selected Raspberry Pi for our project due to its efficiency.
According to Majumder et al. [21], the sensor of Raspberry Pi can detect motion up to 7 m
and the sensor detects the infrared light. If it detects the motion, the output is high, and the
time delay can be set accordingly from 0.3 to 300 s. When it does not detect the motion, it
automatically changes the output from high to low and vice versa.

Our aim is to effectively detect and recognize the face from image and video based on
CNN and Raspberry Pi. According to Chao [22], the main aim of any face detection system
is to detect the presence of a face in an image. If the face is present, then locate each face
perfectly and the face detection algorithm has to generate boundaries around all the faces.
The complexity to recognize faces in images varies due to changes in image background,
color of background, poses, expression, position and inclinations, skin color, presence of
glasses, facial hair, lightening condition, and image resolution. Figure 1 represents the
generic framework for face recognition.

Public security is a priority in the current era; there is a growing need for autonomous
systems capable of monitoring hotspots to ensure public safety. In this research article, we
have explored a face recognition model that uses video and images as training data and can
be used in a decision support system for classification of images and video content. We aim
to present a low cost and highly reliable real-time face detection and recognition system that
can be used in any IoT-based application. We have explored a deep learning technique that
can be used to perform facial recognition using easily-attainable components and libraries,
such as Raspberry PI and Dlib, Face Recognition Library, and Open Source Computer Vision
Library (OpenCV). It also covers various face recognition machine learning algorithms.
The results show that in real-time applications, the system provides better performance
despite the limitations of Raspberry PI, such as low CPU and GPU processing power.
The entire system is developed on the Raspberry PI board because of its efficiency with
powerful architecture and portability.
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Figure 1. Generic framework for face recognition.

Different criteria are used to assess the effectiveness of the proposed research i.e.,
using video files, using real time live video, performance comparison using HDD and
SSD, standard image benchmarks, and images with face masks. The proposed research
is evaluated on three standard image benchmarks i.e., Virtual Makeup (VMU) [23], Face
Recognition [24], and 14 Celebrity Face Dataset [25], and a self-created image dataset. In
the VMU image benchmark, there are images of women with and without makeup and in
the self created dataset, we have used the images of the authors of this research article with
and without a face mask. We have used a deep-learning model for training and testing and
to train the system, we have used a CNN feature extractor. For testing, we used images and
real-time videos to make decisions. The final decision taken by this smart system is sent to
the user through email. The rest of this research article is organized as follows: Section 2 is
the literature review, Section 3 is the proposed method of research, Section 4 presents the
results and discussion, and the conclusion is presented in Section 5.

2. Literature Review

The facial recognition system is a computer vision model that can match a human
face with a digital image or with a video frame [26,27]. Facial detection or face verification
is one of the challenging research areas in computer vision and there are many real-time
applications of face detection [28,29]. The most early research articles relevant to face
recognition can be referred to in these published articles [30,31]. Later on, after the 1990s,
the focus of the research was to develop a research model that can automatically detect
human faces [28,29]. Turk and Pentland [32] proposed a research model that can detect and
recognize human faces. In this research, the authors provided an approach for the detection
and identification of human faces and described an effective, semi-real-time face recognition
system that followed the person’s head and then identified the person by comparing facial
features. They develop an algorithm for face recognition called “eigen-face”. This was the
first ever algorithm that presented good and effective results [32].

Another of the most popular algorithms used in face recognition is the Fisherface
algorithm. Fisherface recognizes the face based on the reduction in face space dimension
using the Principle Component Analysis (PCA) and Linear Discriminant Analysis (LDA)
methods to obtain the characteristics of an image. Fisherface is also immune to the noise
induced image and blurring effect on the image [33]. In the last two decades, many research
models have been proposed that are based on low-level feature extraction and mid-level
feature representation, whereas recent research is more focused on the use of deep learning
models [28,29]. In the last 10–15 years, many novel algorithms have been developed that
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can detect human faces and these algorithms are used in applications such as Facebook,
WhatsApp, biometric verification, and auto driven cars [28,29].

Liu [34] explored the limitations and drawbacks of face recognition models and
discussed that the design of a robust system with a large-scale recognition ability could be
a possible future research direction. Li et al. [35] used a machine learning model for face
detection, feature extraction, and feature selection. The recent trends in this field are shifted
to the use of the complex Convolutional Neural Network (CNN) and these techniques
are widely used for security surveillance [36–38]. According to Ding et al. [38], due to
the complex structure of CNN, there are some limitations of these embedded devices as
their memory is limited. Because of this, the authors proposed a FPGA-based accelerator
for face feature extraction, which supports the acceleration of the entire CNN. Neural
networks have diverse applications in different domains, such as healthcare, aerial image
classification, face recognition, etc. [39–41].

The recent trends for security surveillance are now shifted to the use of IOT-based
devices and face recognition is a building block for such smart devices [42,43]. These
smart devices are connected through the Internet and can provide many features that
are not available in traditional face recognition systems; they can also provide a smart
home network [42]. These smart IoT-based devices can be controlled through the Internet
while using a web interface or a mobile app. According to [21], Raspberry Pi is a type of
smart embedded device and a camera can be used to record video and capture images.
Furthermore, a motion detector sensor can assist in detecting the motion. The detected
details are sent to the admin by using the Wi-Fi module of this smart embedded device.

3. Proposed Methodology

This section is about the proposed methodology; the details of open CV, the image
processing module, the used hardware, and face recognition based on CNN are mentioned
in the following subsections.

3.1. Open CV

OpenCV stands for an open source computer vision library [44] and it is designed to
perform commonly used functions and it is an application that can be built while using
the computer vision library. It includes 2500 optimized algorithms and comprehensive
machine learning algorithms. It supports multiple operating systems such as Windows,
Linux, Android, and MAC. It can be interfaced with different languages, such as Java, C++,
Python, and MATLAB. We have used OpenCV for this research because it runs on multiple
operating systems and multiple languages and can easily be interfaced with Raspberry Pi.
The main features of Open CV are reading and writing images, capturing and saving video,
the recognition of faces from real-time videos, and the detection of the features.

3.2. Image Processing Module

The image processing module can perform different operations of image processing,
such as image filtering, enhancement, color space conversion, and histogram computations,
among other operations. In Java, OpenCV org.opencv.imgproc is a package that is used for
image processing. The step-wise details about the image processing module used in our
research model are mentioned below:

• First read the image.
• Load known encoding.
• Convert image into RGB color.
• Detect the coordinate of the bounding box of face from the image to extract the face

from the whole image.
• Then, it computes the facial embedding or features of each image that we detect on

training time.
• Extract the face from the image.
• Try to match the input face to the training dataset.
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• Then, it takes the decision that either the face is known or not.
• If the face is known, it marks the label with the image folder name, or else it is marked

as unknown.
• The flow chart summarizes the steps of how our code recognizes a face from an image.

3.3. Hardware

We have implemented the face recognition code on a hardware device. Hardware
details are: Raspberry Pi, Pi-Camera, memory card, display screen, and speaker. Memory
card is used as a hard disk of the Raspberry Pi. The operation system and all the libraries
are saved on the memory card and the card is inserted in the card port of the Raspberry Pi.
The screen is attached to the HDMI port of Raspberry Pi and the power of 5A is provided
through the power adopter. The Operating System (OS) is Raspbian that will automatically
open the GUI interface and the user interacts with the Raspberry Pi while using a mouse
and keyboard. The Pi-camera is connected with the Raspberry Pi through the camera
module. This Pi- camera is used to obtain the image or real-time video of the user which is
then used for further processing. As this research is about the face recognition, for real time
simulation of the project, Raspberry Pi is used. The camera is used to gather the real-time
video and from this video we have captured the frames. Each of the captured frames are
then processed as a single image. We first detect the face in the frames using landmark and
after the detection of faces, the features are extracted from the faces.

We have divided the dataset into training and test sets and trained our system while
using the training set, which is done offline. After the successful training of the dataset,
the features of each person are saved as encodings in a file. Then, this file is copied in
the Raspberry-Pi and for testing, we have given the path of the encoding file in the code.
The most matched encodings are then gathered, and the name of the person is then labeled
on the face. Figure 2 shows the image of the Pi-camera and associated hardware while the
step-wise block diagram of the proposed methodology is shown in Figure 3.

Figure 2. Pi-camera and associated hardware.
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Figure 3. Proposed methodology.

3.4. Face Recognition Based On CNN

The success of CNN is due to its network architecture, enormous training data, and
loss function that enhances the discriminative power of CNN [45,46]. The convolutional
layer is the first layer of the CNN model. In this layer, first we apply two filters of 5 × 5 on
25 × 25 input image. The same filters are applied for the three channels, respectively. Then,
we have applied the activation function on it. Suppose we have an image “X” and apply
filter “f” on it; its equation will look like this [47].

Z = X × f (1)

The following parameters of the convolutional layer are used to measure computation
speed. Ci indicates number of input channels; Co indicates number of output channels; Kw
indicates width of kernel and Kh indicates height of output channel

[(Ci × Kw × Kh) + (Ci × Kw × Kh − 1) + 1]× CO × W × H (2)

The Rectified Linear Unit (ReLU) allows the most effective and fast training by setting
the native value to zero and keeping the appropriate value. This is sometimes referred to
as the performance because sometimes only the element referred to the next filter is used.
In the pooling layer, we applied one filter of size 4 × 4 and max function to each of the
previous three outputs of size 25 × 25. Here, we have reduced the size to obtain three
tensor outputs of size 6 × 6. It simplifies line-by-line sampling by reducing the number of
polling parameters. For a feature map dimension nh × nw × nc, the dimension of output
is obtained after a pooling layer is [48]

P = (nh − f + 1)/s × (nw − f + 1)/s × nc (3)

where:

• nh height of feature map;
• nw width of feature map;
• nc number of channels in the feature map;
• f size of filter;
• s stride length.

On the previous three 6 × 6 size outputs, here we obtain another output that combines
all the pixel value of the previous output [47]:

Z = WT · X + b (4)
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“Z” is the name of the variable where we store the value; it is the function that we
apply in the occurrence of an element. “W” is the weight that we assign to each element;
“X” is the image and “b” is the borrow.

The parameter of the fully connected layer is used to calculate the amount of compu-
tation form given in the below equations used.

a1 = W11 × x1 + W12 × x2 + W13 × x3 + b1 (5)

a2 = W21 × x1 + W22 × x2 + W23 × x3 + b2 (6)

a3 = W31 × x1 + W32 × x2 + W33 × x3 + b3 (7)

X1, X2, X3 Input for fully connection layer a1, a2, a3 for export.

params = (I + 1)× O = I × O + O (8)

where I = input neuron, O = output neuron. Each output neuron connects with input
neurons [49].

FLOPs = [I + (I − 1) + 1]× O = (2 × I)× O (9)

I = input neurons, O = output neurons. The value in brackets indicates the amount
of computation required to compute a neuron. I-1 indicates the amount of addition, +1
Express bias, × O for calculation number of output neurons. Softmax can return the max
value from the list that works like a probability function. For small input, it turns into small
or negative and for large input it turn into large but it works between 0 and 1.

ResNet is used to train the CNN model and it helps to improve the performance and
stability. The residual scaling factor in ResNet is used to set the value manually. We believe
that by changing the training parameters and by using a small value, one can improve the
stability of the model. We further adopted a small trick to altering the activation function value
in the RELU layer of the CNN model. The proposed method slightly increases the training
parameter but improves its performance and training stability. In Figure 4, we notice there is a
direct connection that is called skip connection and it is the heart of the residual block [50].

Figure 4. Illustration of residual block.
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The CNN algorithm extracts the features and saves them in an encoding file in the
project. These encodings are saved as digital numbers for a full-face image and these
numbers for each image are 128. In the testing of images, these 128 images are again
extracted and then compared with the saved encodings. The highly matched features of
images are compared and then the face is recognized.

Our faces have different features that can be identified, such as our eyes, mouth, nose,
etc. We used the Dlib algorithm to detect the face and we obtained a map of the point
that surrounds each feature. For the Dlib facial recognition, the output is computed by
128-d and the training of the network is completed by using the triplet dataset. Figure 5
represents the overall flowchart of the proposed research.

Figure 5. Flow chart of proposed research.

4. Datasets and Results

The proposed research methodology is evaluated on four different datasets, namely:
three open benchmark datasets named Face Recognition dataset, 14 celebrity dataset,
Virtual Makeup (VMU) dataset [23], and our own created dataset. We have created our
own dataset consisting of 700 images of 7 people with 100 images of each person. We used
the 80/20 and 70/30 rule for dataset training and testing. Table 1 shows the dataset used
for the evaluation of the proposed research methodology. The sample images from each
image benchmark are shown in Figure 6, respectively.
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Table 1. Datasets used for evaluation of the proposed research.

Name of
Dataset Total Images No. of

Classes Ratio
No. of

Training
Images

No. of Test
Images

VMU
Dataset [23] 156 12 70:30

80:20
110
125

46
31

Face Recognition
Dataset [24] 2562 31 70:30

80:20
1794
2049

768
512

14 Celebrity Face
Dataset [25] 220 14 70:30

80:20
154
176

66
44

Own created
dataset 700 7 70:30

80:20
490
560

210
140

(a) 14 celebrity data set

(b) 14 celebrity data set

(c) YMU Dataset

(d) Own created dataset

Figure 6. The photo gallery based on a random selection of images taken from each dataset.

4.1. Evaluation Metrics

The metrics used for the evaluation of the proposed research are discussed below.

[I] Confusion Matrix: Both Precision and recall can be intercepted from the confusion
matrix [51]. The confusion matrix is used to represent how well a model made its
predictions. In Table 2, TP is the true positive mean if we give the known image to
test a model, it leaves the correct result mark label unknown. TN is true negative,
which means that if we give an unknown image to test a model, it gives the correct
result mark label unknown. FP is false positive, which means that if we give an
unknown image (negative) to test a model, it gives the wrong correct result mark
label known (positive). FN is false negative, it means that if we give the known
image (positive) to test a model, it gives the correct result mark label unknown
(negative).
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Table 2. Confusion Matrix.

Predicted Case

Positive Negative

Actual Case
Positive TP FN

Negative FP TN

[II] Accuracy (ACC): Accuracy is the measurement of how accurately the model recog-
nizes a face. Accuracy is the ratio of sum of true positive and true negative over the
total number of images.

[III] Recall: In recall, instead of looking for false positives, it looks at the number of false
negatives. Recall is used whenever a false negative is predicted.

[IV] Precision: Precision is the ratio of true positive to the total of the true positive
and false positives. Precision measures how much positive junk got thrown in the
matrix. The smaller the number of false positives, the greater the model precision
and vice versa.

[V] F-measure/F1-Score: F1-score is one of the important evaluation criteria in deep
learning. It is also known as the harmonic mean of precision and recall. It combines
precision and recall into a single number.

4.2. Training of Proposed Research Model

We need to train a strong model for training because of the growing scale of face
recognition. For this, we contribute a cleaned and noise-controlled subset of our own
created dataset by removing the extra background and decreased image size. With a
cleaned and noise-controlled dataset, we achieve higher results because the system is a
trained and efficiently noise-controlled dataset [52]. The self-created dataset consists of
700 images and we created this dataset by capturing 100 images of each person. All the
images are different in terms of view-point, orientation, etc. For recognition purposes, we
trained the system on the images placed in the training dataset. We have used the mid-
level feature extractor Histogram of Oriented Gradient (HoG) [53] and a CNN model [54].
In order to sort the optimal performance and to perform a comparison, we have compared
the proposed research based on CNN with HoG [53], which is a mid-level feature extractor.
We have tested algorithms and results are presented in the form of tables and graphs; more
detail is mentioned below.

4.3. Testing of the Proposed Research Model

After the successful training of the system, we saved the labels and features in the
folder name encoding. This folder is used to compare the input image and the image that
is to be tested. The algorithm compares the features of both images and gives the output
that is the label for that person (we used the name of the person as the label). To recognize
the face from an image, we have to place the image in an input folder. Then, we extract the
features of the input image and compare them with the encoding folder. The computed
results are mentioned in Table 3.

Secondly, we train the system with the HOG algorithm and a very small dataset of
about five images of the same person and test the input image with the HOG algorithm. We
have tested a single image of a person on both algorithms and trained the system with the
HOG algorithm using a large dataset of about 30 images per person. We have tested a single
image of a person on both algorithms and trained the system with the HOG algorithm
using a small dataset of about five images per person. The results presented in Table 3
show that the larger dataset gives more accurate results than the small dataset. However,
with the large dataset, system performance is slow.
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Table 3. Performance of algorithms under different training conditions.

Train System Input Image Accuracy

Small Dataset

HOG HOG 80%

HOG CNN 90%

CNN HOG 94%

CNN CNN 98%

Large Dataset

HOG HOG 90%

HOG CNN 93%

CNN HOG 95%

CNN CNN 98.3%

4.3.1. Testing of the Proposed Research Model Using Video Files

Face recognition from a video is a challenging process as compared to when we are
using a single image. In the case of videos, frames are extracted from videos and these
frames are sent one by one as an the input image to the system to identify and recognize the
face in an image. We have tested a small video on both algorithms and trained the system
with HOG and then CNN algorithm using a large dataset of about 30 images per person.
The results are presented in Figure 7.

Figure 7. Comparison of HoG and CNN while Using Video to Detect Faces.

In Figure 7, the first row of the label indicates the model we used for the training of
our dataset and the label in the second row represents the model we used for testing to
extract the feature from the input video and match it with the trained data. The first bar
in Figure 7 shows that the accuracy of the CNN model is 89%, when we trained dataset
using CNN and tested the system by the HOG feature descriptor. Similarly, the second bar
depicts that the accuracy of CNN is 98%, when we used CNN for both the training and
testing of the system. The third bar shows that accuracy to recognize face from video is 59%
when we used the HOG feature descriptor for both the training and testing of the system.
Bar 4 shows that the accuracy to recognize the face from the video is 84% when we trained
the model on the HOG feature descriptor model, and CNN is used to extract features of a
face from the input video and match them with the trained dataset.

We have tested a small video while using both algorithms and trained the system with
HOG and then the CNN algorithm using a small dataset of about five images per person.
The results are shown in Figure 8. The first row of the label in Figure 8 indicates the model
we used for the training of our dataset and the label in the second row represents the model
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that we used to extract features from the input video during testing. The two graphs show
that the highest value of accuracy in face recognition is achieved by CNN.

Figure 8. Results When Using a Small Duration Video as an Input to Detect Faces.

4.3.2. Testing of the Proposed Research Model Using Live Videos

To detect the face from live videos, we used an external component, which is a camera,
to take the live videos. We have carried out some tests while using CNN and this process is
computationally expensive. After testing, the recognized face must be sent to the admin.
It notifies the admin by sending a name/label for that person as an email if the face in an
image is matched with the encoding. If the face does not match with the images in the
dataset, it will send the “unknown” word to the admin in the email.

4.4. Comparison of Proposed Research with HoG While Using Hard-Disk-Drive (HDD) and
Sold-State-Drive (SSD)

Table 4 presents a comparison of the proposed research with HoG while using the
operating system installed on SSD and with HoG while using the operating system installed
on HDD. This shows that in the case of HDD, the computer takes almost double the time
to train the system. The CNN algorithm takes more time to train the system because of
its complexity and the feature extraction in HOG is simpler than CNN. Table 4 presents a
comparison of the proposed research with HoG in terms of memory consumption while
using SSD and HDD. It shows that with HDD CNN, it consumes more memory by about
30% more than the HOG, and in the case of SSD, the values are low.

Table 4. Performance comparison of HOG and CNN using HDD and SSD.

Algorithm Time Taken on
1 Image

Time Taken on
50 Images

Memory
Consumption

Using HDD
HOG 0.25 min 12.5 min 20% during

training

CNN 1.5 min 75 min 40% during
training

Using SSD
HOG 0.06 s 3 min 15% during

training

CNN 0.5 min 30 min 25% during
training

Without SSD
HOG 0.5 min 30 min 25% during

training

CNN 2 min 120 min 30% during
training
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4.5. Experimental Results on Standard Image Benchmarks

This section provides a discussion on results obtained on standard image benchmarks
and presents a comparison with the state-of-the-art research.

4.5.1. Results for VMU Image Dataset

The proposed research is evaluated while using the Face Recognition Dataset, 14 celebrity
dataset bench mark, Virtual Makeup (VMU) image benchmark [23], and the self-created
dataset which consists of images of seven different people, 100 each. For each dataset, we use
the 80:20 and 70:30 rule for their training and testing. For the VMU image benchmark, 75%
images are used for training and 25% for testing (the same is represented in Figure 9).

Figure 9. Training images for Person-1 for VMU Image Benchmark.

As CNN extracts 128 different features, the histogram for these images is shown in
Figure 10. The result for testing image histogram is represented in Figure 11. The confusion
matrix for the VMU image benchmark is shown in Figure 12. The accuracy achieved for
VMU data using the 70:30 ratio is 89.5% and 80:20 is 98%, respectively.

Figure 10. Histogram-based representation of person 1.
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Figure 11. Histogram of Testing Image.

Figure 12. Confusion matrix for VMU image benchmark.

Figures 13 and 14 represent testing images of 12 people and the output of the CNN
model, respectively.

Figure 13. Testing images of 12 people.

Table 5 shows a comparison of the classification accuracy of the VMU dataset with the
state-of-the-art research. It can be evidently seen that the proposed research achieves better
performance as compared to the related research.
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Figure 14. Output of CNN model.

Table 5. Comparison of VMU with the state-of-the-art research.

Algorithm Accuracy of Face Recognition

Guo et al. [55] 82.2%

Tripathi et al. [56] 87.35%

Sajid et al. [23] 88.48%

Sajid et al. [23] 92.99%

Wang and Fu et al. [57] 93.75%

Proposed Research (CNN) 98%

4.5.2. Results for Face Recognition Dataset

Table 6 shows the quantity analysis comparison of the dataset that we used in our
research. In this table, we discuss the classification accuracy and performance of the
proposed research method on three different datasets; two are open bench mark datasets
and one is own created dataset. The result accuracy varies when we change the ratio of
training and testing. When its ratio is 70:30, its accuracy is 97.39%. When we change
the ratio from 70:30 to 80:20, its accuracy is increased up to 98.24%. Similarly, Table 6
demonstrates Precision, Recall, and F1-score results (98.61%, 98%, and 98.45%) when
the ratio is 70:30 and 99.10%, 98.88%, and 98.98% when its training and testing ratio
changed from 70:30 to 80:20. Its accuracy is higher than another dataset that we used in
our research to train and test the modal because its size is also larger than the others; it
contains 2562 images. The graphical comparison of the proposed methods on standard
Image Benchmarks is shown in Figure 15.

Table 6. Experimental Results of the proposed methods on Standard Image Benchmarks.

Dataset
Training to Test

Ratio Accuracy Precision Recall F-Score

Face Recognition Dataset 70:30 97.39% 98.61% 98% 98.45%

Face Recognition Dataset 80:20 98.24% 99.10% 98.88% 98.98%

14 Celebrity Dataset 70:30 89.39% 91.00% 93.02% 92.00%

14 Celebrity Dataset 80:20 88.63% 93.54% 90.62% 92.05%

Own Created Dataset 70:30 95.23% 96.51% 97.64% 97.07%

Own Created Dataset 80:20 95.71% 98.09% 96.26% 97.16%
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Figure 15. Performance comparison with standard image benchmarks.

4.5.3. Results for 14 Celebrity Dataset

The 14 Celebrity dataset contains a total of 220 images of 14 different celebrities. Model
performance and results on this dataset are explained in Table 6. Similarly, like the Face
Recognition dataset, we train and test this dataset on the same ratio, 70:30 and 80:20. The
14 Celebrity dataset accuracy is 98.39% when we trained our modal on the 70% image of
the dataset and tested on the remaining 30% of images in the dataset. Its precision, recall,
and F1-score are 91%, 93.02%, and 92%. When we change the ratio to 80:20, its accuracy
increased up to 98.63% and precision, recall, and F1-score results are 93.54%, 90.62%, and
92.05%, as can be seen in Table 6.

4.5.4. Results for Own Created Dataset

Our own created dataset contains a total of 700 images of seven different people, 100
of each. Its accuracy is higher than the 14 celebrity dataset because the dataset size is
also larger than the 14 Celebrity dataset. Model accuracy, precision, recall, and F1-score
is 95.23%, 96.51%, 97.64%, and 97.07% when we train and test the model on 70:30 ratio;
while the ratio is changed from 70:30 to 80:20, its accuracy, precision, recall, and F1-score
are 97.71%, 98.09%, 96.26%, and 97.16%, respectively, as can be seen in Table 6.

Now we will discuss the results associated with the self created dataset. The accuracy
of HoG and CNN while using our own created dataset is shown in Table 7. The output
images with face masks and detected labels are shown in Figure 16. During COVID-19,
almost every person was wearing a face mask. It is difficult for the already existing system
to recognize a face in a mask and if the system does recognize it, its accuracy is low because
the system is trained on faces without masks. So, we trained an efficient system that
recognizes faces in masks [58].

Table 7. Accuracy of HoG and CNN while using images with face mask.

Algorithm Accuracy of Face Recognition

HOG 90%

CNN 98.3%
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Figure 16. Output images with face mask.

The above-mentioned results represent the high performance of the proposed face
detection algorithm, which is based on CNN. The computation time for CNN is higher as it
consists of a complex layered structure.

5. Conclusions

Image and video classification is an open research domain for the computer vision
research community. There are various application domains of image and video classifi-
cation, such as industrial automation, face recognition, medical image analysis, security
surveillance, content-based multimedia analysis, and remote sensing. The recent focus of
research for image and video analysis is the use of deep learning models and high resolution
images to design effective decision support systems that can be used with IoTs (Internet
of Things). In this research article, we have presented a deep learning method based on
CNN (Convolutional Neural Network) to recognize faces while using Raspberry-Pi. We
have provided three standard benchmark labeled datasets (VMU,14 celebrity dataset, Face
recognition dataset) and one of our own created datasets to the system. First, the system
is trained upon the labeled dataset to extract different features of face and landmark face
detection and then it compares the query image with the dataset on the basis of features
and landmark face detection. Finally, it compares faces and votes between them and gives
a result that is based on voting. We have compared the classification accuracy of CNN with
a mid-level feature extractor, i.e., Histogram of Oriented Gradient. We have compared the
classification accuracy of our model with the state-of-the-art previous research and have
achieved higher accuracy results. Experimental results demonstrate the effectiveness of the
proposed research in accurate face detection compared to the state-of-the-art face detection
and recognition methods. In the future, we aim to extend this work to solve the real-life
engineering design problems by applying metaheuristic techniques. The high-dimensional
hardware configuration design could be another possible future contribution.
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