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ABSTRACT

When people gather for a group photo, they are together for

a social reason. Past work has shown that these social rela-

tionships affect how people position themselves in a group

photograph. We propose classifying the type of group photo

based on the spatial arrangement and the predicted attributes

of the faces in the image. We propose a matching algorithm

for finding images from a training set that have both similar

arrangement of faces and attribute correspondence. We for-

mulate the problem as a bipartite matching problem where

the faces from each of the pair of images are nodes in the

graph. Our work demonstrates that face arrangement, when

combined with attribute (age and gender) correspondence, is

a useful cue in capturing an approximate social essence of

the group of people, and lets us understand why the group of

people gathered for the photo.

1. INTRODUCTION

People often gather for a photo shot for an underlying social

reason. Past works have shown that the spatial arrangement

of the faces in a photo provides useful cues as to predicting

certain attributes of the faces ([1, 2]). In addition, when har-

nessed properly, the pairwise spatial positions of faces can

also give useful information in predicting the relationships of

the individuals in the photo ([2]). Of course, the social rela-

tionships and events under which a photo was taken can affect

how we humans might categorize the group. Motivated by

this observation, our goal in this work is to investigate the re-

lationship between the spatial arrangement of faces in a photo

and the type of group that has assembled.

Consider the four photos (a) - (d) in Fig. 1, in which all visual

content is removed except the faces, their relative sizes, and

some age or gender clues. Using only this information, the

reader can attempt to categorize each photo with an appro-

priate label on the right. Compare your answer to the results

shown in Fig. 2. How many photos did you classify correctly?

The reader will probably score much better than the 25% ran-

dom choice. As these simple examples show, facial arrange-

ment and attributes provide an important cue useful for photo

type classification. In this work, we demonstrate the useful-

ness of this cue for group photo classification.

Related work. The usefulness of facial arrangements have
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Fig. 1: The label space is (1) Family, (2) Group Field Trip,

(3) Sports Team, and (4) Friends Hanging Out

been explored before for predicting attributes on single people

[2] and relationships between pairs of people [3, 4, 5]. Also,

in [1], facial arrangement was used to measure the similarity

of two photos. Although the task was for image clustering

rather than classification, and the goal was targeted towards

human-subjective ranked retrieval assessment, the motivation

that facial arrangement has to do with photo similarity is the

same. [2] used the least square fit of face sizes and positions to

detect group dining photos. Most of these works involve the

use of facial positions and attributes. More traditionally, im-

age classification is often conducted with appearance-based

features. Examples include face attribute classification [6, 7],

occupation prediction based on the kind of clothing a per-

son wears [8], cultural type and urban tribe classification [9].

However, we believe that classifying consumer photos should
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Fig. 2: Answers to Fig. 1. The label space is (1) Family, (2)

Group Field Trip, (3) Sports Team, and (4) Friends Hanging

Out

be based on the humans. After all, they are the protagonists

of a story the photo tries to convey.

2. GROUND TRUTH AND DATA COLLECTION

Previous work provides some datasets of photos in which

something about the photo type is known. For example, [2]

gives a rough photo categorization of group, family, and wed-

ding. Often in the previous work, the photo type was derived

from the tags that were associated with each photo or the

search query terms used in retrieving the photo from such

services as Flickr or Google Images. Naturally, the photo

types derived this way may be somewhat ambiguous. Indeed,

a wedding photo may well be a family photo.

To simplify matters, we desire a dataset in which the photo

types are as unambiguous as possible. In addition, we seek

the types of photos that are common enough to be of suffi-

cient interest as consumer photos. With these goals in mind,

a few experimental inspections indicate that four categories

of photos fit our objectives well. They are family, group field

trip, sports team, and friends outing.

We collected 10K photos. Some are from [2] and some are

from online image services with relevant keyword queries. A
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Fig. 3: (a) and (b) are two sample photos showing the face

bipartite graph. (c) is the core experiment result.

group of human subjects then pick the 1K most unambigu-

ous, properly fit photos for the 4 categories (250 each). For

examples of these photos, see Fig. 5.

3. METHOD

Our method works by measuring the spatial similarity of the

facial arrangement and the attribute similarity of the faces of

the photos. Specifically, let us first consider computing the

similarity score of two photos.

3.1. Bipartite Matching

For the two photos shown in Fig. 3(a), first detect the face

bounding boxes. Then, we represent the faces as the nodes of

a bipartite graph as shown in Fig. 3(b). Associated with each

edge is a weight wi,j that captures the cost of matching the

respective pair of faces, face i from the first photo and face

j from the second, as a corresponding pair. Then, we find

a maximum assignment (one in which the node set, say the

right hand side in this example, with the smaller number of

nodes has all its nodes matched) of minimum weight. Nat-

urally, a matching must respect the one-to-one relationship.

This is an example of the minimum weight bipartite assign-

ment problem, which can be readily solved by the Hungarian



algorithm [10, 11].

Edge weights are determined according to Eq 1 with the intent

that a smaller weight implies a higher degree of similarity.

Here, the weight of edge (i, j) is a linear combination of the

positional term and the attribute terms. The weights of the

other edges are computed in a similar fashion.

wi,j = α‖xi − xj‖+
∑

l

βlhl(al(i), al(j)) (1)

Positions. The faces coordinates of each image are first nor-

malized so that the median face sizes in the two images are the

same. Then, the faces coordinates within each photo are mean

removed. The norm of the positional difference is weighted

by α.

Attributes. Each face is associated with it a set of attributes

indexed by l. For instance, al(i) is the value of attribute l of

face i. Function hl computes the difference of two attribute l
values. Each attribute difference is weighted by βl.

Let us denote by w∗ the sum of the weights of the matching

edges selected. Fig. 3(b) shows the optimal set of edges se-

lected using positions alone (αi = 0 for all i) as the darkened

edges.

3.2. Face Number Discrepancy

Notice that this matching algorithm does not require the two

photos to have the same number of faces. Such requirement

would be too stringent. Firstly, the number of training data

would greatly decrease when partitioned into photos of differ-

ent numbers of faces. Secondly, as are evident in the examples

we show, photos of different numbers of faces may still have

structural similarity that is relevant. On the other hand, allow-

ing face number discrepancy may be unfair in certain cases.

Indeed, a two-person photo is very likely to match well with

a group photo simply due to chance. To address these issues,

we pay an additional cost for any face number discrepancy

and define the final similarity of two photos I1 and I2 as

d(I1, I2) ≡ w∗

I1,I2
+ γ|I1 − I2|face, (2)

where w∗

I1,I2
is the weight of the optimal matching of I1 and

I2, and |I1 − I2|face is the difference of the numbers of faces

in the photos.

With the ability to compute the pairwise similarity score be-

tween any two photos, we can readily use many standard clas-

sifiers to complete the photo classification algorithm. For sim-

plicity, we use k-NN through this work.

4. EXPERIMENTS

Here, we describe the experiments we conduct to evaluate our

method. We randomly split our dataset into 50% for train-

ing and 50% for test. The face attributes we use are age and

(a) The confusion matrix for

POS+AG

(b) How training size affects test

accuracy.

Fig. 4

gender. We use the predictions from the algorithm proposed

by [12], in which there are 7 age bins roughly representing

different stages of life. For hgender we use the binary gen-

der difference, and for hage we use the bin difference which

roughly captures how far apart two ages are. Finally, we use

leave-one-out cross validation on the training set to tune the

parameters required in our algorithm.

4.1. Main

The core performance results are summarized in Fig. 3(c).

We carry out three sets of experiments. For the positions only

experiment, which we denote by POS, we turn off the face

attributes (βgender = βage = 0). For the age and gender

experiment, denoted by AG, we turn off the position contri-

bution (α = 0). When combining positions with age and

gender, which we denote by POS+AG, we attain an accuracy

of 72.6%. Fig. 4(a) shows the confusion matrix of the 72.6%-

accuracy experiment. Compared to the 52.8% accuracy of

POS, AG achieves an accuracy of 71.2%. It is perhaps not

too surprising that age and gender attributes seem to play an

important role in photo classification. From human intuition

there is no shortage of plausible reasons behind it. Indeed, a

family photo tends to include a wider range of faces of dis-

parate age ranges and genders. On the other hand, a photo of

a group of friends hanging out tends to have most of the faces

belonging to roughly the same age groups, and they tend to

be either all males or all females. Likewise, for a sports team

photo, in most of the cases it consists of a majority of all males

or all females, as official sport teams are rarely coed. For a

group photo of field trip, the faces usually contain a more even

mix of males and females, and the age range is wider as well.

Positional cues have their own merits, however. The perfor-

mance of POS at 52.8% outperforms the random guess accu-

racy of 1/4 = 25.0%. Considering that no appearance-based

cues are used in POS, this result quantitatively supports our

hypothesis that facial position arrangement gives a nontriv-

ial cue that can be helpful for photo type classification. In

addition, POS+AG does give a significant, albeit small, im-

provement of 1.4%.

We also use purely appearance-based features as a rudimen-



tary baseline for our task of photo type classification. The

feature we use are GIST [13], with RBF SVM as the classifier

whose parameters we tune by cross validation on the training

set. The performance result is a mediocre 42.3%, compared

apple-to-apple with those results shown in Fig. 3(c). We do

not find this result surprising. After all, a dominating factor

for determining the type of a consumer photo is the humans

in the photo. As such, a method that directly analyzes the hu-

mans in the photo may likely work better than one that does

not.

4.2. Horizontal Symmetry

It is interesting to point out that we can effectively double

the number of training data for POS by symmetrically flip-

ping each training photo left-to-right. This observatoin comes

from the assumption that, everything else being equal, people

have no preference for the left or right side in a photo shot.

Indeed, allowing such symmetry turns out to improve the per-

formance of POS by 2-3%. Throughout this work, the exper-

iments we conduct for POS and POS+AG take advantage of

this horizontal symmetry assumption.

4.3. Effect of Training Size

While fixing the same test set, we artificially change the size

of the training set down to as few as 10 photos. Fig. 4(b) gives

the result for both POS and AG. In both cases, we see that the

accuracy of > 50% for POS and that of > 70% for AG are

both achieved in as few as 100 and 200 training photos, re-

spectively. In general, we find that contextual cues usually re-

quire much less training data than appearance-based features

to attain their optimal classification performance.

5. CONCLUSION

In this work, we demonstrate the usefulness of facial arrange-

ment and attribute (age and gender) cues in photo classifica-

tion. Of course, there are limitations. For example, we may

wonder how likely a truly randomly chosen consumer photo

from the internet will be, say, a field trip photo given that it

is quintessentially similar to the field trip photos in the train-

ing set. Nevertheless, the performance results from our work

confirms the benefits of such contextual cues and encourages

future work to build on it.
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Fig. 5: Shown in each of (a) - (h) are two image pairs. In each

pair, the left image is the test query and the right is its most

similar image from the training set. The left pair of images

is based on POS, and the right pair of images is based on

POS+AG, in which the gender and age predictions are shown

as well. The ground truth photo types are provided at the

bottom of each image. Best viewed in magnification in color.
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