
Face Recognition and Retrieval in Video

Caifeng Shan

Abstract. Automatic face recognition has long been established as one of the most
active research areas in computer vision. Face recognition in unconstrained environ-
ments remains challenging for most practical applications. In contrast to traditional
still-image based approaches, recently the research focus has shifted towards video-
based approaches. Video data provides rich and redundant information, which can
be exploited to resolve the inherent ambiguities of image-based recognition like
sensitivity to low resolution, pose variations and occlusion, leading to more ac-
curate and robust recognition. Face recognition has also been considered in the
content-based video retrieval setup, for example, character-based video search. In
this chapter, we review existing research on face recognition and retrieval in video.
The relevant techniques are comprehensively surveyed and discussed.

1 Introduction

Automatic face recognition has long been established as one of the most active
research areas in computer vision [119, 70, 61, 99, 1]. This is mainly due to its
wide range of applications such as person identification, law enforcement, smart
environment, visual surveillance, human-computer interaction, and image/video re-
trieval. After three decades of intense research, the state-of-the-art approaches can
achieve high recognition rate under controlled settings [86]. However, face recogni-
tion in unconstrained real-life environments remains challenging for most practical
applications.

Faces are probably the most common cue used by humans for identifying people.
Face recognition has mainly been studied for biometric identification. Biometrics
refers to the measurement and analysis of physical or behavioral characteristics of
humans; various visual traits, such as fingerprint, face, iris, gait and hand geometry,
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have been explored for biometric recognition [54]. Among different biometric
modalities, face recognition allows unobtrusive identification in uncontrolled sce-
narios without requiring user cooperation, for example, in low quality surveillance
footage.

Numerous approaches have been developed for face recognition in the last three
decades. Traditionally, face recognition research has mainly focused on recognizing
faces from still images [103, 15]. However, single-shot based recognition is hard
because of the well-known problems such as illumination change, pose variation,
facial expression, and occlusion. The face image differences caused by these fac-
tors often exceed those due to identity changes. A single image might not provide
enough information for reliable classification. Another problem with image-based
face recognition is that it is possible to use a prerecorded face photo to confuse the
recognition system to take it as a live subject [101]. Recently, the research focus
has shifted more and more towards video-based approaches. The advent of inex-
pensive video cameras and increased processing power makes it viable to capture,
store and analyze face videos. Video inputs provide rich and redundant information
in the form of multiple frames, for example, normally in video people show a lot
of pose and expression variations. It is widely believed that, by properly extract-
ing the additional information, video-based recognition could resolve the inherent
ambiguities of image-based recognition, such as sensitivity to low resolution, pose
variations and partial occlusion, leading to more accurate and robust face recogni-
tion. Furthermore, video inputs allow to capture facial dynamics that are useful for
face identification [60, 83].

Although most of the existing research has been focused on the biometric identifi-
cation paradigm, recently face recognition has been considered in the content-based
video retrieval setup [11, 96]. Face information is important in different kinds of
videos, especially in news programs, dramas, and movies. Face recognition could
be used for video content description, indexing and mining, e.g., rapid browsing or
retrieval of scenes based on the presence of specific actors. Increasing amount of
video content on the web is marking a new phase of how users consume informa-
tion, where users often look for specific people related video content. Current video
search engines mainly rely on the keywords that appear in descriptions or in the sur-
rounding web page content. Face recognition enables more accurate video search
by focusing on the content of videos.

In this chapter, we review existing research on face recognition in video. The
relevant techniques are comprehensively surveyed and discussed. We also intro-
duce recent work on face retrieval in video. The chapter is organized as follows.
In Section 2, we briefly introduce face detection and face tracking, the two im-
portant components in face recognition and retrieval research. Section 3 discusses
video-based face recognition technologies. Specifically, three main categories, in-
cluding key-frame based, temporal model based, and image-set matching based, are
described respectively. In Section 4, we present recent research on face retrieval in
video. Challenges and future research directions are discussed in Section 5. Finally
Section 6 concludes the chapter.
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2 Face Detection and Tracking

Face detection and face tracking are important components in face recognition sys-
tems, which automatically detect or locate the face region in the input frames.
Normally from the located face region, the relevant features are extracted and sub-
sequently served as input to the face recognizer. In this section, we briefly introduce
existing work in these two areas.

2.1 Face Detection

Face detection plays a crucial role in face-related vision applications. Due to its
practical importance, numerous techniques have been proposed for face detection
(see [113] for a survey). In most of existing methods, appearance features such as
edge, intensity, and color, are extracted to locate the faces using statistical or geo-
metric models. The real-time face detection scheme proposed by Viola and Jones
[104, 105] is arguably the most commonly employed front face detector, which
consists of a cascade of classifiers trained by AdaBoost employing Harr-wavelet
features. AdaBoost [34, 92] is one of the most successful machine learning tech-
niques applied in computer vision, which provides a simple yet effective approach
for stagewise learning of a nonlinear classification function. Later their approach
was extended with rotated Harr-like features and different boosting algorithms [76].
In [71], by incorporating Floating Search into AdaBoost, FloatBoost was proposed
for improved performance on multi-view face detection.

Many other machine learning techniques such as Neural Network and Support
Vector Machine (SVM) have also been introduced for face detection. In [77], the
Bayes classifier was adopted with discriminating feature analysis for frontal face
detection. The input image, its 1D Harr wavelet representation, and its amplitude
projections are combined to derive a discriminating feature vector. Later the features
were extended and combined with a SVM-based classifier [94]. SVM was also used
with the spectral histogram features for face detection [107]. To improve the detec-
tion efficiency, Garcia and Delakis [37] designed a convolutional neural network for
face detection, which performs simple convolutional and subsampling operations.
More recently, the approach in [77], Viola and Jones’s approach [104, 105], and the
approach in [37] are modified and combined for a fast and robust face detector [22].
Overall, face detection technology is fairly mature and a number of reliable face
detectors have been built based on existing approaches.

2.2 Face Tracking

Most of face detectors can only detect faces in the frontal or near-frontal view.
To handle large head motion in video sequences, face or head tracking is usually
adopted. In some work [120, 55], face tracking and recognition are integrated in one
framework, for example, Zhou et al. [122, 120] proposed a probabilistic approach
for simultaneous tracking and recognition.
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Fig. 1 Examples of face tracking using the online boosting algorithm [44].

Visual tracking of objects has been intensively studied in computer vision, and
different approaches have been introduced, for example, particle filtering [13] and
mean shift [19, 23]. Accurate face tracking is difficult because of face appearance
variations caused by the non-rigid structure, 3D motion, occlusions, and environ-
mental changes (e.g., illumination). Therefore, adaptation to changing target ap-
pearance and scene conditions is a critical property a face tracker should satisfy.
Ross et al. [88] represented the target in a low-dimensional subspace which is adap-
tively updated using the images tracked in the previous frames. In [44], Grabner et
al. introduced the online boosting for tracking, which allows online updating of the
discriminative features of the target object. Some face tracking results of their ap-
proach are shown in Fig. 1. Compared to the approaches using a fixed target model
such as [14], these adaptive trackers are more robust to face appearance changes in
video sequences.

One main drawback of these adaptive approaches is their susceptibility to drift,
i.e., gradually adapting to non-targets, because the target model is built from the
previous tracked results. To address this problem, a mechanisms for detecting or
correcting drift should be introduced [55], by adding global constraints on the over-
all appearance of the target. For faces, such constraints could be learned from a set
of generic well-cropped/aligned face images that span possible variations in pose,
illumination, and expression. Specifically, two constraint terms were introduced in
[55]: (1) a set of facial pose subspaces (or manifolds), each of which represents a
particular out-of-plane pose, and (2) a SVM based goodness-of-crop discriminator
whose confidence score indicates how well the cropped face is aligned. Grabner
et al. [45] introduced an online semi-supervised boosting to alleviate the drifting
problem. They formulated the update process in a semi-supervised fashion which
uses the labeled data as a prior and the data collected during tracking as unlabeled
samples.
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After the face detection and tracking stages, faces are only roughly localized and
aligned. Face registration methods can be adopted to deal with the effect of varying
pose, for example, by utilizing the characteristic facial points (normally locations
of the mouth and eyes). In some work (e.g., [59]), face recognition is performed
directly on faces roughly localized, close to the conditions given by typical surveil-
lance systems.

3 Face Recognition in Video

Recent years have witnessed more and more studies on face recognition in video.
Zhang and Martinez [114, 115] investigated whether the methods, defined to recog-
nize faces from a single still image, perform better if they could work with multiple
images or video sequences. By extending their probabilistic appearance-based ap-
proach [80], they showed that regardless of the feature extraction method used, the
recognition results improve considerably when using a video sequence rather than
a single image. It is also observed in [47] that the spatial-temporal representation
derived from video outperforms the image-based counterpart. Video-based recogni-
tion provides a setting where weak evidence in individual frames can be integrated
over time, potentially leading to more reliable recognition in spite of the difficulties
such as pose variation and facial expression.

We partition the existing research into three categories: (1) key-frame (or exem-
plar) based approaches, (2) temporal model based approaches, and (3) image-set
matching based approaches. The first class [47, 115, 98, 101] considers the prob-
lem as a recognition problem from still images by independently using all or a
subset of the face images. Usually a voting rule is used to come up with a fi-
nal result. In most of cases, only a subset of representative face images is used
for recognition, where ad hoc heuristics are used to select key-frames. The sec-
ond class [75, 123, 64, 79, 49] makes use of all face images together with their
temporal order in the video. By taking into account temporal coherence, face dy-
namics (such as non-rigid facial expressions and rigid head movements) within the
video sequence are modeled and exploited to enforce recognition. The third class
[110, 93, 10, 59, 106] also uses all face images, but does not assume temporal
coherence between consecutive images; the problem was treated as an image-set
matching problem. The distributions of face images in each set are modeled and
compared for recognition, and the existing work can be further divided into statisti-
cal model-based and mutual subspace-based methods (see Section 3.3 for details).
Both the second and third categories integrate the information expressed by all the
face images into a single model. The categorization of relevant techniques are sum-
marized in Table 1. In the following sections, we discuss each category in details.

3.1 Key-Frame Based Approaches

The approaches in this category treat each video as a collection of images, and
perform face recognition by comparing all or a subset of individual face images
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Table 1 Categorization of video-based face recognition techniques.

Category Method
Key-frame based Approaches [90], [40], [47], [114], [100], [17], [115], [31],

[78], [85], [98], [101], [118]

Temporal Model based Approaches [74], [73], [72], [75], [18], [24], [67], [69], [68],
[122], [120], [123], [121], [64], [65], [66], [79],
[55], [2], [43], [50], [49]

Image-Set Matching based Approaches
Statistical model-based [93], [4], [96], [7], [10], [6], [9]
Mutual subspace-based [110], [90], [35], [82], [108], [56], [57], [5],

[58], [59], [106], [38]

with training data using image-based recognition techniques. They neither make
any assumption on the underlying distributions of input face images, nor use their
temporal coherence. They are based on premise that similarity of the test video with
the training data, which could be still images or videos, is reflected by the similarity
of the images from the testing video and training data. For example, Satoh [90]
matches two face sequences based on face matching between a closest pair of face
images across two sequences. These approaches may fail as they do not take into
account of the effect of outliers [59]. If requiring a comparison of every pair of
samples drawn from the input video and training data, such methods could be time
consuming.

Normally a subset of “good” or representative frames (called key-frames or ex-
emplars) is selected to perform image-based recognition. In [40], face recognition
is performed based on tracking the nose and eyes. Their locations are used to de-
cide whether the face is suitable for recognition. If they form an equilateral triangle,
image-based recognition is performed; otherwise, the tracking continues until an
appropriate frame occurs. Berrani and Garcia [17] proposed to select good-quality
face images using robust statistics. Specifically, by considering it as an outlier de-
tection problem, they utilized RobPCA to filter out the noisy face images (e.g., not
well-centered, non-frontal). Their experiments on two face image databases show
that the filtering procedure improves the recognition rate by 10% to 20%. In [85],
three face matchers are fused for face recognition in video, where the estimated face
poses and the detected motion blur are used for adaptive fusion, e.g., frames with
motion blur are not considered for recognition. Experimental results on the CMU
Face-In-Action database [39] with 204 subjects show that their approach achieves
consistent improvements.

It is argued in [63] that the best exemplars are those which minimize the expected
distance between the video frames and the exemplars; radial basis functions are
applied to select exemplars. Hadid and Pietikäinen [47] proposed to extract the most
representative faces by applying K-Means clustering in the low-dimensional space
derived by Locally Linear Embedding [89]. They adopted a probabilistic voting
to combine image-based recognition over video frames for final decision. In [31],
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following the Isomap algorithm [102], the geodesic distances between face images
are estimated, based on which a hierarchical agglomerative clustering algorithm is
applied to derive local face clusters of each individual. The authors argued that using
a single exemplar for each cluster may not fully characterize the image variability,
and proposed to construct two subspaces to characterize intra-personal and extra-
personal variations for each local cluster. Given a test image, the angle between
its projections onto the two subspace is used as a distance measure to the cluster.
Experiments on a video data set of 40 subjects demonstrate their approach produces
promising results compared to previous methods. Zhao and Yagnik [118] presented
an approach for large scale face recognition in web videos. For each face set derived
by facial feature tracking, key faces are selected by clustering; the face sets are
further clustered to get more representative key faces and remove duplicate key
faces. A combination of majority voting and probabilistic voting is adopted for final
decision. Evaluated on large-scale web videos, their approach achieves 80% top-5-
precision on tested persons.

Tang and Li [100, 101] proposed to align video sequences of different subjects
based on the audio signal in video, i.e., frames with similar facial expressions are
synchronized according to the associated speech signal. A number of distinctive
frames are selected from the synchronized video sequences. Key fiducial points
on each face image are further aligned, and Gabor wavelet features are extracted
from these points for facial representation. For matching the spatial and temporal
synchronized video sequences, they developed a multi-level discriminant subspace
analysis algorithm. They also integrated the frame-based classification using the ma-
jority voting or sum rule. In [78], Liu et al. proposed a synchronized frame clustering
method which incrementally outputs aligned clusters across all video sequences, and
adopted a Bayesian method to select key-frames. A Nonparametric Discriminant
Embedding is introduced for learning spatial embedding. With the spatial-temporal
embedding of video sequences, they presented a statistical classification solution,
which uses a probabilistic voting strategy to combine the recognition confidences
in each frame. Encouraging results on the XM2VTS database [81] are reported in
these studies [100, 101, 78].

Stallkamp et al. [98] presented a real-time video-based face recognition system
which recognizes people entering through the door of a laboratory. As shown in
Fig. 2, without user cooperation, the captured video data contains difficult situa-
tions arising from pose variations, facial expressions, occlusions due to accessories
and hair, illumination changes due to the time and weather conditions and light
switched on/off. Their approach combines the individual frame-based classification
results to one score per sequence. With DCT-based appearance features, individual
frame scores are generated using a k-nearest neighbor classifier and a set of Gaus-
sian mixture models learned from training sequences. They proposed two measures
to weight the contribution of each individual frame: distance-to-model (DTM) and
distance-to-second-closest (DT2ND). DTM takes into account how similar a test
sample is to the representatives of the training set. Test samples that are very differ-
ent from the training data are more likely to cause a misclassification, so DTM is
used to reduce the impact of these samples on the final score. Based on the idea that
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Fig. 2 The real-world video data used in [98], which shows a variety of different lighting,
pose and occlusion conditions.

reliable matching requires the best match to be significantly better than the second-
best match, DT2ND is used to reduce the impact of frames which deliver ambigu-
ous classification results. Their experiments on a database of 41 subjects show both
measures have positive effects on the classification results. Despite promising re-
sults, the need for parameter tuning and heuristic integration schemes may limit the
generalization of this approach.

3.2 Temporal Model Based Approaches

Other than the multitude of still frames, video allows to characterize faces based
on the inherent dynamics which is not possible with still images. Facial dynamics
include the non-rigid movement of facial features (e.g., facial expressions) and the
rigid movement of the whole face (e.g., head movements). Psychological studies
[60, 83, 95] indicate that facial dynamics play an important role in the face recog-
nition process, and both static and dynamic facial information are used in the hu-
man visual system to identify faces. Facial dynamics are even more crucial under
degraded viewing conditions such as poor illumination, low resolution, and recogni-
tion at distance. Many of these points have been verified in computer vision research
[48]. For example, Gorodnichy [41, 42] illustrated the lack of resolution can be
compensated by the dynamic information coming from the time dimension. Many
approaches have been proposed to utilize the temporal continuity inherent in videos
for face recognition [20].

Li et al. [74, 73, 72, 75] proposed to model facial dynamics by constructing facial
identity structures across views and over time, referred to identity surfaces (shown
in Fig. 3), in the Kernel Discriminant Analysis feature space. Dynamic face recogni-
tion is performed by matching the face trajectory computed from a video input and a
set of model trajectories constructed on the identity surfaces. The trajectory encodes
the spatio-temporal dynamics of moving faces, while the trajectory distance accu-
mulates recognition evidence over time. Experimental results on video sequences of
12 subjects were reported with a recognition rate of 93.9%. Similarly, in [18], each
image sequence of a rotating face is projected into the eigen-space using Principal
Component Analysis (PCA) and represented as a trajectory in the space; face recog-
nition is performed as the trajectory matching. They reported excellent recognition
rates on a data set of 28 subjects.
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Fig. 3 Identity surfaces for dynamic face recognition [73].

Edwards et al. [24] learnt how individual faces vary through video sequences by
decoupling sources of image variations such as expression, lighting and pose. The
trained statistical face model is used to integrate identity evidence over a sequence,
which is more stable and robust than a model trained from a single image. Li and
Chellappa [67, 69] presented an approach to simultaneous tracking and verification
in video, based on posterior density estimation using sequential Monte Carlo meth-
ods; verification is realized through hypothesis testing using the estimated posterior
density. By rectifying each face template onto the first frame of the testing video,
the approach has been applied to face verification in video. They [68] also intro-
duced a method for face verification using the motion parameters of tracked facial
features, where the features are extracted using Gabor filters on a regular 2D grid.
Their method produces encouraging results on a data set with 19 subjects.

Following [67, 69], Zhou et al. [122, 120] proposed a probabilistic approach for
simultaneous tracking and recognition in video. They used a time-series state space
model which is parameterized by a tracking state vector (continuous) and a identity
variable (discrete), in order to simultaneously characterize the evolving kinematics
and identity. The joint posterior probability is approximated and propagated using
the Sequential Importance Sampling algorithms, and the marginal distribution of the
identity variable is estimated to provide the identity result. In the still-to-video set-
ting, where the gallery consists of still images and the probe consists of videos, the
approach was evaluated on two data sets with 12 subjects and 30 subjects respec-
tively. In [123], to consider the video-to-video setting (i.e., generalizing the gallery
to videos), they adopted an exemplar learning method [63] to select representa-
tives from the gallery videos, serving as still templates in the still-to-video scenario.
Their approach was tested on the MoBo database [46]. Later the simultaneous track-
ing and recognition approach was improved by incorporating appearance-adaptive
models [121]. The appearance changes between input frames and gallery images
are modeled by constructing the intra- and extra-personal spaces. Experiments on a
data set of 29 subjects illustrate the approach can handle appearance changes caused
by pose and illumination variations, leading to improved tracking and recognition
performance.
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To address continues head pose changes in video, Lee et al. [64] proposed to
learn a low-dimensional appearance manifold of faces, which is approximated by
piecewise linear subspaces (named pose manifolds). To construct the representa-
tion, exemplars are first sampled from videos by finding frames with the largest
distance to each other, which are further clustered using K-means clustering. Each
cluster models face appearance in nearby poses, represented by a linear subspace
computed by PCA. The dynamics among pose manifolds are encoded as transition
probabilities, learned from training video sequences. They presented a maximum a
posteriori formulation for face recognition, which integrates the likelihood that the
input image comes from a particular pose manifold and the transition probability
to this pose manifold from the previous frame. Their approach was extended for
simultaneously tracking and recognizing faces in video [65], achieving the recogni-
tion rate of 98.8% on a data set of 20 subjects. However, the appearance model in
these works was learned by a batch training process from short video clips, which is
not practical for large number of lengthy video sequences. In [66], an online learn-
ing algorithm was introduced to incrementally construct a person-specific appear-
ance manifold using an initial generic prior and successive frames from the video
of a subject. Experimental results demonstrate the approach constructs an effective
representation for face tracking and recognition.

Liu and Chen [79] introduced to use the adaptive Hidden Markov Model (HMM)
for video-based face recognition. In the training phase, a HMM is created for each
individual to learn the statistics and temporal dynamics using the eigen-face im-
age sequence. During the recognition process, the test sequence is analyzed over
time by the HMM corresponding to each subject; its identity is determined by the
model providing the highest likelihood. In case of face recognition with low-quality
images, the HMM-based method was shown to produce better results than image-
based methods [47]. Considering PCA features may not be sufficiently discrimina-
tive among multiple head poses, Kim et al. [55] proposed to use Linear Discriminant
Analysis (LDA) coupled with the modeled pose dynamics in the HMM framework.
By fusing pose-discriminant and person-discriminant features over the video se-
quence, their approach leads to superior performance, e.g., recognition rate of over
70% on a YouTube video set containing 35 celebrities in 1500 video sequences.

Aggarwal et al. [2] posed video-based face recognition as a dynamical system
identification problem. A moving face is modeled as a linear dynamical system, and
each frame is regarded as the output of the system. They adopted an autoregres-
sive and moving average (ARMA) model to represent such a system. The similar-
ity between gallery and probe video sequences is computed using principal angle
based metrics. Their approach performs well on the data set of 16 subjects and the
UCSD/Honda database [64]. Gorodnichy [43] proposed to use the neuro-associative
principle for face recognition, according to which both memorization and recogni-
tion are done based on a flow of frames. The temporal dependence between con-
secutive images is considered by adding extra neurons. This approach achieves
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Fig. 4 Example frames from video sequences in the IIT-NRC database.

recognition rate of over 95% on the IIT-NRC database1 of 11 subjects. Some ex-
ample frames of this database are shown in Fig. 4.

Recently texture-based spatiotemporal representations have been exploited for
analyzing faces in video. In [117], volume Local Binary Patterns (LBP) based de-
scription was applied to facial expression recognition. Hadid et al. [50, 49] proposed
to use local volumetric spatio-temporal features for face recognition, by consider-
ing a face sequence as a selected set of volumes from which local histograms of
extended volume LBP are extracted. They adopted the boosting scheme to learn the
discriminative local volumetric features, where all combination of sequence pairs
are considered as the intra- and extra-classes. Experimental results on three public
databases demonstrate their approach provides superior recognition performance.
We compare the reported recognition performance on several public datasets in
Table 2.

3.3 Image-Set Matching Based Approaches

While in some cases temporal dynamics could be exploited, in a more general sce-
nario, the extracted face images may not be temporally consecutive. This could be
due to the practical limitations in current face acquisition process, e.g., it is dif-
ficult to continuously detect or track face from every video frame, or the images
are the sparse and unordered observations collected over an long periods of time
and from multiple viewpoints. It is then not possible to model facial dynamics for
face recognition. Image-set matching based approaches formulate face recognition
as matching a probe image set against all the gallery image sets each of which rep-
resenting one subject, without assuming temporal coherence between consecutive
images. They can be applied to image sets containing ordered observations collected
over consecutive time steps, and also image sets acquired by multiple independent
still shots (e.g., photo collections) or long-term discontinuous observations.

In [59], relevant approaches to image set classification are divided into two cate-
gories: non-parametric sample-based and parametric model-based. Non-parametric
sample-based approaches are based on matching pair-wise samples in the image

1 http://synapse.vit.iit.nrc.ca/db/video/faces/cvglab.
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Table 2 Recognition results on several public databases in the literature.

Database Subjects/Sequences Approach Result(%)
Honda/UCSD[64] 20/40 Probabilistic appearance manifold [64] 93.2

Exemplar-based probabilistic voting [47] 86.5
System identification[2] 90.0
Extended probabilistic appearance mani-
fold [65]

98.8

HMM (LDA+LandMark Template) [55] 100
Boosted extended volume LBP [49] 96.0
Manifold-Manifold Distance [106] 96.9

MoBo[46] 24/96 Adaptive HMM [79] 98.8
Exemplar-based probabilistic voting [47] 90.8
Boosted extended volume LBP [49] 97.9
Manifold-Manifold Distance [106] 93.6

XM2VTS[81] 295/1180 Multi-level discriminant subspace analy-
sis [101]

99.3

Multi-classifier (voting or sum) [101] 99.3
Spatial-temporal embedding [78] 99.3

sets. To recognize the two image sets as the same class, a solution would be to
find the representative images from each image set and then measure their similar-
ity. These approaches have been discussed in Section 3.1. Parametric model-based
approaches tend to represent each image set by a parametric distribution and then
measure the similarity between two distributions [93, 7, 10]. This is based on the
assumption that images are drawn from some distributions on the underlying face
pattern manifold, and normally statistical learning algorithms are adopted to model
the distribution. Recently, following the mutual subspace method [110], many ap-
proaches build a compact model of the distribution by representing each image
set as a linear subspace, and measure their similarity using the canonical angles
[110, 82, 59]. In the following sections, we discuss these two groups of approaches:
statistical model-based and mutual subspace-based, respectively.

3.3.1 Statistical Model-Based Approaches

Shakhnarovich et al. [93] cast face recognition from an image set as a statistical
hypothesis testing problem, with the assumption that images are independently and
identically (i.i.d) drawn samples from a probability density function (pdf). They
proposed to classify sets of face images by comparing the probability distributions
of the probe set and the gallery sets. Specially, they estimated the face appearance
distribution by a multivariate Gaussian, and used the Kullback-Leibler (KL) diver-
gence, which quantifies how well a particular pdf describes samples from another
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pdf, to measure the similarity. Evaluation on two data sets of frontal face images,
with 29 subjects and 23 subjects respectively, demonstrates their approach achieves
equal or improved recognition performance compared to image-based recognition
methods and the mutual subspace method. However, to make the divergence com-
putation tractable, they made a crude assumption that face patterns are normally
distributed, which may not be true [108]. Arandjelovic and Cipolla [4, 7] argued
against the use of KL divergence due to its asymmetry, and proposed to use the
Resistor-Average Distance (RAD) as the dissimilarity measure between distribu-
tions. They adopted kernel PCA to solve the closed-form expression of RAD be-
tween two Gaussian distributions, which also allows for expressive modeling of
nonlinear face manifolds. In addition, a data-driven approach was used for stochastic
manifold repopulating, in order to generalize unseen modes of variation. Their ap-
proach achieves recognition rate of 98% on a database of 100 individuals collected
under varying imaging conditions, outperforming KL divergence based approaches
and the mutual subspace method.

To deal with nonlinear variations in face appearance due to illumination and
pose changes, Arandjelovic et al. [10] model the face appearance distribution as
Gaussian Mixture Models (GMMs) on low-dimensional manifolds. The KL diver-
gence was adopted to measure the similarity between the estimated distributions.
The advantage of this approach over the previous kernel method [4, 7] lies in its bet-
ter modeling of distributions confined to nonlinear manifolds; however this benefit
comes at the cost of increased difficulty of divergence computation. The KL diver-
gence, which for GMMs cannot be computed in the closed form, is evaluated by
a Monte-Carlo algorithm. They evaluated the proposed method on a data set with
100 subjects, and obtained the average performance of 94%. In [6], they derived a
local manifold illumination invariant, and formulated the face appearance distribu-
tion as a collection of Gaussian distributions corresponding to clusters obtained by
K-means. The image set matching was performed by pair-wisely comparing all clus-
ters of two manifolds and the maximal of cluster similarities is chosen as the overall
manifold similarity. To compare two Gaussian clusters, they proposed to find the
most probable mode of mutual variations between the two clusters. Recently they
[9] proposed to decompose each face appearance manifold into three Gaussian pose
clusters describing small face motion around different head poses. Given two mani-
folds, the corresponding pose clusters are compared, and the pair-wise comparisons
are combined to measure the similarity between manifolds. To achieve illumina-
tion invariant recognition, they considered coarse region-based Gamma correlation
with fine illumination manifold-based normalization. Their approach demonstrated
consistently superior recognition performance on a database with 60 individuals.

Statistical model-based approaches make strong assumptions about the underly-
ing distributions. The main drawbacks are that they need to solve the difficult pa-
rameter estimation problem and they easily fail when the training sets and the testing
sets have weak statistical relationships, for example, when they are from different
ranges of poses, expressions or illumination changes.
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3.3.2 Mutual Subspace-Based Approaches

The distribution of a set of face images can be compactly represented by a lower-
dimensional linear subspace. Yamaguchi et al. [110] introduced the Mutual Sub-
space Method (MSM), where each image set is represented by the linear subspace
spanned by the principal components of the images. The similarity between image
sets is measured by the smallest principal angles between subspaces. Principal an-
gles [51] are the minimal angles between vectors of two subspaces, which reflect
the common modes of variation of two subspaces. Canonical correlations, which
are cosines of principal angles, are often used as the similarity measure. Later, to
make it insensitive to variations such as pose and illumination changes, MSM was
extended to the Constrained Mutual Subspace Method (CMSM) [35]. In CMSM, the
test subspace and the reference subspace are projected onto a constraint subspace,
where each subspace exhibits small variance and the two subspaces could be bet-
ter separated. A real-time system implemented using CMSM was demonstrated in
[62]. In [82], the authors further introduced the Multiple Constrained Mutual Sub-
space Method (MCMSM), which generates multiple constraint subspaces by using
the ensemble learning algorithms (Bagging and Boosting). The similarities on each
constraint subspace are combined for recognition. They conducted experiments on
a database of 50 subjects and a database of 500 subjects, and experimental results
show improved recognition performance compared to MSM and CMSM.

An attractive feature of MSM-based methods is their computational efficiency
[56]: principal angles between linear subspaces can be computed rapidly, while the
estimation of linear subspaces can be performed in an incremental manner. How-
ever, the simplistic modeling using a linear subspace cannot sufficiently model com-
plex and nonlinear face appearance variations, and is sensitive to particular data
variations. It is also argued in [93, 106] that MSM-based methods could not consider
the entire probabilistic model of face variations, since the eigenvalues corresponding
to the principal components, as well as the means of the samples, are disregarded.

There have been some attempts to extend MSM-based methods for nonlinear sub-
spaces or manifolds [108, 56, 106]. Wolf and Shashua [108] introduced to compute
principal angles between nonlinear manifolds using the kernel trick. However, as in
all kernel approaches, finding the optimal kernel function is a difficult problem. Kim
et al. [56, 57] argued that MSM-based methods have two shortcomings: the limited
capability of modeling nonlinear pattern variations and the ad hoc fusion of informa-
tion contained in different principal angles. They extended the concept of principal
angles to nonlinear manifolds by combining global manifold variations with local
variations, where the locally linear manifold patches are obtained using mixtures
of Probabilistic PCA. The similarity between manifolds is computed as a weighted
average of the similarity between global modes of data variation and the best match-
ing local patches. They further adopted AdaBoost to learn the application-optimal
principal angle fusion. Experiments on a database with 100 subjects demonstrate
the above two nonlinear manifold modeling approaches both achieve superior per-
formance to the basic MSM. By decomposing the nonlinear manifold as a collec-
tion of local linear models, each depicted by a linear subspace, Wang et al. [106]
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introduced to compute the Manifold-Manifold Distance, which is defined as the
distance of the closest subspace pair from two manifolds. Regarding the subspace-
subspace distance, they argued principal angles mainly reflect the common modes of
variation between two subspaces while ignoring the data itself, so they proposed to
also consider the sample means in the local models to measure the local model sim-
ilarity. Experiments on two public databases demonstrate their approach produces
superior performance to the MSM method.

Using canonical correlations as the distance measure of image sets, Kim et al.
[58, 59] proposed a discriminative learning method for image set classification.
They developed a linear discriminant function that maximizes canonical correla-
tions of within-class sets and minimizes canonical correlations of between-class
sets. Image sets transformed by the discriminant function are then compared by the
canonical correlations. There approach was evaluated on various object recognition
tasks, achieving consistently superior recognition performance. In [38], a loss based
Regularized LDA is introduced for face image set classification using canonical
correlations.

4 Face Retrieval in Video

Face recognition could be used for video content description, indexing, and retrieval
[25, 96]. The dramatic increase of videos demands more efficient and accurate ac-
cess to video content. Finding a specific person in videos is essential to understand
and retrieve videos [91]. Face information is an important cue for person identifi-
cation in many types of videos such as news programs, dramas, movies, and home-
made videos. Face retrieval enables many new functionality, e.g., rapid browsing,
where only shots containing a specific character are chosen to play. Face recogni-
tion also allows character-based video search, which receives growing interest due
to huge amount of video content online (e.g., YouTube).

Face retrieval in general is to retrieve shots containing particular persons/actors
given one or more query face images. In context of videos captured in real-life sce-
narios (e.g., news, programs, and films), lighting variations, scale changes, facial
expressions and varying head pose drastically change the appearance of faces. Par-
tial occlusions, because of the objects in front of faces or resulting from hair style
changes also cause problems. Artefacts caused by motion blur and low resolution
are also common. In brief, the uncontrolled imaging conditions makes face retrieval
very challenging [5]. Some example faces in films are shown in Fig. 5. The existing
studies mainly address two kinds of applications: person retrieval and cast listing.
In this section, we review relevant approaches for these applications.

Person Retrieval — Everingham and Zisserman [29, 28, 30] addressed finding par-
ticular characters in situation comedies, given a number of labeled faces (for each
character) as training data. They [29] used a skin color model with multi-scale blob
detection to detect candidate face regions in the input frame. To deal with pose vari-
ations, a coarse 3D ellipsoid head model with multiple texture maps was used to
render faces from the train data at the same pose as the target face. The identity of
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Fig. 5 Faces in films exhibits a great variability depending on the extrinsic imaging condi-
tions.

the target face is determined by comparing it with the rendered views. The texture
maps of the model can be automatically updated as new poses and expressions are
detected. In [30], rendered images are used to train a discriminative tree-structured
classifier, which detects the individual and estimates the pose over a range of scale
and pose. The identity is verified using a generative approach. Their approach was
evaluated on 4,400 key-frames (1,500 key-frames in [29]) from a TV situation com-
edy for detecting three characters. They [28] proposed to synthesize additional train-
ing data from a single training image by fitting the 3D model to the person’s head.
The parts-based constellation models are trained, which propose candidate detec-
tions in the input frame. The 3D model is aligned to the detected parts, and the
global appearance is considered for recognition. Sivic et al. [96] presented a video
shot retrieval system based on faces in the shot. Instead of matching single faces,
they proposed to match sets of faces for each person, where sets of faces (called face-
tracks) are gathered automatically in shots by tracking. Each face in the face-track is
described by a collection of five SIFT descriptors around salient facial features. The
entire face-track is represented as a distribution (i.e., histogram) over vector quan-
tized face exemplars, resulting in a single feature vector. Face-tracks are matched
by comparing the vectors using the chi-square statistics.

Arandjelovic and Zisserman [11, 12] built a system to retrieve film shots based
on the presence of specific characters, given one or multiple query face images. To
address the variations on scale, pose, and illumination, as well as occlusion, encoun-
tered in films, they proposed to obtain a signature image by a cascade of processing
steps for each detected face. In the first step, facial feature are detected by SVMs
that are trained on image patches surrounding eyes and mouth. Face images are then
affine warped to have salient facial features aligned. Considering the bounding box
typically contains background clutter, the face is segmented from the surrounding
background using the face outline, which is detected by combining a learnt prior on
the face shape and a set of measurements of intensity discontinuity. Finally illumi-
nation effects are removed by band-pass filtering. The end signature image is insen-
sitive to illumination changes, pose variations, and background clutter, and mainly
depends on the person’s identity (and expression). Signature images are matched
using a distance measure for person retrieval. Evaluations on several feature-length
films demonstrate that their system achieves recall rates (over 92%) whilst main-
taining good precision (over 93%). In [90], Satoh presented comparative evaluation
of face sequence matching methods in drama videos.

Face information has been combined with text information for face or person
retrieval in video [21, 111, 53, 112, 84]. In [111], multimodal content in videos,
including names occurred in the transcript, face information, anchor scenes, and
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the timing pattern between names and appearances of people, are exploited to find
specific persons in broadcast news videos. However, face information was given
very small weight in their system. Ozkan and Duygulu [84] also integrated text and
face information for person retrieval. Specifically, they limit the search space for
a query name by choosing the shots around which the name appears. To find the
most-frequently occurring faces in the space, they construct a graph with nodes cor-
responding to all faces in the search space, and edges corresponding to the similarity
of the faces; the problem is transformed into finding the densest component in the
graph. A limitation of their approach is that it cannot find a person in parts of the
video where his/her name is not mentioned. Zhao and Yagnik [118] presented a
large scale system that can automatically learn and recognize faces in web videos
by combining text, image, and video. To address the difficulty of manually labeling
training data for a large set of people, they used the text-image co-occurrence in the
web as a weak signal of relevance, and proposed consistence learning to learn the
set of face models from the very large and nosy training set.

Cast Listing — An interesting face retrieval problem is automatically determining
the cast of a feature-length film. Cast listing has been mainly based on the recog-
nition of faces, as faces being the most repeatable cue in this setting [5], although
others cues, such as clothes, can be used as additional evidence. It is challenging be-
cause the cast size is unknown, with great face appearance changes caused by extrin-
sic imaging factors (e.g., illumination, pose, expression). Fitzgibbon and Zisserman
[33] made an earlier attempt to this problem using affine invariant clustering. They
developed a distance metric that is invariant to affine transformations. Two classes of
priors were considered in the distance metric: deformation priors between any pair
of frames, and temporal coherence prior between continuous frames. To address the
lighting variations, they utilized a simple bandpass filter to pre-process the detected
faces. Their approach was tested on the film ’Groundhog Day’ with a principal cast
of around 20. Arandjelovic and Cipolla [5] introduced an approach based on clus-
tering over face appearance manifolds, which correspond to sequences of moving
faces in a film. They temporally segment the video into shots, and obtain face tracks
by connecting face detections through time. The CMSM method [35] is adopted for
pair-wise comparisons of face tracks (i.e., face manifolds). To allow unsupervised
discriminative learning on an unlabeled set of video sequences, their approach starts
from a generic discriminative manifold and converges to a data-specific one, auto-
matically collecting within-class data. Evaluation on a situation comedy illustrates
the effectiveness of their method. However, it remains challenging to obtain a small
number of clusters per character without merging multiple characters into a single
cluster. In [36], normalized Graph Cuts is adopted to cluster face tracks for cast
indexing.

In the above cast listing systems, all faces of a particular character are collected
into one or a few clusters, which are then assigned a name manually. Everingham
et al. [26, 27] addressed the problem of automatically labeling faces of characters
in TV or film materials with their names. Similar to the “Faces in the News” la-
beling in [16], where detected frontal faces in news images are tagged with names
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appearing in the news story text, they proposed to combine visual cues (face and
cloth) and textual cues (subtitle and transcript) for assigning names. Regarding face
processing [3], face detections in each frame are linked to derive face tracks, and
each face is represented by local appearance descriptors computed around 13 facial
features. Clothing appearance was also considered as additional cues. They align the
transcripts with subtitles using dynamic time warping to obtain textual annotation,
and use visual speaker detection to resolve the ambiguities, i.e., only associating
names with face tracks where the face is detected as speaking. A nearest neighbor
[26] or SVM [27] classifier, trained on labeled tracks, is used to classify the unla-
beled face tracks. Their approach has demonstrated promising performance on three
40 minute episodes of a TV serial. In [97], the approach was further extended for
improved coverage by character detection and recognition in profile views. Consid-
ering there are not enough temporally local name cues in the subtitle and script for
local face-name matching, Zhang et al. [116] proposed to perform a global match-
ing between the clustered face tracks and the names extracted from the film script.
A graph matching method is utilized to build face-name association between a face
affinity network and a name affinity network. Experiments on ten films demonstrate
encouraging results.

Ramanan et al. [87] introduced a semi-supervised method for building large la-
beled face datasets by leveraging archival video. They implemented a system for
labeling archival footage spanning 11 years from the television show Friends. The
dataset they compiled consists of more than 600,000 faces, containing appearance
variations due to age, weight gain, changes in hairstyles, and other factors. In their
system, at the lowest level, detected frontal faces are clustered and tracked using the
color histogram of the face, hair and torso. By part-based color tracking, faces with
extreme pose changes are also collected in the clusters. The resulting face tracks are
reliable since body appearance is stable over short time scales. At the scene level,
face tracks are grouped by an agglomerative clustering procedure based on body
appearance, since people tend to ware consistent clothes within a scene. They man-
ually labeled the clusters from a single reference episode, which are used to label
the dataset using a nearest-neighbors framework.

5 Challenges and Future Directions

With camera sensors become pervasive in our society, video data has been one of
the main sensory inputs in electronic systems. Meantime, huge amounts of video
content have been generated. Face recognition in video, which has many applica-
tions such as biometric identification, video search and retrieval, visual surveillance,
and human-computer interaction, has received much interest in the last decade. Al-
though much progress has been made, the problem remains difficult for videos cap-
tured in unconstrained settings. Some major challenges that should be addressed in
future research are considered here:

• Databases: Most of the existing public datasets [81, 46, 64] were collected un-
der controlled (laboratory) conditions, with limited number of subjects, covering
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limited face appearance variations. It is believed that databases built from “the
wild” are important for training and evaluating real-world recognition systems.
Not only does lack of the large realistic database prevent suitable evaluation of
the existing techniques, but also provides little encouragement to novel ideas.
Recently the “Labeled Faces in the Wild” database [52] has been collected for
unconstrained face recognition. The database contains more than 13,000 labeled
face photographs collected from the web, spanning the range of conditions en-
countered in real life. However, only frontal face images are included in this
database. We believe a large database consisting of face videos “in the wild” is
necessary for future research. How to build a comprehensive face video database
with low manual effort should be investigated [87].

• Low-quality Video Data: In many real-life applications, the video data is of
low quality (e.g., limited imaging resolution or low frame rate), such as video
footage from surveillance cameras and videos captured by consumers via mobile
or wearable cameras. The low-quality data could be caused by the poor sensor
performance, motion blur, environmental factors such as illumination, or video
compression. The sensors in the non-visible spectrum (e.g. Near-Infrared) also
generate low-resolution videos with much noise. Existing face recognition ap-
proaches mainly focuses on good-quality video data, which cannot be directly
applied to low-quality video data. To enable practical applications, it is neces-
sary to investigate face recognition techniques for low-quality video data. Super-
resolution could be a solution [8], and temporal information in the video could
be used to compensate for the lost spatial information.

• Computational Cost: Many applications of face recognition can be foreseen on
platforms with limited computing power, for example, video retrieval in mobile
devices, smart cameras for video surveillance, user interface of consumer elec-
tronics (e.g., toy robotics). The processing power on these devices is limited for
traditional video processing tasks like face recognition. Although advanced hard-
ware design and algorithm optimization could be helpful to certain extent [32],
most of existing video-based face recognition approaches require high compu-
tation, which prevents them for wide applications in low-performance systems.
Therefore, there is a great need to investigate low-cost algorithms for face recog-
nition in video.

6 Conclusions

Face recognition in video has been an active topic in computer vision, due to many
potential applications. This chapter brings a comprehensive review on existing re-
search in this area. Different types of approaches to this problem are discussed. We
also introduce recent work on face retrieval. Finally, some challenges and research
directions are discussed. Although we mainly focus on video-based approaches,
recent years have witnessed some interesting still-image based approaches (e.g.,
[109]), which could be helpful for face recognition in video.
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47. Hadid, A., Pietikäinen, M.: From still image to video-based face recognition: An ex-
perimental analysis. In: IEEE International Conference on Automatic Face & Gesture
Recognition (FG), pp. 813–818 (2004)
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