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Abstract. In order to alleviate the influence of illumination, pose, expression 
and occlusion variations in face recognition, in this paper, an effective face rec-
ognition method based on discriminative sparse representation is proposed. To 
solve the problem of these variations, we extract discriminative features which 
represent for each of the training images, and propose a novel dictionary by 
learning discriminative features. Firstly, we decompose a test image by using 
nonsubsampled contourlet transform (NSCT), and then fuse the information ac-
cording to the features from each subband and their contributions. Finally, we 
obtain the discriminative features of training images and construct a discrimina-
tive dictionary. Fuse these multiple features can improve the efficiency and ef-
fectiveness of face recognition, especially when training samples are limited 
and the dimension of feature vector is low. Experimental results on two widely 
used face databases are presented to demonstrate the efficiency of the proposed 
approach. 
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1 Introduction 

Face recognition is always an attractive topic in computer vision and pattern recogni-
tion [1, 2]. For face recognition, image features are firstly extracted and then matched 
to those features in a gallery set. The task is to find the class to which a test sample 
belongs by given training samples from multiple classes. Recently, there has been an 
increasing interest in classification problem where the data across multiple classes 
comes from a collection of low dimensional linear subspace. An important method 
that deals with data on multiple subspaces relies on the notion of sparsity. During the 
past few years, sparse representation theories have been applied to face recognition 
and were paid much attention. It has been one of the most successful applications of 
image analysis and understanding. Although many technologies have been proposed 
to perform tasks of classifying facial images well, face recognition problem is still 
challenging. Wright et al. [3] used sparse representation for face recognition and the 
performance is impressive. This method constructs dictionary by training all kinds of 
samples, however, when the training samples are limited and the dimension of feature 
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vector is low, it becomes less efficient. Yang et al. [4] further extended SRC based 
framework to a sparsity constrained robust regression problem for handling outliers 
such as occlusions in facial images. In addition, low-rank representation method [5, 6] 
which has been established recently is based on the hypothesis that the data is approx-
imately spanned by some low-rank subspaces. Liu and Yan [5] further proposed a 
latent low-rank representation approach. In latent LRR, the hidden data can be re-
garded as the input data matrix after being transposed. This idea has been used to 
design a classifier for image classification [6]. Recently, some works considering 
multi-resolution information have been proposed for face recognition [7, 8]. Most of 
these methods realize multi-resolution face recognition by extracting Gabor features 
in different scales and orientations, which are fused to form multi-resolution features. 

Inspired by previous works, we aim to find a discriminative dictionary for face 
recognition. Most existing discriminative dictionary learning algorithms try to learn a 
common dictionary shared by all classes, as well as a classifier of coefficients for 
classification. However, the shared dictionary loses the correspondence between the 
dictionary atoms and the class labels, and hence performing classification based on 
the reconstruction error associated with each class is not allowed. Different from these 
works, Yang et al. [4] proposed a discriminative dictionary learning framework which 
employs fisher discrimination criterion to learn a structured dictionary. This method 
uses the reconstruction error associated with each class as the discriminative informa-
tion for classification, but it does not enforce discriminative information analysis in 
dictionary construction.  

Our method considers NSCT features of facial images in different scales and orien-
tations. NSCT is shift invariant and can reduce the effect of posture variations in the 
process of face recognition. In addition, in order to obtain robust features, we use 
contribution criterion calculated by structure similarity when fusing features from 
different scales and orientations. The structural similarity criterion is imposed on the 
latent feature images to make them discriminative. We try to propose a new discri-
minative dictionary by learning fused discriminative features to improve the classifi-
cation efficiency. 

The remainder of the paper is organized as follows. Preliminary works are pre-
sented in Section 2. Section 3 presents the proposed method. Section 4 is devoted to 
experimental results and analysis, and Section 5 concludes the paper. 

2 Multi-scale Geometry Analysis 

Contourlet transform offers a high directionality but due to the up-sampling and 
down-sampling, it is shift-variant. However, image analysis applications such as edge 
detection, image enhancement etc. requires a transform which is shift-invariant. This 
requirement is fulfilled by nonsubsampled contourlet transform (NSCT) [9, 10]. The 
NSCT consists of nonsubsampled pyramid (NSP) that ensures multiscale decomposi-
tion and nonsubsampled directional filter bank (NSDFB) that offers directionality. 
NSP is constructed by using a low pass filter and a high pass filter, and it can decom-
pose an image into a low frequency subband and a high frequency subband. NSDFB 



254 H. Li, N. Nobile, and

is then applied to high frequ
for next finer pyramidal dec

NSCT is shift-invariant s
to that of the original ima
geometrical information p
classes of pixels: strong ed
those pixels with large ma
pond to those pixels with l
but small magnitude coeffic
Noise corresponds to those 

We decompose a facial 
vious difference between F
the amounts of coefficients 
know that strong coefficie
changes, the value of weak
value in different subband
bands. As a result, the reco
other coefficients. Combine
discriminative features may

 

    

(a) Original image    (b

   

F

d C.Y. Suen 

uency subband whereas the low frequency subband is u
composition. 
so that each pixel of the transformed subbands correspo

age in the same spatial location. Therefore we gather 
pixel by pixel from NSCT coefficients. There are th
dges, weak edges and noise. Strong edges correspond
agnitude coefficients in all subbands. Weak edges corr
large magnitude coefficients in some directional subba
cients in other directional subbands within the same sc
pixels with small magnitude coefficients in all subband
image under 3 scales by NSCT. In Fig. 1, there is an 
ig. 1 (c) and Fig. 1 (d). In subimages from different sca
are different. According to the characteristic of NSCT,

ent keeps a big value and do not varies when the sc
k coefficient varies as the scale changes and holds differ
s. However, noise signal keeps a small value in all s
ognition by strong coefficients is more robust than that
e coefficients from different scales and directions, acqu
y improve the efficiency of face recognition. 

      
b) Low frequency image         (c) Sub fine scale images 

 

(d) Fine scale images 

Fig. 1. Image decomposed by NSCT 

used 

onds 
the 

hree 
d to 
res-

ands 
cale. 
s. 
ob-

ales, 
 we 
cale 
rent 
sub-
t by 
uire 

 



 Face Recognition Based on D

3 Face Recognitio

3.1 Discriminative Fea

Unsupervised feature extrac
Raw facial images usually c
utilize feature extraction for

We propose a novel a
Firstly, we decompose an im
scales and directions. As s
scales contain different inf
mainly concentrates on fine
ent subimages to construct d

 

Fig. 2. Faci

The features in differen
analysis. If we use a simp
features, the efficiency and
Images which are used to r
use Structural SIMilarity (
each subimage over each 

Discriminative Dictionary with Multilevel Feature Fusion 

on Algorithm 

ture Fusion 

ction is a fundamental and critical step in face recogniti
contain a high dimensional data structure. It is desirable
r the sake of avoiding the curse of dimensionality.  
approach based on discriminative sparse representati
mage sparsely by NSCT and acquire subimages in differ
shown in Fig. 2, we can see that subimages in differ
formation, some information from key points of the f
e scale. As a result, extracting key information from dif
discriminative features is very important. 

(a) Low frequency images 

(b) Coarse scale fused images 

 (c) Fine scale fused images 

ial feature images of different training samples  

t scales can be easily extracted by multi-scale geome
ple and effective feature fusion method to combine th
d the performance of face recognition should be improv
reconstruct should be similar to the original image, so 
SSIM) as a criterion [11] to calculate the contribution
scale and fuse discriminative features according to th

255 

ion. 
e to 

ion. 
rent 
rent 
face 
ffer-

 

 

 

etry 
hese 
ved. 

we 
n of 
heir 



256 H. Li, N. Nobile, and

contributions. SSIM is easy
applications. SSIM is define

 S S IM ( ,u

The first component is t
and v  are linearly related
which are evaluated in the s
a value range in [0, 1], me
v . It equals 1 if and only i

contrast of u and v , so th
the image are. The values r
only if u vσ σ= .  

We calculate the contrib
structural similarity theory. 

c

where J  is the decompos

tion, dc  is the contribution

(DF) can be defined as: 

We use a multilevel deco
and directions, and fuse the
reconstruct an image with d
image. Fuse these multiple 
some extent. Fig. 3 shows 
person under different light

 

Fig.

d C.Y. Suen 

y to calculate and applicable to various image process
ed as: 

( ) ( )2 2 2 2

22
) uv u v

u v u v

uv
v

u v

σ σ σ
σ σ σ σ

= ⋅ ⋅
++

 

the correlation coefficient between u  and v . Even if
d, there still might be relative distortions between th
second and third components. The second component, w
easures how close the mean luminance is between u  
if u v= . uσ  and vσ  can be viewed as the estimation

he third component measures how similar the contrasts
range from 0 to 1, where the best value 1 is achieved if 

bution of subimages in each scale and direction by us
The contribution of each subimage can be defined as: 

2

1

1
SSIM( , )

SSIM( , )
Jd d

d
d

y z

y z
=

=


                        

sition scale, dz  is  the subimage in each scale and di

n value of a subimage. So fused discriminative featur

2

1

J

d d
d

D F c z
=

= ∗                                 

omposition method to extract features from different sca
ese features of each level according to their contribution
discriminative features which is more similar to the origi

features can improve the efficiency of face recognition
some images with discriminative features from the sa

ts and expressions. 

. 3. Images with discriminative features 

sing 

(1) 

f u  
em, 

with 
and 
n of 

s of 
and 

sing 

(2) 

irec

re 

(3) 

ales 
ns to 
inal 
n to 
ame 

 



 Face Recognition Based on Discriminative Dictionary with Multilevel Feature Fusion 257 

3.2 Multilevel Discriminative Dictionary Construction 

In this section, we construct a multilevel discriminative dictionary by learning discri-
minative features. Define matrix Y as the entire training set which consists of n  
training samples from all c  different classes: [ ]1 2 3, , , ..., cY Y Y Y Y=  where 

* id n
iY R∈  is all the training samples from i -th class, d  is the dimension of sam-

ples, and in  is the sample from i -th class.  

We construct dictionary by training set, using NSCT analysis method. The training 
samples are decomposed by NSCT, and then using formula (2) and (3) to obtain fused 
discriminative features. We construct sub-dictionaries class by class, and finally form 
a dictionary 1 2[ , , ..., ] m N

kD D D D R ×= ∈ ,where iD  is the vector of discriminative 

features of face images in each class.   

Algorithm 1: Dictionary Construction  
Input: Training Sample Y 
Output: Dictionary D 
1. Decompose training sample Y by using NSCT. 
2. Obtain fused discriminative features by formula (2-3). 
3. Construct sub-dictionary of each class and gain  
dictionary D.  

3.3 Face Recognition Algorithm 

In practical, occlusion exists in both training and testing samples, the dictionary con-
structed via nonsubsampled contourlet transform can reduce this influence. Fig. 4 
shows the procedure of our face recognition algorithm. Constructing dictionary 

1 2[ , ,..., ]ND D D D= via Algorithm 1 on face database, where iD  is the constructed 

sub-dictionary of i -th class. Algorithm 2 below summarizes the complete recogni-
tion procedure. Assume that y  is a test sample, and we can get the sparse coeffi-

cients vector by solving: 

 2

2 1
arg min{ }

x

x y Dx xλ= − +  (4) 

Denoted by 1 2[ ; ;...; ]cx x x x= ,where ix  is the vector of coefficients in sub-

dictionary iD . We can calculate the residual associated with i -th class by: 

 
2
2|| ||i i ie y D x= −    (5) 

The identity of testing sample y is determined according to: 

 ( ) arg min i
i

identify y e=  { }   (6) 
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Algorithm 2: Face Recognition  
Input:  Dictionary D, a test sample y  
Output: ( ) arg min i

i

identify y e=  { }  

1. Decompose training sample y by using NSCT. 
2. Obtain contributions of subimages in each scale by 
formula (2).  
3. Fuse discriminative features by formula (3). 

4. Minimize ix  to problem (4). 

5. Compute the residual 2
2|| ||i i ie y D x= −  . 

 

 

Fig. 4. Face recognition algorithm 

4 Experiments and Analysis 

In this section, we conduct experiments on AR Database [14] and Extended Yale  
B Database [15] which are widely used to test the efficacy of our method. The  
experiments are implemented by MATLAB R2013b on a computer with Intel(R) 
Xeon(R) CPU X3450@2.67GHz 2.66 GHz, and windows 7 operating system. We 
repeat each experiment 10 times and the accuracy is averaged. We examine the  
performance of our method when dealing with different illuminations, expressions, 
occlusions and different amounts of training samples. Compared with several state- 
of-the-art methods, such as SRC [3], LRC [12], and FDDL [13], our proposed ap-
proach achieves a better performance in terms of high recognition accuracy and  
robustness. 
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4.2 Extended Yale B Face Database 

The Extended Yale B database consists of 2414 frontal-face images of 38 individuals. 
The images were captured under various laboratory-controlled illumination condi-
tions. For each class, there are about 64 images, half of the images are randomly se-
lected as training images, and the rest as testing images. Fig. 6 shows some facial 
images from the Extended Yale B database. We compute the recognition rates in the 
feature space dimensions 30, 56, 120, and 224, according to the down sampling ratios 
of 1/32, 1/24, 1/16, and 1/12, respectively. Table 2 shows the recognition rates of 
different feature dimensions, our method outperforms SRC about 8% on average. 

 

 

 

Fig. 6. Samples of different illuminations from the Extended Yale B database 

Table 2. Recognition rates of different feature dimensions 

Algorithm 

Feature dimension 

30 56 120 224 

LRC[12] 49.6% 61.9% 71.2% 75.2% 

SRC[3] 53.8% 67.0% 81.6% 88.2% 

FDDL[13] 25.0% 40.0% 81.5% 92.7% 

Our method 67.5% 77.4% 88.5% 91.7% 

4.3 Robustness to Occlusion Samples 

In this part of the experiments, we choose a subset of the AR database consisting of 
both neutral and corrupted images. We consider the following scenarios: 

Sunglasses: We consider corrupted training images due to the occlusion of sun-
glasses. We use seven neutral images plus one image with sunglasses for training, and 
the remainder as test images. Note that the presence of sunglasses occludes about 
20% of the facial image. 
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Scarf: We consider the training images corrupted by scarves, occluding roughly 
40% of the facial images. We apply a similar training/test set choice, and have a total 
of eight training images (seven neutral plus one randomly selected image with scarf) 
and the remainder as test images.  

Sunglasses+Scarf: We consider the case that both sunglasses and scarves are pre-
sented in the images during training. We choose all seven neutral images and two 
corrupted images (one with sunglasses and the other with scarf) for training. A total of 
two test images (one with sunglasses and the other with scarf) are available for this 
case. 

Comparing our method with SRC and FDDL under three different scenarios, Table 
3 summarizes the comparison of three approaches. Our approach achieves the best 
result and outperforms other approaches more than 7% for the sunglass scenario, 2% 
for scarf scenario, and 10% for the mixed scenario when the sizes of dictionaries are 
the same. 

Table 3. Recognition rates of different occlusion samples 

Dimension300 Sunglass Scarf Sunglass+scarf 

SRC[3] 82% 69% 76% 

FDDL[13] 83% 60% 75% 

Our method 90% 71% 86% 

4.4 Influence of Training Samples 

We conduct experiments according to different amounts of training samples, compare 
the recognition rate of our algorithm with that of SRC and FDDL. Table 4 illustrates 
the results. The recognition rate of our method is higher than that of SRC and almost 
equal to FDDL by the same amount of training samples, but our method performs 
better when there are few samples. 

Table 4. Recognition rates of different amounts of training samples 

Algorithm 1 2 3 4 5 6 7 

SRC[3] 45.0% 60.2% 68.5% 77.1% 79.9% 83.5% 87.0% 

FDDL[13] ---- 67.4% 73.4% 79.9% 88.4% 90.7% 92.0% 

Our method 53.0% 68.9% 80.2% 83.8% 87.1% 90.0% 91.2% 

 
In all the experiments, we can find that our method outperforms others. The dictio-

nary constructed via NSCT can optimize the discriminative features and is more  
robust. Compared with SRC and FDDL, our method is higher in recognition rate, 
especially, when the training samples are limited. It can reduce the training time and 
also suitable for lack samples situation. 
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5 Conclusion 

In this paper, we propose an efficient discriminative sparse representation face recog-
nition method. The proposed method obtains fused discriminative features according 
to the characteristics of coefficients in different subbands and their contributions, and 
constructs a dictionary by learning discriminative features. The dictionary constructed 
by our method has two characteristics: Firstly, the subdictionary can optimize discri-
minative features in each class. Secondly, the dictionary has low-rank optimized  
features. The discriminative power of the dictionary comes from minimizing the cha-
racteristic of shift invariable, multi-direction and multi-scale of NSCT. It can reduce 
the influence of illumination, pose, expression and occlusion in both training and 
testing samples and performs well when there are few training samples. We apply our 
algorithm to face recognition and the experimental results clearly demonstrate its 
superiority to numerous other state-of-the-art methods. 
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