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Abstract—A number of current face recognition algorithms use

face representations found by unsupervised statistical methods.

Typically these methods find a set of basis images and represent

faces as a linear combination of those images. Principal compo-

nent analysis (PCA) is a popular example of such methods. The

basis images found by PCA depend only on pairwise relationships

between pixels in the image database. In a task such as face

recognition, in which important information may be contained in

the high-order relationships among pixels, it seems reasonable to

expect that better basis images may be found by methods sensitive

to these high-order statistics. Independent component analysis

(ICA), a generalization of PCA, is one such method. We used a

version of ICA derived from the principle of optimal information

transfer through sigmoidal neurons. ICA was performed on face

images in the FERET database under two different architectures,

one which treated the images as random variables and the pixels

as outcomes, and a second which treated the pixels as random

variables and the images as outcomes. The first architecture found

spatially local basis images for the faces. The second architecture

produced a factorial face code. Both ICA representations were

superior to representations based on PCA for recognizing faces

across days and changes in expression. A classifier that combined

the two ICA representations gave the best performance.

Index Terms—Eigenfaces, face recognition, independent com-
ponent analysis (ICA), principal component analysis (PCA),
unsupervised learning.

I. INTRODUCTION

R
EDUNDANCY in the sensory input contains structural in-

formation about the environment. Barlow has argued that

such redundancy provides knowledge [5] and that the role of the

sensory system is to develop factorial representations in which

these dependencies are separated into independent components
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(ICs). Barlow also argued that such representations are advan-

tageous for encoding complex objects that are characterized by

high-order dependencies. Atick and Redlich have also argued

for such representations as a general coding strategy for the vi-

sual system [3].

Principal component analysis (PCA) is a popular unsuper-

vised statistical method to find useful image representations.

Consider a set of basis images each of which has pixels.

A standard basis set consists of a single active pixel with inten-

sity 1, where each basis image has a different active pixel. Any

given image with pixels can be decomposed as a linear com-

bination of the standard basis images. In fact, the pixel values

of an image can then be seen as the coordinates of that image

with respect to the standard basis. The goal in PCA is to find a

“better” set of basis images so that in this new basis, the image

coordinates (the PCA coefficients) are uncorrelated, i.e., they

cannot be linearly predicted from each other. PCA can, thus, be

seen as partially implementing Barlow’s ideas: Dependencies

that show up in the joint distribution of pixels are separated out

into the marginal distributions of PCA coefficients. However,

PCA can only separate pairwise linear dependencies between

pixels. High-order dependencies will still show in the joint dis-

tribution of PCA coefficients, and, thus, will not be properly

separated.

Some of the most successful representations for face recog-

nition, such as eigenfaces [57], holons [15], and local feature

analysis [50] are based on PCA. In a task such as face recog-

nition, much of the important information may be contained

in the high-order relationships among the image pixels, and

thus, it is important to investigate whether generalizations of

PCA which are sensitive to high-order relationships, not just

second-order relationships, are advantageous. Independent

component analysis (ICA) [14] is one such generalization. A

number of algorithms for performing ICA have been proposed.

See [20] and [29] for reviews. Here, we employ an algorithm

developed by Bell and Sejnowski [11], [12] from the point

of view of optimal information transfer in neural networks

with sigmoidal transfer functions. This algorithm has proven

successful for separating randomly mixed auditory signals (the

cocktail party problem), and for separating electroencephalo-

gram (EEG) signals [37] and functional magnetic resonance

imaging (fMRI) signals [39].

We performed ICA on the image set under two architectures.

Architecture I treated the images as random variables and

the pixels as outcomes, whereas Architecture II treated the

1045-9227/02$17.00 © 2002 IEEE
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pixels as random variables and the images as outcomes.1

Matlab code for the ICA representations is available at

http://inc.ucsd.edu/~marni.

Face recognition performance was tested using the FERET

database [52]. Face recognition performances using the ICA

representations were benchmarked by comparing them to per-

formances using PCA, which is equivalent to the “eigenfaces”

representation [51], [57]. The two ICA representations were

then combined in a single classifier.

II. ICA

There are a number of algorithms for performing ICA [11],

[13], [14], [25]. We chose the infomax algorithm proposed by
Bell and Sejnowski [11], which was derived from the principle

of optimal information transfer in neurons with sigmoidal

transfer functions [27]. The algorithm is motivated as follows:

Let be an -dimensional ( -D) random vector representing a
distribution of inputs in the environment. (Here, boldface capi-

tals denote random variables, whereas plain text capitals denote

matrices). Let be an invertible matrix, and

an -D random variable representing the outputs
of -neurons. Each component of is an

invertible squashing function, mapping real numbers into the

interval. Typically, the logistic function is used

(1)

The variables are linear combinations of inputs and

can be interpreted as presynaptic activations of -neurons. The

variables can be interpreted as postsynaptic activa-
tion rates and are bounded by the interval . The goal in Bell

and Sejnowski’s algorithm is to maximize the mutual informa-

tion between the environment and the output of the neural

network . This is achieved by performing gradient ascent on
the entropy of the output with respect to the weight matrix .

The gradient update rule for the weight matrix, is as follows:

(2)

where , the ratio between the second and
first partial derivatives of the activation function, stands for

transpose, for expected value, is the entropy of the

random vector , and is the gradient of the entropy

in matrix form, i.e., the cell in row , column of this matrix
is the derivative of with respect to . Computation

of the matrix inverse can be avoided by employing the natural

gradient [1], which amounts to multiplying the absolute gradient

by , resulting in the following learning rule [12]:

(3)

where is the identity matrix. The logistic transfer function (1)

gives .

When there are multiple inputs and outputs, maximizing the

joint entropy of the output encourages the individual out-
puts to move toward statistical independence. When the form

1Preliminary versions of this work appear in [7] and [9]. A longer discussion
of unsupervised learning for face recognition appears in [6].

of the nonlinear transfer function is the same as the cumula-

tive density functions of the underlying ICs (up to scaling and
translation) it can be shown that maximizing the joint entropy

of the outputs in also minimizes the mutual information be-

tween the individual outputs in [12], [42]. In practice, the

logistic transfer function has been found sufficient to separate
mixtures of natural signals with sparse distributions including

sound sources [11].

The algorithm is speeded up by including a “sphering” step

prior to learning [12]. The row means of are subtracted, and
then is passed through the whitening matrix , which is

twice the inverse square root2 of the covariance matrix

(4)

This removes the first and the second-order statistics of the data;
both the mean and covariances are set to zero and the variances

are equalized. When the inputs to ICA are the “sphered” data,

the full transform matrix is the product of the sphering ma-

trix and the matrix learned by ICA

(5)

MacKay [36] and Pearlmutter [48] showed that the ICA algo-

rithm converges to the maximum likelihood estimate of
for the following generative model of the data:

(6)

where is a vector of independent random

variables, called the sources, with cumulative distributions equal
to , in other words, using logistic activation functions corre-

sponds to assuming logistic random sources and using the stan-

dard cumulative Gaussian distribution as activation functions

corresponds to assuming Gaussian random sources. Thus, ,
the inverse of the weight matrix in Bell and Sejnowski’s algo-

rithm, can be interpreted as the source mixing matrix and the

variables can be interpreted as the maximum-likeli-

hood (ML) estimates of the sources that generated the data.

A. ICA and Other Statistical Techniques

ICA and PCA: PCA can be derived as a special case of ICA

which uses Gaussian source models. In such case the mixing

matrix is unidentifiable in the sense that there is an infinite
number of equally good ML solutions. Among all possible ML

solutions, PCA chooses an orthogonal matrix which is optimal

in the following sense: 1) Regardless of the distribution of ,

is the linear combination of input that allows optimal linear
reconstruction of the input in the mean square sense; and 2)

for fixed, allows optimal linear reconstruc-

tion among the class of linear combinations of which are

uncorrelated with . If the sources are Gaussian, the

likelihood of the data depends only on first- and second-order
statistics (the covariance matrix). In PCA, the rows of are, in

fact, the eigenvectors of the covariance matrix of the data.

Second-order statistics capture the amplitude spectrum of

images but not their phase spectrum. The high-order statistics
capture the phase spectrum [12], [19]. For a given sample

2We use the principal square root, which is the unique square root for which
every eigenvalue has nonnegative real part.
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of natural images, we can scramble their phase spectrum

while maintaining their power spectrum. This will dramatically
alter the appearance of the images but will not change their

second-order statistics. The phase spectrum, not the power

spectrum, contains the structural information in images that

drives human perception. For example, as illustrated in Fig. 1,
a face image synthesized from the amplitude spectrum of face

A and the phase spectrum of face B will be perceived as an

image of face B [45], [53]. The fact that PCA is only sensitive

to the power spectrum of images suggests that it might not
be particularly well suited for representing natural images.

The assumption of Gaussian sources implicit in PCA makes
it inadequate when the true sources are non-Gaussian. In par-

ticular, it has been empirically observed that many natural

signals, including speech, natural images, and EEG are better

described as linear combinations of sources with long tailed
distributions [11], [19]. These sources are called “high-kur-

tosis,” “sparse,” or “super-Gaussian” sources. Logistic random

variables are a special case of sparse source models. When

sparse source models are appropriate, ICA has the following
potential advantages over PCA: 1) It provides a better proba-

bilistic model of the data, which better identifies where the data

concentrate in -dimensional space. 2) It uniquely identifies

the mixing matrix . 3) It finds a not-necessarily orthogonal
basis which may reconstruct the data better than PCA in the

presence of noise. 4) It is sensitive to high-order statistics in

the data, not just the covariance matrix.

Fig. 2 illustrates these points with an example. The figure

shows samples from a three-dimensional (3-D) distribution

constructed by linearly mixing two high-kurtosis sources. The
figure shows the basis vectors found by PCA and by ICA on this

problem. Since the three ICA basis vectors are nonorthogonal,

they change the relative distance between data points. This

change in metric may be potentially useful for classification
algorithms, like nearest neighbor, that make decisions based on

relative distances between points. The ICA basis also alters the

angles between data points, which affects similarity measures

such as cosines. Moreover, if an undercomplete basis set is

chosen, PCA and ICA may span different subspaces. For
example, in Fig. 2, when only two dimensions are selected,

PCA and ICA choose different subspaces.

The metric induced by ICA is superior to PCA in the sense

that it may provide a representation more robust to the effect

of noise [42]. It is, therefore, possible for ICA to be better than
PCA for reconstruction in noisy or limited precision environ-

ments. For example, in the problem presented in Fig. 2, we

found that if only 12 bits are allowed to represent the PCA and

ICA coefficients, linear reconstructions based on ICA are 3 dB

better than reconstructions based on PCA (the noise power is re-
duced by more than half). A similar result was obtained for PCA

and ICA subspaces. If only four bits are allowed to represent

the first 2 PCA and ICA coefficients, ICA reconstructions are

3 dB better than PCA reconstructions. In some problems, one
can think of the actual inputs as noisy versions of some canon-

ical inputs. For example, variations in lighting and expressions

can be seen as noisy versions of the canonical image of a person.

Having input representations which are robust to noise may po-
tentially give us representations that better reflect the data.

Fig. 1. (left) Two face images. (Center) The two faces with scrambled phase.
(right) Reconstructions with the amplitude of the original face and the phase of
the other face. Faces images are from the FERET face database, reprinted with
permission from J. Phillips.

When the sources models are sparse, ICA is closely related

to the so called nonorthogonal “rotation” methods in PCA and

factor analysis. The goal of these rotation methods is to find di-

rections with high concentrations of data, something very sim-

ilar to what ICA does when the sources are sparse. In such cases,
ICA can be seen as a theoretically sound probabilistic method

to find interesting nonorthogonal “rotations.”

ICA and Cluster Analysis: Cluster analysis is a technique for

finding regions in -dimensional space with large concentra-
tions of data. These regions are called “clusters.” Typically, the

main statistic of interest in cluster analysis is the center of those

clusters. When the source models are sparse, ICA finds direc-

tions along which significant concentrations of data points are
observed. Thus, when using sparse sources, ICA can be seen

as a form of cluster analysis. However, the emphasis in ICA is

on finding optimal directions, rather than specific locations of

high data density. Fig. 2 illustrates this point. Note how the data
concentrates along the ICA solutions, not the PCA solutions.

Note also that in this case, all the clusters have equal mean, and

thus are better characterized by their orientation rather than their

position in space.
It should be noted that ICA is a very general technique. When

super-Gaussian sources are used, ICA can be seen as doing

something akin to nonorthogonal PCA and to cluster analysis,

however, when the source models are sub-Gaussian, the rela-

tionship between these techniques is less clear. See [30] for a
discussion of ICA in the context of sub-Gaussian sources.

B. Two Architectures for Performing ICA on Images

Let be a data matrix with rows and columns. We

can think of each column of as outcomes (independent trials)
of a random experiment. We think of the th row of as the

specific value taken by a random variable across inde-

pendent trials. This defines an empirical probability distribution

for in which each column of is given probability
mass . Independence is then defined with respect to such
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Fig. 2. (top) Example 3-D data distribution and corresponding PC and IC axes. Each axis is a column of the mixing matrixW found by PCA or ICA. Note the
PC axes are orthogonal while the IC axes are not. If only two components are allowed, ICA chooses a different subspace than PCA. (bottom left) Distribution of
the first PCA coordinates of the data. (bottom right) Distribution of the first ICA coordinates of the data. Note that since the ICA axes are nonorthogonal, relative
distances between points are different in PCA than in ICA, as are the angles between points.

a distribution. For example, we say that rows and of are

independent if it is not possible to predict the values taken by

across columns from the corresponding values taken by ,

i.e.,

for all

(7)

where is the empirical distribution as in (7).
Our goal in this paper is to find a good set of basis images

to represent a database of faces. We organize each image in the

database as a long vector with as many dimensions as number

of pixels in the image. There are at least two ways in which ICA
can be applied to this problem.

1) We can organize our database into a matrix where each

row vector is a different image. This approach is illus-

trated in (Fig. 3 left). In this approach, images are random

variables and pixels are trials. In this approach, it makes
sense to talk about independence of images or functions

of images. Two images and are independent if when

moving across pixels, it is not possible to predict the value

taken by the pixel on image based on the value taken by

the same pixel on image . A similar approach was used
by Bell and Sejnowski for sound source separation [11],

for EEG analysis [37], and for fMRI [39].

2) We can transpose and organize our data so that images

are in the columns of . This approach is illustrated in
(Fig. 3 right). In this approach, pixels are random vari-

ables and images are trials. Here, it makes sense to talk

about independence of pixels or functions of pixels. For

example, pixel and would be independent if when
moving across the entire set of images it is not possible

to predict the value taken by pixel based on the corre-

sponding value taken by pixel on the same image. This

approach was inspired by Bell and Sejnowski’s work on
the ICs of natural images [12].

(a) (c)

(b) (d)

Fig. 3. Two architectures for performing ICA on images. (a) Architecture I
for finding statistically independent basis images. Performing source separation
on the face images produced IC images in the rows of U . (b) The gray values
at pixel location i are plotted for each face image. ICA in architecture I finds
weight vectors in the directions of statistical dependencies among the pixel
locations. (c) Architecture II for finding a factorial code. Performing source
separation on the pixels produced a factorial code in the columns of the output
matrix,U . (d) Each face image is plotted according to the gray values taken on at
each pixel location. ICA in architecture II finds weight vectors in the directions
of statistical dependencies among the face images.

III. IMAGE DATA

The face images employed for this research were a subset

of the FERET face database [52]. The data set contained im-

ages of 425 individuals. There were up to four frontal views of

each individual: A neutral expression and a change of expres-

sion from one session, and a neutral expression and change of

expression from a second session that occurred up to two years

after the first. Examples of the four views are shown in Fig. 6.

The algorithms were trained on a single frontal view of each
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Fig. 4. Image synthesis model for Architecture I. To find a set of IC images,
the images in X are considered to be a linear combination of statistically
independent basis images, S, whereA is an unknown mixing matrix. The basis
images were estimated as the learned ICA output U .

Fig. 5. Image synthesis model for Architecture II, based on [43] and [44]. Each
image in the dataset was considered to be a linear combination of underlying
basis images in the matrix A. The basis images were each associated with a
set of independent “causes,” given by a vector of coefficients in S. The basis
images were estimated by A =W , where W is the learned ICA weight
matrix.

individual. The training set was comprised of 50% neutral ex-

pression images and 50% change of expression images. The al-

gorithms were tested for recognition under three different con-

ditions: same session, different expression; different day, same

expression; and different day, different expression (see Table I).

Coordinates for eye and mouth locations were provided with

the FERET database. These coordinates were used to center the

face images, and then crop and scale them to 60 50 pixels.

Scaling was based on the area of the triangle defined by the eyes

and mouth. The luminance was normalized by linearly rescaling

each image to the interval [0, 255]. For the subsequent analyses,

each image was represented as a 3000–dimensional vector given

by the luminance value at each pixel location.

IV. ARCHITECTURE I:

STATISTICALLY INDEPENDENT BASIS

IMAGES

As described earlier, the goal in this approach is to find a

set of statistically independent basis images. We organize the

data matrix so that the images are in rows and the pixels are

in columns, i.e., has 425 rows and 3000 columns, and each

image has zero mean.

Fig. 6. Example from the FERET database of the four frontal image viewing
conditions: neutral expression and change of expression from session 1; neutral
expression and change of expression from session 2. Reprinted with permission
from Jonathan Phillips.

TABLE I
IMAGE SETS USED FOR TRAINING AND TESTING

Fig. 7. The independent basis image representation consisted of the
coefficients, b, for the linear combination of independent basis images, u, that
comprised each face image x.

In this approach, ICA finds a matrix such that the rows

of are as statistically independent as possible. The

source images estimated by the rows of are then used as basis

images to represent faces. Face image representations consist of

the coordinates of these images with respect to the image basis

defined by the rows of , as shown in Fig. 7. These coordinates

are contained in the mixing matrix .

The number of ICs found by the ICA algorithm corresponds

to the dimensionality of the input. Since we had 425 images in

the training set, the algorithm would attempt to separate 425

ICs. Although we found in previous work that performance im-

proved with the number of components separated, 425 was in-

tractable under our present memory limitations. In order to have

control over the number of ICs extracted by the algorithm, in-

stead of performing ICA on the original images, we per-

formed ICA on a set of linear combinations of those images,

where . Recall that the image synthesis model assumes

that the images in are a linear combination of a set of un-

known statistically independent sources. The image synthesis

model is unaffected by replacing the original images with some

other linear combination of the images.

Adopting a method that has been applied to ICA of fMRI

data [39], we chose for these linear combinations the first PC

eigenvectors of the image set. PCA on the image set in which the

pixel locations are treated as observations and each face image

a measure, gives the linear combination of the parameters (im-

ages) that accounts for the maximum variability in the observa-
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tions (pixels). The use of PCA vectors in the input did not throw

away the high-order relationships. These relationships still ex-

isted in the data but were not separated.

Let denote the matrix containing the first PC axes in

its columns. We performed ICA on , producing a matrix of

independent source images in the rows of . In this imple-

mentation, the coefficients for the linear combination of basis

images in that comprised the face images in were deter-

mined as follows.

The PC representation of the set of zero-mean images in

based on is defined as . A minimum squared

error approximation of is obtained by .

The ICA algorithm produced a matrix such that

(8)

Therefore

(9)

where was the sphering matrix defined in (4). Hence, the

rows of contained the coefficients for the linear com-

bination of statistically independent sources that comprised

, where was a minimum squared error approximation of ,

just as in PCA. The IC representation of the face images based

on the set of statistically independent feature images, was,

therefore, given by the rows of the matrix

(10)

A representation for test images was obtained by using the PC

representation based on the training images to obtain

, and then computing

(11)

Note that the PCA step is not required for the ICA representation

of faces. It was employed to serve two purposes: 1) to reduce the

number of sources to a tractable number and 2) to provide a con-

venient method for calculating representations of test images.

Without the PCA step, and .3

The PC axes of the training set were found by calculating the

eigenvectors of the pixelwise covariance matrix over the set of

face images. ICA was then performed on the first of

these eigenvectors, where the first 200 PCs accounted for over

98% of the variance in the images.4 The 1 3000 eigenvec-

tors in comprised the rows of the 200 3000 input matrix

. The input matrix was sphered5 according to (4), and the

weights were updated according to (3) for 1900 iterations.

The learning rate was initialized at 0.0005 and annealed down

3B could potentially be obtained without calculating a pseudoinverse by
normalizing the length of the rows of U , thereby making U approximately or-
thonormal, and calculatingB = X U . However, if ICA did not remove
all of the second-order dependencies then U will not be precisely orthonormal.

4In pilot work, we found that face recognition performance improved with
the number of components separated. We chose 200 components as the largest
number to separate within our processing limitations.

5Although PCA already removed the covariances in the data, the variances
were not equalized. We, therefore, retained the sphering step.

Fig. 8. Twenty-five ICs of the image set obtained by Architecture I, which
provide a set of statistically independent basis images (rows of U in Fig. 4). ICs
are ordered by the class discriminability ratio, r (4).

to 0.0001. Training took 90 minutes on a Dec Alpha 2100a. Fol-

lowing training, a set of statistically independent source images

were contained in the rows of the output matrix .

Fig. 8 shows a subset of 25 basis images (i.e., rows of ).

These images can be interpreted as follows: Each row of the

mixing matrix found by ICA represents a cluster of pixels

that have similar behavior across images. Each row of the

matrix tell us how close each pixel is to the cluster identified

by ICA. Since we use a sparse independent source model, these

basis images are expected to be sparse and independent. Sparse-

ness in this case means that the basis images will have a large

number of pixels close to zero and a few pixels with large posi-

tive or negative values. Note that the ICA images are also local

(regions with nonzero pixels are nearby). This is because a ma-

jority of the statistical dependencies are in spatially proximal

pixel locations. A set of PC basis images (PCA axes) are shown

in Fig. 9 for comparison.

A. Face Recognition Performance: Architecture I

Face recognition performance was evaluated for the coeffi-

cient vectors by the nearest neighbor algorithm, using cosines

as the similarity measure. Coefficient vectors in each test set

were assigned the class label of the coefficient vector in the

training set that was most similar as evaluated by the cosine of

the angle between them

(12)

Face recognition performance for the PC representation was

evaluated by an identical procedure, using the PC coefficients

contained in the rows of .
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Fig. 9. First 25 PC axes of the image set (columns of P ), ordered left to right,
top to bottom, by the magnitude of the corresponding eigenvalue.

In experiments to date, ICA performs significantly better

using cosines rather than Euclidean distance as the similarity

measure, whereas PCA performs the same for both. A cosine

similarity measure is equivalent to length-normalizing the

vectors prior to measuring Euclidean distance when doing

nearest neighbor

Thus, if

(13)

Such contrast normalization is consistent with neural models

of primary visual cortex [23]. Cosine similarity measures were

previously found to be effective for computational models of

language [24] and face processing [46].

Fig. 10 gives face recognition performance with both the ICA

and the PCA-based representations. Recognition performance

is also shown for the PCA-based representation using the first

20 PC vectors, which was the eigenface representation used by

Pentland et al. [51]. Best performance for PCA was obtained

using 200 coefficients. Excluding the first one, two, or three PCs

did not improve PCA performance, nor did selecting interme-

diate ranges of components from 20 through 200. There was a

trend for the ICA representation to give superior face recogni-

tion performance to the PCA representation with 200 compo-

nents. The difference in performance was statistically signifi-

cant for Test Set 3 ( , ). The difference in

performance between the ICA representation and the eigenface

representation with 20 components was statistically significant

Fig. 10. Percent correct face recognition for the ICA representation,
Architecture I, using 200 ICs, the PCA representation using 200 PCs, and the
PCA representation using 20 PCs. Groups are performances for Test Set 1, Test
Set 2, and Test Set 3. Error bars are one standard deviation of the estimate of
the success rate for a Bernoulli distribution.

over all three test sets ( , ) for Test Sets 1 and

2, and ( , ) for Test Set 3.

Recognition performance using different numbers of ICs was

also examined by performing ICA on 20 to 200 image mixtures

in steps of 20. Best performance was obtained by separating

200 ICs. In general, the more ICs were separated, the better

the recognition performance. The basis images also became in-

creasingly spatially local as the number of separated compo-

nents increased.

B. Subspace Selection

When all 200 components were retained, then PCA and ICA

were working in the same subspace. However, as illustrated in

Fig. 2, when subsets of axes are selected, then ICA chooses a

different subspace from PCA. The full benefit of ICA may not

be tapped until ICA-defined subspaces are explored.

Face recognition performances for the PCA and ICA repre-

sentations were next compared by selecting subsets of the 200

components by class discriminability. Let be the overall mean

of a coefficient across all faces, and be the mean for person

. For both the PCA and ICA representations, we calculated the

ratio of between-class to within-class variability for each co-

efficient

(14)

where is the variance of the class

means, and is the sum of the

variances within each class.

The class discriminability analysis was carried out using the

43 subjects for which four frontal view images were available.

The ratios were calculated separately for each test set, ex-

cluding the test images from the analysis. Both the PCA and ICA

coefficients were then ordered by the magnitude of . (Fig. 11

top) compares the discriminability of the ICA coefficients to the

PCA coefficients. The ICA coefficients consistently had greater

class discriminability than the PCA coefficients.
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Fig. 11. Selection of components by class discriminability, Architecture II.
Top: Discriminability of the ICA coefficients (solid lines) and discriminability
of the PCA components (dotted lines) for the three test cases. Components
were sorted by the magnitude of r. Bottom: Improvement in face recognition
performance for the ICA and PCA representations using subsets of components
selected by the class discriminability r. The improvement is indicated by the
gray segments at the top of the bars.

Face classification performance was compared using the

most discriminable components of each representation.

(Fig. 11 bottom) shows the best classification performance

obtained for the PCA and ICA representations, which was

with the 60 most discriminable components for the ICA

representation, and the 140 most discriminable components for

the PCA representation. Selecting subsets of coefficients by

class discriminability improved the performance of the ICA

representation, but had little effect on the performance of the

PCA representation. The ICA representation again outper-

formed the PCA representation. The difference in recognition

performance between the ICA and PCA representations was

significant for Test Set 2 and Test Set 3, the two conditions

that required recognition of images collected on a different day

from the training set ( , ; , ),

respectively, when both subspaces were selected under the

criterion of class discriminability. Here, the ICA-defined

subspace encoded more information about facial identity than

PCA-defined subspace.

Fig. 12. The factorial code representation consisted of the independent
coefficients, u, for the linear combination of basis images in A that comprised
each face image x.

V. ARCHITECTURE II: A FACTORIAL FACE CODE

The goal in Architecture I was to use ICA to find a set of

spatially independent basis images. Although the basis images

obtained in that architecture are approximately independent, the

coefficients that code each face are not necessarily independent.

Architecture II uses ICA to find a representation in which the co-

efficients used to code images are statistically independent, i.e.,

a factorial face code. Barlow and Atick have discussed advan-

tages of factorial codes for encoding complex objects that are

characterized by high-order combinations of features [2], [5].

These include fact that the probability of any combination of

features can be obtained from their marginal probabilities.

To achieve this goal, we organize the data matrix so that

rows represent different pixels and columns represent different

images. [See (Fig. 3 right)]. This corresponds to treating the

columns of as a set of basis images. (See Fig. 5).

The ICA representations are in columns of . Each

column of contains the coefficients of the basis images in

for reconstructing each image in (Fig. 12). ICA attempts to

make the outputs, , as independent as possible. Hence, is a

factorial code for the face images. The representational code for

test images is obtained by

(15)

where is the zero-mean6 matrix of test images, and

is the weight matrix found by performing ICA on the training

images.

In order to reduce the dimensionality of the input, instead of

performing ICA directly on the 3000 image pixels, ICA was

performed on the first 200 PCA coefficients of the face images.

The first 200 PCs accounted for over 98% of the variance in

the images. These coefficients comprised the columns of

the input data matrix, where each coefficient had zero mean.

The Architecture II representation for the training images was

therefore contained in the columns of , where

(16)

The ICA weight matrix was 200 200, resulting in 200

coefficients in for each face image, consisting of the outputs

of each of the ICA filters.7 The architecture II representation for

test images was obtained in the columns of as follows:

(17)

The basis images for this representation consisted of the

columns of . A sample of the basis images is shown

6Here, each pixel has zero mean.
7An image filter f(x) is defined as f(x) = w � x.
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Fig. 13. Basis images for the ICA-factorial representation (columns of A
W ) obtained with Architecture II.

in Fig. 13, where the PC reconstruction was used to

visualize them. In this approach, each column of the mixing

matrix found by ICA attempts to get close to a cluster

of images that look similar across pixels. Thus, this approach

tends to generate basis images that look more face-like than

the basis images generated by PCA, in that the bases found by

ICA will average only images that look alike. Unlike the ICA

output , the algorithm does not force the columns of to

be either sparse or independent. Indeed, the basis images in

have more global properties than the basis images in the ICA

output of Architecture I shown in Fig. 8.

A. Face Recognition Performance: Architecture II

Face recognition performance was again evaluated by the

nearest neighbor procedure using cosines as the similarity

measure. Fig. 14 compares the face recognition performance

using the ICA factorial code representation obtained with

Architecture II to the independent basis representation obtained

with Architecture I and to the PCA representation, each with

200 coefficients. Again, there was a trend for the ICA-factorial

representation (ICA2) to outperform the PCA representation for

recognizing faces across days. The difference in performance

for Test Set 2 is significant ( , ). There was

no significant difference in the performances of the two ICA

representations.

Class discriminability of the 200 ICA factorial coefficients

was calculated according to (14). Unlike the coefficients in the

independent basis representation, the ICA-factorial coefficients

did not differ substantially from each other according to

discriminability . Selection of subsets of components for the

Fig. 14. Recognition performance of the factorial code ICA representation
(ICA2) using all 200 coefficients, compared to the ICA independent basis
representation (ICA1), and the PCA representation, also with 200 coefficients.

Fig. 15. Improvement in recognition performance of the two ICA
representations and the PCA representation by selecting subsets of components
by class discriminability. Gray extensions show improvement over recognition
performance using all 200 coefficients.

representation by class discriminability had little effect on the

recognition performance using the ICA-factorial representation

(see Fig. 15). The difference in performance between ICA1 and

ICA2 for Test Set 3 following the discriminability analysis just

misses significance ( , ).

In this implementation, we separated 200 components using

425 samples, which was a bare minimum. Test images were not

used to learn the ICs, and thus our recognition results were not

due to overlearning. Nevertheless, in order to determine whether

the findings were an artifact due to small sample size, recog-

nition performances were also tested after separating 85 rather

than 200 components and, hence, estimating fewer weight pa-

rameters. The same overall pattern of results was obtained when

85 components were separated. Both ICA representations sig-

nificantly outperformed the PCA representation on Test Sets 2

and 3. With 85 ICs, ICA1 obtained 87%, 62%, 58% correct

performance, respectively, on Test Sets 1, 2, and 3, ICA2 ob-

tained 85%, 76%, and 56% correct performance, whereas PCA
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(a)

(b)

Fig. 16. Pairwise mutual information. (a) Mean mutual information between
basis images. Mutual information was measured between pairs of gray-level
images, PC images, and independent basis images obtained by Architecture I.
(b) Mean mutual information between coding variables. Mutual information was
measured between pairs of image pixels in gray-level images, PCA coefficients,
and ICA coefficients obtained by Architecture II.

obtained 85%, 56%, and 44% correct, respectively. Again, as

found for 200 separated components, selection of subsets of

components by class discriminability improved the performance

of ICA1 to 86%, 78%, and 65%, respectively, and had little ef-

fect on the performances with the PCA and ICA2 representa-

tions. This suggests that the results were not simply an artifact

due to small sample size.

VI. EXAMINATION OF THE ICA REPRESENTATIONS

A. Mutual Information

A measure of the statistical dependencies of the face repre-

sentations was obtained by calculating the mean mutual infor-

mation between pairs of 50 basis images. Mutual information

was calculated as

(18)

where .

Fig. 16 (a) compares the mutual information between

basis images for the original gray-level images, the PC basis

images, and the ICA basis images obtained in Architecture I.

Principal component (PC) images are uncorrelated, but there

are remaining high-order dependencies. The information

maximization algorithm decreased these residual dependencies

by more than 50%. The remaining dependence may be due to

a mismatch between the logistic transfer function employed

in the learning rule and the cumulative density function of the

Fig. 17. Kurtosis (sparseness) of ICA and PCA representations.

independent sources, the presence of sub-Gaussian sources, or

the large number of free parameters to be estimated relative to

the number of training images.

Fig. 16 (b) compares the mutual information between the

coding variables in the ICA factorial representation obtained

with Architecture II, the PCA representation, and gray-level im-

ages. For gray-level images, mutual information was calculated

between pairs of pixel locations. For the PCA representation,

mutual information was calculated between pairs of PC coeffi-

cients, and for the ICA factorial representation, mutual informa-

tion was calculated between pairs of coefficients . Again, there

were considerable high-order dependencies remaining in the

PCA representation that were reduced by more than 50% by the

information maximization algorithm. The ICA representations

obtained in these simulations are most accurately described not

as “independent,” but as “redundancy reduced,” where the re-

dundancy is less than half that in the PC representation.

B. Sparseness

Field [19] has argued that sparse distributed representations

are advantageous for coding visual stimuli. Sparse representa-

tions are characterized by highly kurtotic response distributions,

in which a large concentration of values are near zero, with rare

occurrences of large positive or negative values in the tails. In

such a code, the redundancy of the input is transformed into

the redundancy of the response patterns of the the individual

outputs. Maximizing sparseness without loss of information is

equivalent to the minimum entropy codes discussed by Barlow

[5].8

Given the relationship between sparse codes and minimum

entropy, the advantages for sparse codes as outlined by Field

[19] mirror the arguments for independence presented by

Barlow [5]. Codes that minimize the number of active neurons

can be useful in the detection of suspicious coincidences.

Because a nonzero response of each unit is relatively rare,

high-order relations become increasingly rare, and therefore,

more informative when they are present in the stimulus. Field

8Information maximization is consistent with minimum entropy coding. By
maximizing the joint entropy of the output, the entropies of the individual out-
puts tend to be minimized.
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Fig. 18. Recognition successes and failures. {left) Two face image pairs
which both ICA algorithms correctly recognized. (right) Two face image pairs
that were misidentified by both ICA algorithms. Images from the FERET face
database were reprinted with permission from J. Phillips.

contrasts this with a compact code such as PCs, in which a few

units have a relatively high probability of response, and there-

fore, high-order combinations among this group are relatively

common. In a sparse distributed code, different objects are rep-

resented by which units are active, rather than by how much

they are active. These representations have an added advantage

in signal-to-noise, since one need only determine which units

are active without regard to the precise level of activity. An ad-

ditional advantage of sparse coding for face representations is

storage in associative memory systems. Networks with sparse

inputs can store more memories and provide more effective re-

trieval with partial information [10], [47].

The probability densities for the values of the coefficients of

the two ICA representations and the PCA representation are

shown in Fig. 17. The sparseness of the face representations

were examined by measuring the kurtosis of the distributions.

Kurtosis is defined as the ratio of the fourth moment of the dis-

tribution to the square of the second moment, normalized to zero

for the Gaussian distribution by subtracting 3

kurtosis (19)

The kurtosis of the PCA representation was measured for the PC

coefficients. The PCs of the face images had a kurtosis of 0.28.

The coefficients, , of the independent basis representation from

Architecture I had a kurtosis of 1.25. Although the basis images

in Architecture I had a sparse distribution of gray-level values,

the face coefficients with respect to this basis were not sparse.

In contrast, the coefficients of the ICA factorial code repre-

sentation from Architecture II were highly kurtotic at 102.9.

VII. COMBINED ICA RECOGNITION SYSTEM

Given that the two ICA representations gave similar recog-

nition performances, we examined whether the two representa-

tions gave similar patterns of errors on the face images. There

was a significant tendency for the two algorithms to misclassify

the same images. The probability that the ICA-factorial repre-

sentation (ICA2) made an error given that the ICA1 represen-

tation made an error was 0.72, 0.88, and 0.89, respectively, for

the three test sets. These conditional error rates were signifi-

cantly higher than the marginal error rates ( , ;

Fig. 19. Face recognition performance of the ocmbined ICA classifier,
compared to the individual classifiers for ICA1, ICA2, and PCA.

, ; , ), respectively. Exam-

ples of successes and failures of the two algorithms are shown

in Fig. 18.

When the two algorithms made errors, however, they did not

assign the same incorrect identity. Out of a total of 62 common

errors between the two systems, only once did both algorithms

assign the same incorrect identity. The two representations can,

therefore, used in conjunction to provide a reliability measure,

where classifications are accepted only if both algorithms gave

the same answer. The ICA recognition system using this relia-

bility criterion gave a performance of 100%, 100%, and 97% for

the three test sets, respectively, which is an overall classification

performance of 99.8%. 400 out of the total of 500 test images

met criterion.

Because the confusions made by the two algorithms differed,

a combined classifier was employed in which the similarity be-

tween a test image and a gallery image was defined as ,

where and correspond to the similarity measure in (12)

for ICA1 and ICA2, respectively. Class discriminability analysis

was carried out on ICA1 and ICA2 before calculating and .

Performance of the combined classifier is shown in Fig. 19. The

combined classifier improved performance to 91.0%, 88.9%,

and 81.0% for the three test cases, respectively. The difference in

performance between the combined ICA classifier and PCA was

significant for all three test sets ( , ; ,

; ; ).

VIII. DISCUSSION

Much of the information that perceptually distinguishes faces

is contained in the higher order statistics of the images, i.e., the

phase spectrum. The basis images developed by PCA depend

only on second-order images statistics and, thus, it is desirable

to find generalizations of PCA that are sensitive to higher order

image statistics. In this paper, we explored one such general-

ization: Bell and Sejnowski’s ICA algorithm. We explored two

different architectures for developing image representations of

faces using ICA. Architecture I treated images as random vari-

ables and pixels as random trials. This architecture was related

to the one used by Bell and Sejnowski to separate mixtures of
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auditory signals into independent sound sources. Under this ar-

chitecture, ICA found a basis set of statistically independent im-

ages. The images in this basis set were sparse and localized in

space, resembling facial features. Architecture II treated pixels

as random variables and images as random trials. Under this ar-

chitecture, the image coefficients were approximately indepen-

dent, resulting in a factorial face code.

Both ICA representations outperformed the “eigenface” rep-

resentation [57], which was based on PC analysis, for recog-

nizing images of faces sampled on a different day from the

training images. A classifier that combined the two ICA rep-

resentations outperformed eigenfaces on all test sets. Since ICA

allows the basis images to be nonorthogonal, the angles and dis-

tances between images differ between ICA and PCA. Moreover,

when subsets of axes are selected, ICA defines a different sub-

space than PCA. We found that when selecting axes according

to the criterion of class discriminability, ICA-defined subspaces

encoded more information about facial identity than PCA-de-

fined subspaces.

ICA representations are designed to maximize information

transmission in the presence of noise and, thus, they may be

more robust to variations such as lighting conditions, changes in

hair, make-up, and facial expression, which can be considered

forms of noise with respect to the main source of information

in our face database: the person’s identity. The robust recogni-

tion across different days is particularly encouraging, since most

applications of automated face recognition contain the noise in-

herent to identifying images collected on a different day from

the sample images.

The purpose of the comparison in this paper was to examine

ICA and PCA-based representations under identical conditions.

A number of methods have been presented for enhancing

recognition performance with eigenfaces (e.g., [41] and [51]).

ICA representations can be used in place of eigenfaces in

these techniques. It is an open question as to whether these

techniques would enhance performance with PCA and ICA

equally, or whether there would be interactions between the

type of enhancement and the representation.

A number of research groups have independently tested the

ICA representations presented here and in [9]. Liu and Wech-

sler [35], and Yuen and Lai [61] both supported our findings that

ICA outperformed PCA. Moghaddam [41] employed Euclidean

distance as the similarity measure instead of cosines. Consistent

with our findings, there was no significant difference between

PCA and ICA using Euclidean distance as the similarity mea-

sure. Cosines were not tested in that paper. A thorough compar-

ison of ICA and PCA using a large set of similarity measures

was recently conducted in [17], and supported the advantage of

ICA for face recognition.

In Section V, ICA provided a set of statistically independent

coefficients for coding the images. It has been argued that such

a factorial code is advantageous for encoding complex objects

that are characterized by high-order combinations of features,

since the prior probability of any combination of features can be

obtained from their individual probabilities [2], [5]. According

to the arguments of both Field [19] and Barlow [5], the ICA-fac-

torial representation (Architecture II) is a more optimal object

representation than the Architecture I representation given its

sparse, factorial properties. Due to the difference in architec-

ture, the ICA-factorial representation always had fewer training

samples to estimate the same number of free parameters as the

Architecture I representation. Fig. 16 shows that the residual de-

pendencies in the ICA-factorial representation were higher than

in the Architecture I representation. The ICA-factorial repre-

sentation may prove to have a greater advantage given a much

larger training set of images. Indeed, this prediction has born

out in recent experiments with a larger set of FERET face im-

ages [17]. It also is possible that the factorial code representa-

tion may prove advantageous with more powerful recognition

engines than nearest neighbor on cosines, such as a Bayesian

classifier. An image set containing many more frontal view im-

ages of each subject collected on different days will be needed

to test that hypothesis.

In this paper, the number of sources was controlled by re-

ducing the dimensionality of the data through PCA prior to per-

forming ICA. There are two limitations to this approach [55].

The first is the reverse dimensionality problem. It may not be

possible to linearly separate the independent sources in smaller

subspaces. Since we retained 200 dimensions, this may not have

been a serious limitation of this implementation. Second, it may

not be desirable to throw away subspaces of the data with low

power such as the higher PCs. Although low in power, these sub-

spaces may contain ICs, and the property of the data we seek is

independence, not amplitude. Techniques have been proposed

for separating sources on projection planes without discarding

any ICs of the data [55]. Techniques for estimating the number

of ICs in a dataset have also recently been proposed [26], [40].

The information maximization algorithm employed to per-

form ICA in this paper assumed that the underlying “causes”

of the pixel gray-levels in face images had a super-Gaussian

(peaky) response distribution. Many natural signals, such as

sound sources, have been shown to have a super-Gaussian

distribution [11]. We employed a logistic source model which

has shown in practice to be sufficient to separate natural

signals with super-Gaussian distributions [11]. The under-

lying “causes” of the pixel gray-levels in the face images

are unknown, and it is possible that better results could have

been obtained with other source models. In particular, any

sub-Gaussian sources would have remained mixed. Methods

for separating sub-Gaussian sources through information

maximization have been developed [30]. A future direction of

this research is to examine sub-Gaussian components of face

images.

The information maximization algorithm employed in this

work also assumed that the pixel values in face images were

generated from a linear mixing process. This linear approxima-

tion has been shown to hold true for the effect of lighting on face

images [21]. Other influences, such as changes in pose and ex-

pression may be linearly approximated only to a limited extent.

Nonlinear ICA in the absence of prior constraints is an ill-condi-

tioned problem, but some progress has been made by assuming

a linear mixing process followed by parametric nonlinear func-

tions [31], [59]. An algorithm for nonlinear ICA based on kernel

methods has also recently been presented [4]. Kernel methods

have already shown to improve face recognition performance
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with PCA and Fisherfaces [60]. Another future direction of this

research is to examine nonlinear ICA representations of faces.

Unlike PCA, the ICA using Architecture I found a spatially

local face representation. Local feature analysis (LFA) [50] also

finds local basis images for faces, but using second-order statis-

tics. The LFA basis images are found by performing whitening

(4) on the PC axes, followed by a rotation to topographic corre-

spondence with pixel location. The LFA kernels are not sensitive

to the high-order dependencies in the face image ensemble, and

in tests to date, recognition performance with LFA kernels has

not significantly improved upon PCA [16]. Interestingly, down-

sampling methods based on sequential information maximiza-

tion significantly improve performance with LFA [49].

ICA outputs using Architecture I were sparse in space (within

image across pixels) while the ICA outputs using Architecture

II were sparse across images. Hence Architecture I produced

local basis images, but the face codes were not sparse, while

Architecture II produced sparse face codes, but with holistic

basis images. A representation that has recently appeared in

the literature, nonnegative matrix factorization (NMF) [28],

produced local basis images and sparse face codes.9 While this

representation is interesting from a theoretical perspective, it

has not yet proven useful for recognition. Another innovative

face representation employs products of experts in restricted

Boltzmann machines (RBMs). This representation also finds

local features when nonnegative weight constraints are em-

ployed [56]. In experiments to date, RBMs outperformed

PCA for recognizing faces across changes in expression or

addition/removal of glasses, but performed more poorly for

recognizing faces across different days. It is an open question

as to whether sparseness and local features are desirable

objectives for face recognition in and of themselves. Here,

these properties emerged from an objective of independence.

Capturing more likelihood may be a good principle for gener-

ating unsupervised representations which can be later used for

classification. As mentioned in Section II, PCA and ICA can

be derived as generative models of the data, where PCA uses

Gaussian sources, and ICA typically uses sparse sources. It has

been shown that for many natural signals, ICA is a better model

in that it assigns higher likelihood to the data than PCA [32].

The ICA basis dimensions presented here may have captured

more likelihood of the face images than PCA, which provides

a possible explanation for the superior performance of ICA for

face recognition in this study.

The ICA representations have a degree of biological rele-

vance. The information maximization learning algorithm was

developed from the principle of optimal information transfer in

neurons with sigmoidal transfer functions. It contains a Hebbian

correlational term between the nonlinearly transformed outputs

and weighted feedback from the linear outputs [12]. The biolog-

ical plausibility of the learning algorithm, however, is limited by

fact that the learning rule is nonlocal. Local learning rules for

ICA are presently under development [34], [38].

The principle of independence, if not the specific learning

algorithm employed here [12], may have relevance to face

9Although the NMF codes were sparse, they were not a minimum entropy
code (an independent code) as the objective function did not maximize sparse-
ness while preserving information.

and object representations in the brain. Barlow [5] and Atick

[2] have argued for redundancy reduction as a general coding

strategy in the brain. This notion is supported by the findings

of Bell and Sejnowski [12] that image bases that produce

independent outputs from natural scenes are local oriented

spatially opponent filters similar to the response properties

of V1 simple cells. Olshausen and Field [43], [44] obtained

a similar result with a sparseness objective, where there is a

close information theoretic relationship between sparseness

and independence [5], [12]. Conversely, it has also been shown

that Gabor filters, which closely model the responses of V1

simple cells, separate high-order dependencies [18], [19], [54].

(See [6] for a more detailed discussion). In support of the

relationship between Gabor filters and ICA, the Gabor and

ICA Architecture I representations significantly outperformed

more than eight other image representations on a task of

facial expression recognition, and performed equally well to

each other [8], [16]. There is also psychophysical support

for the relevance of independence to face representations in

the brain. The ICA Architecture I representation gave better

correspondence with human perception of facial similarity than

both PCA and nonnegative matrix factorization [22].

Desirable filters may be those that are adapted to the patterns

of interest and capture interesting structure [33]. The more

the dependencies that are encoded, the more structure that is

learned. Information theory provides a means for capturing

interesting structure. Information maximization leads to an

efficient code of the environment, resulting in more learned

structure. Such mechanisms predict neural codes in both vision

[12], [43], [58] and audition [32]. The research presented here

found that face representations in which high-order dependen-

cies are separated into individual coefficients gave superior

recognition performance to representations which only separate

second-order redundancies.
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